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Preface

Causal maps represent cognition as a system of cause-effect relations for the purpose
of capturing the structure of human cognition from texts, either archival or interview
generated. Given the structure of causal maps, they can be represented pictorially, or
as matrices. Once these cognitive structures have been represented, they can be
examined for patterns, theory building or hypothesis testing. As you will see, the tool
is versatile and can be used for policy making, exploratory, theoretical, and large scale
empirical works.

Ever since Axelrod developed causal mapping as a tool for policy research its use has
been increasing in frequency for research in various disciplines. IS researchers are just
now discovering the power of causal mapping as a research tool, and its importance in
knowledge management. Given the newness of the tool to the area, most researchers
use other disciplines to learn about causal mapping, thus having to adapt the method
for use in IT contexts.

The mission of the book is to bring together in a single volume both the necessary
knowledge for using causal maps, recent advances yet to reach the professional IT
community, and IS research works in progress employing causal mapping as a tool.
Thus the primary mission of the book is to provide an authoritative source - a one stop
learning place, if you will - for researchers interested in using causal mapping as a
research or policy tool.

Contents of the Book

To accomplish this mission the chapters are clustered into four sections.

Section I lays out the context of the book, presenting the history and logic of causal
mapping, and the mechanics of using it as a research or policy tool. Chapter I by
Narayanan provides a historical perspective on the evolution of causal mapping into
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the IS/IT field. It sketches the diversity of perspectives, research contexts and foci
within the causal mapping method. In Chapter II Armstrong explicates the choice
points a researcher will face when conducting a causal mapping study and demon-
strates the step-by-step process for conducting causal mapping research. Finally, in
Chapter III, Hodgkinson and Clarkson review the major developments in the causal
mapping method across a variety of domains so as to address the strengths and limita-
tions of various approaches for the IS/IT community.

Section II includes five chapters that highlight the current advances in research (being
made in related disciplines) using causal mapping to enrich the research of those cur-
rently employing causal mapping in IT research and policy making. Thus Chapter IV by
Diesner and Carley details an approach to text based causal maps called the meta-matrix
model, which lends a second level of organization to the networks of concepts found in
a text. A tool for text analysis (AutoMap) is detailed in a demonstration of the ap-
proach. Chapter V by Srivastava, Buche and Roberts demonstrates the use of the
evidential reasoning approach under the Dempster-Shafer theory of belief functions to
analyze revealed causal maps in an IT organization example. Chapter VI by Vo, Poole
and Courtney provides two studies that compare three approaches to building collec-
tive causal maps: aggregate mapping, congregate mapping and workshop mapping.
The approaches are compared both conceptually and empirically to determine which
approach performs best. In Chapter VII, Armstrong and Narayanan provide an exten-
sion of the causal mapping method in which casual maps derived from interviews are
juxtaposed against causal maps developed from survey responses. Similarities and
differences of the maps are discussed as well as the appropriateness of this validation
technique. In Chapter VIII Nelson provides some reflections on the interactively elic-
ited causal mapping process in a discovery (or exploratory) context. Issues in the
interview process, identification procedure and coding scheme development are ad-
dressed.

Section III provides examples of papers in IS/IT using causal mapping techniques. Two
chapters represent examples of causal mapping in IS/IT. Chapter IX by Tegarden,
Tegarden and Sheetz details a study which focuses on the identification of cognitive
diversity through causal mapping and cluster analysis. The study uncovered cognitive
factions (diversity) within a top management team and details the various perceptions
of the firm. Chapter X by Larsen and Niederman studies the use of UML and object-
oriented analysis and design in software development. The remaining three studies
illustrate the use of causal mapping inn applications. In Chapter XI, Ackermann and
Eden focus on the use of causal mapping to facilitate the development of a shared
meaning between business units and IS developers through a common platform which
enables negotiated outcomes. Chapter XII by Micklich uses concept mapping, cogni-
tive mapping and causal mapping to investigate factors in the demise of a telecommu-
nications leader through a case study analysis. Finally, Chapter XIII by Luca landoli
and Zollo presents a methodology based on causal mapping for the investigation and
management of knowledge created by software development teams engaged in applica-
tion development. A detailed application of the methodology to a case study in a
software development firm is presented to demonstrate the methodological aspects.

The final section presents proposals for future causal mapping research to excite those
whose research can be enriched by the use of causal mapping. Chapter XIV by Otondo
presents a proposal to extend causal mapping research by representing linguistic and
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semantic nuances in associative, categorical and cognitive maps. Those maps are then
used to link related elements to causal maps to create an integrated logical view of
object-oriented design. In Chapter XV, Narayanan and Liao outline several methods for
approaching the behavior of causal maps.



Acknowledgments

The chapters in this book were invited or solicited in a call for papers dis-
persed to the IS community via listserv and direct e-mail. Almost everyone
invited participated in the development of the book. Out of those responding
to the call, nearly half were picked up for further development. All chapters
were involved in multiple rounds of reviews. Several individuals helped with
the development of the book. We thank Mehdi Khosrow-Pour of Idea Group
for encouraging us in developing the book, and Jan Travers, Michele Rossi,
and Jennifer Sundstrom for keeping us on track. The authors would like to
thank Paige Rutner, Christy Weer and other Ph.D. students at the University of
Arkansas and Drexel University for their assistance and helpful comments.
The authors would also like to thank Ken Armstrong for his creative input.



Section 1

Causal Mapping:
An Overview
of Approaches



Causal Mapping 1

Chapterl

Causal Mapping:

An Historical Overview

V.K.Narayanan
Drexel University, USA

Abstract

In this chapter, I provide an historical overview of the use of causal mapping, and its
migration from political science to organization theory, and more recently into
research efforts in Information Technology (IT). Since this migration has brought in
its wake a diversity of perspectives and approaches, a secondary objective of this
chapter is to sketch this diversity. I discuss the diversity in perspectives, research
contexts and focus. Three perspectives (social constructionist, objectivist, and expert-
anchored), four research contexts (discovery, hypothesis testing, evocative and
intervention) and three types of foci (content, structure and behavior) are summarized.

Introduction

A remarkable revolution is underway in the organization sciences: A new generation of
scholars is enthusiastically bringing the role of the human mind back into the study of
organizations. Unlike the deterministic views of man expounded by Skinner or of
organizations promulgated by the early contingency theorists such as Lawrence and
Lorsch, this new breed of scholars takes inspiration from the works of Barnard, Simon
and Weick, and pays serious attention to human cognitive processes. Their cognitive

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



2 Narayanan

agenda is enabled by the availability of new research tools that have made possible the
study of thought using “normal science” approaches. Indeed, these new tools have
reached a level of maturity as witnessed by their increasingly frequent use in papers
published in major management journals (Narayanan & Kemmerer, 2001).

One of these tools that has great potential for advancing research in managerial cognition
is causal mapping. Causal maps represent thought as a network of causal relations,
representing concepts through nodes and causality though links between nodes. They
invoke the notion of causation, and users of the tool observe that causal analysis is
built into our natural language, while side-stepping the philosophical challenges
associated with the notion of causality. In recent years, this tool has been considered
one of the most effective ways of representing thought (Mohammed, Klimoski &
Rentsch, 2001).

This book is devoted exclusively to causal mapping. The primary objective of this chapter
isto provide an historical overview of the use of causal mapping, and its migration from
political science to organization theory, and more recently into research efforts in IT. This
migration has brought in its wake a diversity of perspectives and approaches, and
therefore, a secondary objective of this chapter is to sketch this diversity, so that readers
can appreciate the subtle differences among the various users of the tool. Thus, this
chapter is meant for those interested in an appreciation of the technique beyond its
immediate application.

This chapter unfolds in two major sections. In the first section, I detail the migration of
the causal mapping technique over five stages, identifying the milestones in its evolu-
tion, and the seminal works that punctuate this evolution. In the second, I summarize the
diversity of approaches among users of causal mapping and, indeed, the discerning
reader will notice this diversity in the contributions of this edited book.

Evolution of Causal Mapping

The term cognitive maps appeared in a paper written by Edward C. Tolman titled,
“Cognitive Maps in Rats and Men,” in the Psychological Review in 1948. Although he
did not use the term in the sense known in organization sciences, Tolman extolled the
virtues of reason, which were in contrast to the behavioral psychologist’s view which
focused on stimulus response mechanisms for explaining human behavior. The term was
later used by Axelrod to name the methods he and his colleagues employed to represent
the arguments of political elites. The term, “cognitive maps,” however, conveyed the idea
that the maps represented the actual workings of the mind. To avoid the claim that they
were representing thought scholars following Axelrod began to employ the term “causal
mapping.” These scholars claimed that they focused only on causal assertions in a
specific set of texts.

In addition to the evolution of the terminology, several streams of scholarship have
contributed to the initial use of causal mapping as a tool for representing thought. These
streams are varied and often not related to each other. Nonetheless, it is useful to reflect

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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on this rich heritage, if only to discover opportunities that have not yet been exploited
in the contemporary applications of this tool.

I discuss this evolution in five sections: (1) Early Precursors; (2) Immediate Precursors;
(3) Axelrod’s Seminal Work; (4) Causal Mapping in Organizational Sciences; and (5)
Causal Mapping in IS. This is schematically presented in Figure 1.

Early Precursors

By early precursors, I refer to the streams of thought that are closely related to causal
mapping, although they may not have been the sources of the original formulation of the
tool. Although it is almost impossible to sketch a/l possible precursors, at least two
distinct streams of thought have close affinity to the original causal mapping technique:
structure of arguments, and industrial dynamics.

Structure of arguments. The idea that arguments can be represented has been well
established in the philosophy of science for a quite a long time. A specific example was
provided by Toulmin (1958): His analysis scheme is complex as it embraced a broader set
of foci than the ones we find in contemporary causal mapping. The scheme responded
directly to the need for a methodology that systematically probes the content, logic, and
reasonableness of an argument, irrespective of the discipline or context and intent of the
argument. The Toulmin framework was intended to achieve three purposes:

1)  toenable the elements (and thus the structure) of any “argument” to be captured
and delineated;

2)  toallow any individual (whether the argument purveyor, opponent, or interested
third party) to assess the quality of reasoning at the heart of the argument; and

3)  to facilitate the comparison and assessment of two or more arguments, that is, to
identify differences among arguments and to determine what these differences
mean to both the reasoning and the outcomes.

The Toulmin framework consists of a number of elements: data, warrants, backing for
each warrant, conclusion, and qualifiers including the conditions for rebuttal. The core
of any argument is always woven around data to conclusions via warrants: some set of
data allows a claim or conclusion (that is, an inference) to be drawn because a warrant
enables a connection to be made between data and conclusions. Data can be simple,
descriptive facts, historical statements, or projections about the future such as descrip-
tions of the current conditions in the economy, its historic performance along multiple
indicators, or judgments about the direction of emerging economic change. The overall
intent of the framework is to test and establish the merit of, or justification for, the claim
or conclusion.

From the 1950’s onward, these ideas began to migrate into management circles. For
example, the Toulmin method was employed by management scholars such as Mason &

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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Mitroff (1981) to facilitate strategic planning in organizations. More recently, this method
has beenused to deconstruct entire theories (Narayanan & Fahey, 2005). For empirically
oriented scholars desirous of tracking social phenomena, this method was too complex
and fuzzy since it required a large number of researcher-imposed judgments. For this
reason, Toulmin was used mostly in the deconstruction of a theory or in interventions,
not in empirical works. Nonetheless, Toulmin vividly underscored the idea that argu-
ments can be examined as social facts.

Industrial dynamics. In many ways, the field of industrial dynamics that originated with
Jay Forrester at MIT incorporated many of the central features of causal maps. Industrial
dynamics aimed to describe the dynamics of a system (a firm, an industry, a city, aregion,
and even the world) with the aid of a mathematical representation of the system as nodes
and flows. Using the power of computers, Forrester and his colleagues wanted to examine
the behavior of the system under study. Forrester argued:

“As industrial societies emerged, systems began to dominate life as they
manifested themselves in economic cycles, political turmoil, recurring financial
panics, fluctuating employment, and unstable prices. But these social systems
became so complex and their behavior so confusing that no general theory
seemed possible. A search for orderly structure, for cause-effect relationships
(emphasis mine), and for a theory to explain system behavior gave way to a belief
inrandom, irrational causes.” (1968, pp.1-2)

The feedback and related principles developed in electrical engineering formed a basis
on which to formulate a set of partial differential equations to capture system dynamics.
A central facet of the system dynamics model is the incorporation of two-way causality
that, in social sciences, was relatively less prevalent until the advent of the systems
dynamic principles.

Unlike the Toulmin analysis, which was highly qualitative, system dynamics was highly
quantitative, and hence, did not widely diffuse into organization sciences. The sheer
mathematical sophistication required for its effective use, and the attendant information
requirements, made it ill-suited for much of the social science work. Nonetheless the idea
that system behavior can be depicted and analyzed can be traced to industrial dynamics.

Although the influence of Toulmin analysis and industrial dynamics were, at best,
indirect, we can identify several immediate precursors to causal maps.

Immediate Precursors

Axelrod identifies five fields from which he has drawn inspiration to develop his cognitive
mapping approach: (a) psycho-logic, (b) causal inference, (c) graph theory,(d) evaluative
assertion analysis, and (e) decision theory.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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Psycho-logic. Abelson and Rosenberg (1958) developed a mathematical system to deal
with a person’s cognitive processes called psycho-logic. Their system uses points and
arrows, with points referring to “thing-like” concepts, and arrows expressing associa-
tions between concepts. As Axelrod notes, there are two major differences between
cognitive maps and psycho-logic. First, nodes are variables that can have different
values in a cognitive map, and not “things” as in psycho-logic. This makes cognitive
mapping an algebraic system, not a logic system. Second, arrows in cognitive maps are
representations of causal assertions, not attitudinal associations. Axelrod goes on to
suggest, “Although the interpretations of the two systems are different, from a strictly
mathematical point of view, a cognitive map can be regarded as a generalization of
psycho-logic.”

Causal inference. The statistical literature of causal inference was developed by Simon
(1957) and Blalock (1964) to estimate the parameters appropriate to describe a given body
of data. This literature is credited by Axelrod with the idea that points can be regarded
as variables, and arrows can be regarded as causal connections between the points.
However, cognitive mapping does not incorporate the complex calculations typically
involved in the causal inference literature.

Graph theory. Graph theory and its mathematical ideas have been employed in both
psycho-logic and cognitive mapping. It includes concepts such as paths, cycles, and
components that are useful in the analysis of complex interconnections. Cognitive
mapping uses graph theory, “but generalizes it by allowing the points as well as the
arrows to take on different values.”

Evaluative assertion analysis. Osgood, Saporta and Nunnally (1956) developed this
analysis, which provides a method for systematically and reliably coding the structural
relationships between pairs of concepts from a document. Axelrod’s cognitive mapping
method owes the coding process to evaluative assertion analysis.

Decision theory. This field, which has close affinity with the Operations Research
discipline, was well developed by the time Axelrod formulated the cognitive mapping
approach. The ideas of choice and utility from decision theory were transported by
Axelrod to cognitive mapping, since one of the intended contributions of the cognitive
mapping approach was to shed light on decision-making processes.

These five immediate pre-cursors, acknowledged as such by Axelrod, found their way
to the original formulation of the cognitive mapping approach.

Axelrod’s Seminal Work

In 1976, Axelrod published and edited his book, Structure of Decision: The Cognitive
Maps of Political Elites, which heralded the advent of cognitive mapping in the literature.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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In early 1970, while at the University of Berkeley, Axelrod along with his colleagues
Matthew Bonham and Michael Shapiro turned their attention to the study of the beliefs
of elite policy makers. Axelrod’s initial work culminated in the development of a new
approach to decision making based on the idea of a cognitive map of a person’s stated
values and causal beliefs. This approach was presented as a paper at the Conference on
Mathematical Theories of Collective Decisions at the University of Pennsylvania, and
published as amonograph (Axelrod, 1972a). Later, Axelrod used the verbatim transcripts
of'the British Eastern Committee to derive the cognitive maps of the committee members
according to the coding rules he had developed, and the resulting analysis was presented
to the Peace Research Society at their London Conference in 1971 (Axelrod, 1972b).
Meanwhile Bonham and Shapiro collaborated to produce a preliminary report on their
work (Shapiro & Bonham, 1973). To quote Axelrod:

“By this time, the project seemed to have a life of its own, as different people
found different uses for cognitive maps.”

Axelrod pulled together the works of several of these people working on cognitive
mapping to produce his classic, Structure of Decision.

Axelrod’s work consisted of five major sections. The first section dealt with an introduc-
tion to cognitive mapping. The second section provided five empirical studies including
Axelrod’s study of the British Eastern Committee and Bonham and Shapiro’s work. The
remaining studies focused on Governor Morris in the Constitutional Convention, the
Energy Crisis, and the politics of the international control of the oceans. The third
section, which consisted of only one chapter, summarizes the conclusions of the
empirical works, with particular emphasis on cognitive maps. The fourth section dealt
with the limitations of the approach, and enumerated several projects for future work. The
final section, the Appendix, contained the coding rules, and approaches to cognitive
mapping including the questionnaire method, mathematics, simulation techniques, and
a guide to source materials.

Axelrod’s work thus provided several methodological ideas that are still with us today.
Key among them are:

1)  Definition. “A cognitive map is a specific way of representing a person’s asser-
tions about some limited domain such as a policy problem. It is designed to capture
the structure of the person’s causal assertions and to generate the consequences
that follow from this structure.”

2)  Method of coding. Axelrod provided a detailed system by which a document may
be coded. These rules have served the two following generations of researchers
and will be covered in Chapter II.

3)  Sources of data. Various sources of data from documents to interviews to
questionnaires were illustrated by Axelrod.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
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4)  Analysis. Although qualitative analysis is the most commonly used form of
analysis in cognitive mapping, Axelrod presented several—even now infrequently
used—analysis approaches, ranging from statistical analysis to simulations.

Inshort, the Structure of Decision was vast in its scope and profound in terms of the ideas
it set forth. From the vantage point of this book, Axelrod’s influence on the writings in
organization sciences was immense. It is in this latter regard that I view this work as
seminal. Indeed, almost all the contributors to the evolution of causal mapping owe a
considerable debt to his work.

Causal Mapping in Organizational Sciences

During the last three decades, the use of causal mapping in organization sciences has
increased, owing in no small extent to several developments in the field of managerial
cognition. A comprehensive review of these developments is beyond the scope of this
chapter (for a review, see Walsh, 1995). Instead, I will selectively cull out those
developments that have facilitated the frequent use of causal mapping.

The first set of studies. Arguably the first effort to introduce causal mapping into
organization sciences occurred with Bougon, Weick and Binkhorst’s (1977) examination
ofthe Utrecht Jazz Orchestra (UJO). Built around 14 variables obtained through natural-
istic observation, discussion, and interviews, Bougon et al. first asked each UJO
participant to indicate which variables influenced other variables, and whether the
influence was positive or negative. Later they developed “etiographs” by unfolding the
maps into content free graphs, which ranked variables into three clusters of givens,
means, and ends. Their method was not a textual analysis of the kind proposed by
Axelrod, but they made effective use of Axelrod’s ideas to build a cybernetic theory of
organizations. As the authors noted in the 1970’s, their study represented a new
approach to organizational analysis.

Next, following their footsteps, Hagerty and Ford (1984) used a modified version of causal
mapping to examine the cause-effect beliefs about structure. In their study, the research-
ers presented a set of causes and effects and asked managers and students to create a
causal map. Using metrics from graph theory, they found both agreement and disagree-
ment between managers and MBA students.

The two studies invoked different methods of causal mapping. Bougonetal. (1977) used
naturalistic observation and interviews to examine natural phenomena. Ford and Hagerty
(1984) were primarily interested in theory testing, and therefore used an experimental
approach in their use of causal mapping.

Influence of industrial dynamics. A second stream of work invoked industrial dynamics
to examine organizational phenomena. Thus, Roos and Hall (1980) derived their inspira-
tion from the industrial dynamics (system dynamics) tradition to better understand

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
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political processes within organizations. They conducted a case study of anew extended
care facility connected to a hospital to highlight the advantages of influence diagrams
by comparing the level of understanding before and after the technique was used. Roos
and Hall acknowledged Axelrod, noting that the influence diagram represented their
cognitive maps of factors influencing policies and budget levels for the extended care
unit they studied. Thus, the mapping was not as systematic as in Bougon et al.’s study,
since the primary objective of the authors was intervention-focused, or in their terms “to
help integrate knowledge about decision-makers’ values and the cause-effect of their
pursuing these values.”

Special issues. Two special issues gave a further boost to the users of the causal mapping
technique. In 1987, a special conference convened in Boston to advance the cause of
managerial and organizational cognition research. Several of the papers in this well
attended conference were later published in a special issue of Journal of Management
Studies. One of these papers featured causal mapping as a research tool. Building on
earlier conceptual (Walsh & Fahey, 1986), and empirical works (Fahey & Narayanan,
1986), Fahey and Narayanan (1989) explicitly used the causal mapping technique to trace
the evolution of Zenith, one of the then remaining US television manufacturers. They
used annual reports to capture the thinking within Zenith, and used the term “revealed
causal mapping” to distinguish what they did from cognitive mapping. Unlike Axelrod
who had access to interviews, these authors, whose longitudinal study spanned over 20
years, were not able to access many of the players for interviews and, therefore, had to
rely on archival sources of data. Fahey and Narayanan (1989) also noted that in many
competitive situations, public statements represented strategic disclosure and may not
have corresponded to the “true” cognitive maps held by the decision-makers. Unlike
cognitive maps, which represented “true” thinking, these authors were content to study
causal maps or the “assertions of causality.”

A second special issue for Organization Science was organized by Meindl, Stubbart and
Porac (1996), with the specific purpose of advancing the “cognition agenda.” The editors
noted that developments in a wide range of fields — from the sociology of knowledge
to organization science — have called into question a strictly realist view of the world.
Intheir opinion, even the environment should be viewed as partly contingent upon sense
making by individuals. The causal mapping technique was featured in this collection,
with Mauri Laukkanen (1994) articulating the steps involved in comparative causal
mapping (i.e., comparing causal maps among individuals). According to him, all compara-
tive projects have to address three critical tasks:

1)  aneed to acquire comparable natural data of several individuals or groups;

2)  the problem of raw data conversion to achieve the necessary comparability and
pragmatic compression; and

3) the need for a rigorous and efficient computerized platform for comparative
analysis.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
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Laukkanen (1994) introduced the concept of “standard vocabularies” that can be used
to capture concepts with similar meaning, but denoted by different words by different
individuals. Laukkanen also provided a computer software called CMAP2 to mount the
comparative analysis. Unlike Fahey and Narayanan (1989), who relied on manual
techniques to create and compare causal maps, Laukkannen took the first steps in
hypothesis testing studies.

Managerial and organizational cognition group in the academy of management.
During the 1980°s the move to advance a cognitive agenda was gathering strength. This
culminated in the formation of the Managerial and Organization Cognition (MOC)
interest group in 1989 in the Academy of Management, the premier professional
association of management scholars. MOC was broadly based and focused on “how
organizational members model reality and how such models interact with behavior.”> The
formation of the interest group, and its emergence as a division in 1999 within the
Academy, signaled the arrival of cognition as a major area of inquiry in management
literature, legitimizing this area within scholarly circles. For those individuals using or
intending to use causal mapping as a research tool, this development gave them a big
boost: It provided a forum to present their work, and with the competition for journal
space, their work could no longer be as easily dismissed as inappropriate.

Mapping strategic thought. In 1990, Anne Huff published Mapping Strategic Thought,
which laid the methodological foundations of the managerial cognition field. In retro-
spect, no book in recent years has had more influence on the methodological aspects of
research in managerial cognition than this edited volume. Given the influence of this
book, it is worthwhile quoting Huff about (one of) her reasons for putting the book
together: “We are at the point in strategic management and other organization sciences
that significant enthusiasm for cognitive studies is in danger of outreaching its method-
ological foundation. While a number of generally useful articles and books in manage-
ment fields recommend a cognitive approach... little has been written about the technical
aspects of specifying and studying cognition in organizations.”

Although the book was not limited to causal mapping methods, causal statements were
featured in four empirical studies (Huff & Schwenk, 1990; Bougon & Komocar, 1990;
Bolandetal., 1990; Narayanan & Fahey, 1990). Huff and Schwenk used causal mapping
to study the attribution of success and failure by managers, raising two methodological
issues: the validation and modification of causal maps and the constancy and variability
ofthe maps. Bougon and Komocar drew attention to the importance of loops as the focus
of change, highlighting the “circularity” of effects caused by a set of linear relationships.
Boland et al. focused on the evolution of cognitive maps. Narayanan and Fahey extended
the adaptation metaphor to the cognitive domain, by reexamining the 20-year history of
the television receiver industry, focusing their attention on Zenith, and contrasting the
results to their earlier study of Admiral (1989).

Most importantly, Huff’s volume provided the technical details of causal mapping, and
articulated for the first time the key methodological issues that needed to be tackled by
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serious researchers. These included: the purpose of a causal map, the map’s territory,
sources of data, and sampling, reliability, and validity. Huff and Fletcher (1990) con-
cluded on a very optimistic note:

“Cognitive maps, as artifacts of human reasoning can be used to study virtually
any question raised by those who are interested in human activities... Our view
is that...it is often most attractive as a method for studying topics that are
intrinsically cognitive for explaining variance that is unexplained by other
methods.”

There is no doubt that Huff’s book served to encourage hesitant researchers. It also
became the textbook of choice for training a future generation of doctoral students.

Eden and Spender’s Managerial and Organizational Cognition. Huff’s volume was
dominated by scholars of the U..S. tradition. By 1980, researchers in Europe were
becoming increasingly interested in cognition. To showcase the European works, Eden
and Spender (1998) edited a book based on the works initially presented at a Managerial
and Organization Cognition research workshop held in Brussels in 1994. According to
the authors,“In the past few years we have seen... Organization Science’s special issue
(1994), Mapping Strategic Thought (Huff, 1990) and new JAI series, Advances in
Managerial Cognition and Organizational Information Processing. ... The present
volume explores these questions, but unlike the works cited above, reflects a more
European view — even though one European author appears in both places.”

The book featured several chapters on causal mapping, three of which are noteworthy.
First, Laukkanen succinctly summarized his ideas on comparative causal maps. Second,
Jenkins summarized the key methodological challenges in comparing causal maps. Third,
Eden and Ackerman described techniques used to analyze and compare idiographic
causal maps. The book signaled the era of convergence and cross fertilization of ideas
across the Atlantic.

Network studies. By 1990, the study of social networks had reached a level of maturity
in sociology, with attendant analytical tools, software and particularly measures. Most
researchers using causal maps understood that causal maps in the matrix representation
form can benefit from the work done in social networks. They borrowed network measures
because they were available, but initially did not pioneer the development of new
measures. This task was left to scholars working at the intersection of social networks
and computer science. Thus, following the quantitative tradition at Carnegie Mellon
University, Carley and her colleagues developed numerous measures of causal maps at
several levels of analyses, and created computer programs to analyze the maps. Although
many of the network-based measures are underutilized at this time, the availability of
computer software should facilitate the easy adoption of these measures.

In summary, as shown in Figure 1, over the last two decades, we have witnessed
significant developments in the use of causal mapping. Three significant trends have
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Figure 1. Causal mapping
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contributed to this progress. First, there has been a joining of three disciplines — the
quantitative disciplines such as industrial dynamics, organization sciences and social
sciences. Second, there has been greater international convergence, with U.S. and
European researchers coming together under the auspices of the Academy of Manage-
ment to push the frontiers of this method. Finally, computer software has proliferated,
making it easier for researchers to use and analyze causal maps.

Causal Mapping in IS

In some ways, the use of causal mapping in the IS field is not new. Adherents to both
the social science and operations research traditions in the organizational sciences
sketched above have, over the last two decades, employed causal mapping in the IS field.
These traditions respectively focused on two related problems:

. How do we use causal mapping to generate consensus, either in understanding or
developing problem definitions?

. How do we use causal mapping to find solutions to specific technical problems?
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Inthe first tradition, Boland et al. (1994) illustrated an intensive IT augmented approach
to causal mapping to facilitate a hermeneutic process of inquiry. Causal maps then
became atool by which participants could glean and appreciate the logics in use by others
in their organizations, and through a process of dialogue could develop a consensus of
how to interpret their world. Similarly, Zmud et al. (1993) demonstrated the use of mental
imagery in requirements analysis. Here, the focus was on developing a consensus in
defining the problem — for example, the requirements of an IS system — so that the actual
design would respond to the requirements and thus make the implementation less
chaotic.

In the second tradition, causal mapping is used to arrive at solutions to specific, often
technical, problems. As an example, Irani etal. (2002) used cognitive mapping to model
various I'T/IS factors, integrating strategic, tactical, operational, and investment consid-
erations. The authors demonstrated how the causal mapping technique can capture the
interrelationships between key dimensions identified in investment evaluation — some-
thing other more commonly used justification approaches cannot accomplish. Thus they
claimed that causal mapping can be use as a complementary tool in project evaluations
to highlight interdependencies between justificatory factors. I hasten to add that
although thisuse of causal mapping has been less frequent in the literature, it offers great
promise in the future.

During the early days, irrespective of tradition, the use of causal mapping in IS was
application focused, i.e., to solve managerial problems in organizations. This began to
change during the new millennium, with a special issue of Management Information
Science Quarterly (MISQ) which dealt with qualitative methods of IS research. The issue
featured causal mapping in a paper by Nelson et al. (2000). The paper not only provided
a tutorial in causal mapping but demonstrated the possibility that in the IS field, causal
mapping can be used in “evocative” research contexts. By “evocative,” these authors
referred to research contexts in which general theories were available to represent the
phenomena under study, but the operationalization of theories to the respective contexts
was not yet developed.

During the last four years, after the publication of the MISQ piece, there has been growing
interest in the use of causal mapping in IS, not merely for qualitative studies, but for
hypothesis testing studies as well. For example, Armstrong (2003) coupled causal
mapping and survey data in a study of IS experts in Object Oriented and Procedural
Programming. Similarly, a SIG-CPR3 workshop on causal mapping organized in 2003 in
Philadelphia drew an audience of over 25 participants.

Above, I have sketched the evolution of causal mapping to highlight both the growing
acceptance of this tool for research among scholars drawn from different disciplines, and
also to segue to the diversity of approaches to using this technique. I now turn to this
diversity.
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Diversity of Approaches Among Users
of Causal Mapping

Throughout the evolution of causal mapping, users have adopted diverse approaches,
sometimes with different philosophical assumptions. So that we may appreciate this
diversity, I will summarize the different approaches along three dimensions: a) Perspec-
tive, b) Research Contexts, and c) Focus. A fourth dimension, methodology, will be
extensively dealt with in a later chapter (Chapter III) by Hodgkinson and Clarkson.

Perspective

Over the last three decades, researchers employing causal mapping as a methodological
tool have invoked three different perspectives: (a) social constructionist, (b) objectivist,
and (c) expert-anchored.

Social constructionist. In this perspective, the researcher is interested primarily in
portraying the causal maps of the subjects — individuals or social systems — under
study. The researcher is intrinsically interested in these maps, and expects the maps to
have value in providing a cognitive explanation for the phenomena of his/her interest.
The primary methodological challenge is establishing the accuracy of the researcher’s
representation of the subject’s causal map. Most social constructionists deal with
organizational and social psychological phenomena, where different individuals can
hold different views of the world, and in most cases there is no single correct view. Barr
etal. (1992) and Narayanan and Fahey (1990) exemplify this perspective.

Table 1. Social constructionist, objectivist and expert-anchored perspectives

Social Objectivist Expert-Anchored
Constructionist
Assumptions Individual’s Phenomena can be Expert casual maps
causal maps represented enable the cause-
shape their accurately as a effect relations
actions causal map
Key Accuracy of Establishing the Locating the experts,
Methodological representation of | correct causal map and accurately
Challenge individuals’ representing their
causal map casual maps
Appropriate for Social Primarily for Judgmental
phenomena, physical phenomena | situations
uncertain or deterministic
theoretical social phenomena
contexts
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Objectivist. Researchers adopting this perspective are typically interested in establish-
ing the “true” causal representation of some phenomenon. For many, causal mapping is
asimplified way to accomplish what industrial dynamics did for economic systems. A key
methodological challenge is establishing not merely the accuracy of representation, but
also an accurate description of the phenomenon. In the objectivist perspective, an
individual’s causal maps may be of interest largely to establish the degree to which the
individual holds an accurate description of the phenomenon under study. The objectivist
view is most applicable to the study of physical and technical subsystems, and is less
prevalent in organizational sciences.

Expert-anchored. Researchers adopting this perspective are primarily interested in
those phenomena where human judgment plays an important role. They acknowledge the
social construction of many phenomena, but admit that individuals have varying levels
of expertise within different knowledge domains. Thus, experts in their respective
domains set a benchmark against which other individuals can be judged. Nadkarni and
Narayanan (in press) exemplify this approach.

In the contemporary literature on causal mapping, discussions of the underlying
perspective are often glossed over or left implicit. However, I will emphasize that
researchers should be acutely aware of their perspective since it relates to key method-
ological challenges they may confront. For example, researchers representing a phenom-
enon as accurate — the objectivist perspective — should establish the accuracy of the
causal map with respect to the phenomena, not merely the accuracy of the representation
of an individual’s causal map. Similarly, the expert-anchored perspective requires
researchers to establish the credentials of the experts, and use the map of an expert (either
a specific individual or a group of individuals in the case of complex phenomena) as a
benchmark for evaluating the accuracy of others’ maps.

Research Contexts

One of the great advantages of causal mapping is the versatility of its application. Indeed,
it has been used in four distinct research contexts: (a) discovery, (b) hypothesis testing,
(c) evocative, and (d) intervention.

Discovery. When utilized in ethno methodological inquiries, causal mapping provides a
systematic approach to unearth phenomena. It is expected that two individuals following
the causal mapping coding rules will arrive at congruent representations of the phenom-
ena under discovery from the same set of interviews or archival materials. In this way,
the use of causal mapping reduces the “subjective” component of data analysis that has
been the Achille’s heel of ethno methodological studies. However, this comes at a price
— causal mapping reduces the role of human imagination in theory building. It also
restricts researcher attention to phenomena that admit causal modeling. To date, causal
mapping has been used predominantly in discovery contexts.
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Hypothesis-testing. Increasingly, causal mapping is being used in “normal” science
investigations, or more accurately, in studies that focus on hypothesis testing via
statistical inference using large samples. The introduction of network methods of
representation of causal maps and the derivative variables, which can be measured on
interval or ratio scales, have enabled researchers of qualitative phenomena to operate
in a hypothesis testing mode. Calori et al. (1994) and Marcozy (1997) exemplify this
context. A significant barrier to large sample hypothesis testing studies has been the
labor intensity of the causal mapping procedure. This may change as more sophisticated
softwares enable us to automate the causal mapping procedure.

Evocative. In between discovery contexts with ill-defined theories and hypothesis
testing contexts with clearly formulated theories, lies a context that Nelson et al. (2000)
called “evocative.” In evocative contexts, general theoretical frameworks are available,
but specific operationalizations of concepts and linkages among them are undeveloped.
Inevocative contexts, experts who practice in a specific domain are available, but studies
are needed to unearth their knowledge and examine it through available general theoreti-
cal frameworks to construct domain specific theories. Causal mapping evokes the
concepts and causal linkages among them.

Intervention. Another popular use of causal mapping has been to assist management
groups and organizations to make decisions. When complex IT systems are installed, the
design phase may be enabled by the use of causal mapping to tease out implementation

Table 2. Causal mapping in four contexts

Discovery Evocative Hypothesis Intervention
testing
State of Theory Undeveloped General theoretical Both theory and Can vary from
framework available; | operationalization undeveloped to
No operationalization available fully developed
Applicability of Deriving Operationalizing Obtaining relevant As an input to
Causal concepts and concepts data decision making
Mapping establishing
linkages
Source Participants in Experts Relevant Primary
the system population stakeholders and
sampling drawn by convenience
statistical sample
Diverse sources to fully capture the consideration
phenomena
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challenges that could be addressed during the early phases. Alternately causal mapping
can be used to get managers to reflect upon their reasoning processes. Eden (1992) and
Boland etal. (1994) exemplify this research context.

Differing contexts pose different challenges to researchers using causal mapping. In the
discovery and evocative contexts, validation of the derived causal maps by respondents
is a key requirement in generating accurate representation of maps. In the intervention
studies, derived causal maps can be used for further interpretation, or analysis, or even
consensus building by exploring the differences among respondents. In hypothesis
testing studies, reliability and construct validity assume greater importance.

Focus

Finally, researchers using causal maps as a methodological tool differ in terms of their
focus on: (a) content, (b) structure, and (c) behavior.

Content. A focus on content leads the researcher to detail the concepts in the causal
maps of respondents, and the cause-effect linkages among them. For example, Narayanan
and Fahey (1990), in their longitudinal analysis of Admiral Corporation, attributed among
other things, the absence of concepts pertaining to competition in Admiral’s causal maps
to the firm’s eventual failure. Content-focused studies can be descriptive or comparative.
In descriptive studies, the researcher may choose to describe a causal map in the
respondent’s own terms (a social constructionist perspective) or use concepts drawn
from theory or from an expert. For example, in intervention contexts, the researcher will
sometimes highlight the differences in content among individuals. In this case, the
content categories derived from the individuals can be used without alteration. Alter-
nately, the researchers may want to highlight the absence of significant content in a
specific firm’s causal map as a way of raising its awareness. In this case, they may recast
the causal maps using a theory or an expert causal map. In comparative analyses,
researchers compare concepts and linkages across different individuals. Here, research-
ers standardize the content so that comparisons can move forward (Laukkanen, 1994).
The standardization involves the creation of a dictionary (i.e., a set of words to connote
concepts that can be used across individuals).

Structure. Some researchers are interested in the structure of the causal map. For example,
how comprehensive is the map? How focused is the map in terms of the cause-effect
relationships? Are there feedback loops in the map? Indeed network measures are often
used to operationalize the structural characteristics of the maps. For example, Calori et
al. (1994) argued that the more diversified a corporation the more complex the firm’s map
would be and found empirical evidence to support their claim.

A critical consideration for structure-focused researchers is to demonstrate the validity
of the measures they employ. Are they theoretically valid? Can one demonstrate
acceptable construct validity and reliability for the measures? For example, Nadkarni and
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Narayanan (in press) demonstrated the criterion-related validity of complexity and
centrality, two network based measures of the structure of causal maps in an educational
setting. However, in causal mapping research, efforts to establish the validity of the
structural measures are still in the embryonic stages.

Behavior. Finally, some researchers are interested in the behavior of causal maps. They
ask questions such as: Can you derive what decisions will flow from a causal map given
a set of contingencies? Can you predict the decisions emanating from a causal map and
check the predictions against actual decisions? Indeed analysis of the behavior of causal
maps remains the Holy Grail for researchers using this tool in their work on managerial
cognition.

Conclusion

Significant advances have been made in the refinement and application of causal
mapping in several disciplines during the last three decades. The technique seems
especially suited for empirical research in IS, as researchers deal with issues of repre-
sentations of thought. The researchers now have a choice of perspectives (social
constructionist, objectivist, and expert-anchored), research contexts (discovery, hy-
pothesis testing, evocative, and intervention) and foci (content, structure, and behav-
ior). I expect this diversity offered by causal mapping to stimulate the use of this
technique. Indeed many empirical papers demonstrate the use and potential usability of
this technique.
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The author thanks Christy Weer, Drexel University, for her comments on an earlier
version of this chapter.

The statement in quotes is picked up from the domain statement of the Managerial
and Organizational Cognition (MOC) division.
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Chapter Il

Causal Mapping:

A Discussion and
Demonstration
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Abstract

Causal mapping is a technique that can be used to represent cognition because it
captures the structure of the causal assertions of an individual or group. As causal
mapping becomes more prominent in the IS field, it is important that we understand the
method, its strengths and limitations and its place within the spectrum of available
research methods. Many researchers have made assumptions (both explicit and
implicit) regarding causal mapping, without explicating the steps involved. This
chapter details the causal mapping (CM) process and decisions that must be addressed
so that researchers and practitioners can utilize this method to understand IS issues
from a cognitive perspective, as well as provoke interest in expanding the boundaries
of the CM method within the IS field.

Introduction

The growing interest in the cognitive foundations of behavior within the information
systems (IS) field has led to a focus on representing and analyzing the cognitions of
individuals and groups. Cognitive representations are created by eliciting the relevant
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cognitions of the participants and casting their cognitions into appropriate structural
representations. Over the years there have been numerous methods of representing
cognition that have been used, such as: argument mapping (Fletcher & Huff, 1990),
contextanalysis (e.g., Birnhaum-More & Weiss, 1990), repertory grid (e.g., Tan & Hunter,
2002), and the Self-Q technique (e.g., Bougon, Weick & Binkhorst, 1977) toname a few.

Causal mapping is an additional technique that can be used to represent cognition.
Causal mapping captures the structure of the causal assertions of an individual or group.
Many believe that causal mapping holds great promise in addressing phenomena from
acognitive perspective, which is an under-utilized lens in the IS field. As we move causal
mapping into the IS field, it is important that we understand the method, its strengths and
limitations and place it within the spectrum of research methods. Many researchers have
made assumptions (both explicit and implicit) regarding causal mapping, without expli-
cating the steps involved. Thus buried in many of the studies found in the literature are
the steps used to develop the cognitive representations of participants.

This chapter seeks to explicate the causal mapping (CM) process so that researchers and
practitioners can utilize this method to address IS issues within organizations using a
cognitive lens. The objectives of the chapter are two-fold:

. To demonstrate in detail how CM can be used to understand IS issues from a
cognitive perspective

. To provoke interest in expanding the boundaries of the CM method within the IS
field as we present advances and issues related to CM

Inthe remainder of the chapter, I provide the motivation behind causal mapping research
and detail the causal mapping approach for both capturing individual maps and deriving
collective causal maps. Next, I detail the representation and analysis of the maps, and
discuss some key issues to address when reporting the results. I conclude the chapter
with a summary of the key decision points researchers will face when conducting causal
mapping research.

Selecting a Causal Mapping Approach

What are Causal Maps?

As Axelrod (1976) tells us, a cognitive map is away of representing a person’s assertions
regarding a domain. A cognitive map is designed to capture the structure of the causal
assertions of a person with respect to a particular domain. Over the years the concept
ofa cognitive map has been refined and is used here as a general class of representations
of thoughts or beliefs. These maps can represent individual assertions, or those elicited
from a group (Huff, 1990; Montazemi & Conrath, 1986).
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A causal map is a sub-class of cognitive maps that focuses on the representation of
causal beliefs; a network of causal relations embedded in an individual’s statements,
which is used to create an explicit cognitive representation (Huff, 1990; Nelson, Nadkarni,
Narayanan & Ghods, 2000). A causal map is a collection of techniques used to explicate
and assess the structure and content of mental models (Axelrod, 1976; Fiol & Huff, 1992).
This allows the researcher to capture the cognitive structure of an individual by
representing how domain knowledge is linked in his or her mind (Carley & Palmquist,
1992; Eden, Ackerman & Cropper, 1992).

A revealed causal map is the assertions of causality the participant chooses to reveal
to the world (Narayanan & Fahey, 1990). With revealed causal mapping you are not
assuming or implying that the representation elicited is in fact the “true” cognition of the
individual. With revealed causal mapping you are explicitly stating that there is some gap
between the representation evoked and the true cognition of the individual, because
what has been captured is only what the participant was willing to reveal.

Why Use Causal Mapping?

Causal mapping (CM) is used to study cognition and the cognitive structure of
individuals in a specific domain. Researchers employ CM to elicit a cognitive represen-
tation of interlinked concepts embedded in the knowledge and/or expertise of the
participants around a domain. CM promotes understanding of the complexity of individu-
als’ (and groups’) knowledge base and belief structure (Kemmerer, Buche & Narayanan,
2001). The maps provide a frame of reference for understanding both what the participant
knows and exhibits and the reasoning behind his or her actions.

As stated previously, there are several research contexts in which causal mapping can
beutilized (see Chapter | for detailed discussion). Ina discovery setting, the goal ofusing
causal mapping is to discover commonalities in participants in search of possible
patterns in the data elicited. In an evocative setting the goal is to develop mid-range
theory to capture the cognitive aspects of expertise in the domain of interest. In a theory
testing setting, the goal is to confirm, dispute, or expand existing theory. Lastly, in an
intervention setting, the goal is often to create consensus around a course of action or
issue at hand.

Types of Causal Maps

Mohammed, Klimoski and Rentsch (2000) have recently looked at four techniques for
measuring mental models: Pathfinder Associative Networks, Multidimensional Scaling,
Interactively Elicited Causal Maps and Text Based Causal Maps. The Pathfinder
Associative Network (PAN) is a technique intended to produce a network structure in
which the map nodes are the concepts and the linkages are the relatedness of the
concepts (Schvaneveldt, 1990). Multidimensional Scaling (MDS) is a set of models that
represents proximity data spatially (Carroll & Arabie, 1980, found in Mohammed et al.,
2000). MDS uses geometric distance to identify the underlying dimensions of cognitive
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structure (Mohammed, et al., 2000). See Table 1 for a comparative summary of these
methods.

Prior to creating revealed causal maps, a data source is selected and narratives are
gathered. Although Mohammed etal. (2000) sees Interactively Elicited Causal Maps and
Text Based Causal Maps as different techniques for measuring mental models, I see them
as variants of the same technique. [ argue that they are two data collection methods under
the causal mapping technique. Data collection (elicitation of maps) can be accomplished
in one of two ways: interviews (interactively elicited causal maps) or through archival
texts such as annual reports (text-based causal maps). Interactively elicited causal maps
(IECM) are developed from direct interaction with the participants to collect the data.
Text-based causal maps (TBCM) are developed from documents or transcripts created
for another purpose. The causal mapping data collection methods (IECM and TBCM) are
detailed below.

Interview Method (IECM)

The researcher’s goal is to gather participants’ knowledge or beliefs and cast it into
cognitive structures pertaining to a specific domain. The task is to access relevant
participants and assist them in articulating their sometimes tacit knowledge or beliefs.
Individuals serve as the data source and the narratives are gathered through interviews
(ranging from unstructured to structured), which are discussed later in this section.

Sampling

One option is to use random sampling, which is particularly useful when engaging in
studies from a social constructionist perspective. From this perspective, expertise is

Table 1. Mental model measurement techniques

Dimension PAN MDS IECM TBCM
Content Fixed and supplied Fixed and supplied Variable and Variable and
by the researcher, by the researcher, supplied by supplied by
low emphasis low emphasis participant, high participant, high
emphasis emphasis
Structure Associative explicit | Associative explicit Causal explicit Causal inferred
linkages, high linkages, high linkages, high linkages, high
emphasis emphasis emphasis emphasis
Researcher Low Moderate High High
Skill
Participant Moderate Moderate High None
Demands
Model Easy Easy Difficult Difficult
Comparisons

Adapted from Mohammed, Klimoski and Rentsch (2000)

PAN = Pathfinder Associative Network; MDS = Multidimensional Scaling, IECM = Interactively
Elicited Causal Map; TBCM = Text-Based Causal Map
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uniformly distributed and therefore random sampling is an appropriate method of
identifying participants in a study. In expert-anchored studies a snowball technique
(Shanteau, 1987, 1992) with convenience sampling (Stone, 1978) is often used. Snowball
sampling becomes necessary when experts of a domain cannot easily be located by
random sampling or by screening, where domain knowledge (expertise) is important, and
where the members of a domain are known to one another (Simon & Burstein, 1985). The
snowball technique asserts that those individuals closest to a domain are appropriate to
define the experts of that domain (Shanteau, 1987, 1992). An initial participant is chosen
and additional participants are obtained from information provided by the initial partici-
pant. One expert identifies another and that expert identifies another, and so on. Once
identified, each expertis interviewed (Axelrod, 1976; Huff, 1990).

Interview Protocol

The interview process may consist of fairly structured interviews (Bougon, 1983), semi-
structured interviews, unstructured interviews depending on the research context. See
Table 2 for a listing of appropriate data collection methods for each research context. An
interview guide is developed by the researcher to facilitate the interview process. When
developing the interview guide the researcher should be cognizant of several factors,
such as the research context, the specific domain under study and the respondent pool.
Readers wishing guidance in developing an interview guide may wish to see: Bradburn
(1979); Kvale (1996); Payne (1951); and Rubin and Rubin (2004). Based on the participant’s
answer to the question, follow-up probes may be asked to elicit further details regarding
the participants’ thought process. The interviews are then transcribed verbatim into a
document format (e.g., Microsoft Word).

Point of Redundancy

Within the CM method, the researcher should interview to the point of redundancy,
which determines the adequacy of the sample size (Axelrod, 1976). In causal mapping
research the point of redundancy, or saturation, represents the point at which further data
collection would not lead to the identification of additional concepts. As the concepts
emerge from the participants rather than being imposed by the researchers, this point
serves as a way of establishing the adequacy of the sample. The point of redundancy

Table 2. IECM data collection methods

Research Context Data Collection Methods
Discovery Unstructured interviews
Evocative Unstructured or semi-structured interviews
Hypothesis Testing Semi-structured or structured interviews
Intervention Structured interviews
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is operationalized by aggregating the concepts mentioned by each participant (Nelson
etal.,2000).

The participant’s text (interview transcript) is reviewed and the number of concepts
elicited is graphed (the X axis is the participant number and the Y axis is the running total
ofthe number of concepts). The next participant text is reviewed, the number of additional
concepts identified is added to the number from the first text, and the result is graphed.
This process continues until all of the texts have been reviewed and the concepts elicited
are identified. The difficulty is that the point of redundancy is not calculated until after
the interviews have been completed and the classification scheme has been developed.
If redundancy is not reached, additional interviews would have to be conducted. The
same process would be used until redundancy is reached.

Forexample, if you identify ten concepts for the first participant, a point would be plotted
on the graph at (1,10). If you identify an additional eight concepts for the second
participant a point would be plotted on the graph at (2, 18), and so on. No additional
concepts are elicited from participants 19 and 20, so the point of redundancy is reached
by the 18th participant. See Figure 1 for a graphical representation.

Figure 1. Point of redundancy
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Data for Figure 1

Participant Unique Concepts Identified Total Concepts
1 10 10
2 8 18
3 7 25
4 7 32
5 5 37
15 1 63
16 2 65
17 1 66
18 1 67
19 0 67

20 0 67
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Text-Based Method (TBCM)

Text-Based Causal Maps rely on non-invasive data collection techniques that avoid the
recall biases of interviews (Axelrod, 1976). The researcher’s goal is still to gather
knowledge or beliefs and cast it into cognitive structure pertaining to a specific domain.
The task with TBCMs is to determine the appropriate source of information and gather
the data from that source. TBCMs have been found to be more economical in terms of
time and effort required of researchers and subjects (Brown, 1992). Data sources for text-
based causal mapping include any complex text (e.g., annual reports, case analysis, IS
change request documentation, and legal decisions). TBCMs are particularly appropri-
ate for longitudinal studies because they do not depend upon participants who may not
be accessible, or whose memories may have faded with regard to the event under study
(Narayanan & Fahey, 1990).

Sampling

The major challenge ofusing TBCM lies in defining the sample. There are several different
sampling frames that may be used with TBCMs, including: (1) convenience, (2) random
and (3) exhaustive.

1. The first type of sampling frame is the convenience sample. With a convenience
sample, the researcher utilizes the statements/texts that are readily available to the
researcher. For example, a researcher may be interested in the impact of a new
product release, so he or she may use the press releases associated with the new
product.

2. Asecondtype of sampling frame is the random sample. Random sampling is useful
when using public statements (e.g., annual reports), or when the universe of
statements is quite vast and is difficult to specify with any degree of certainty. The
researcher often must adopt some rules to determine which statements to sample.
Although random sampling of statements may insure greater representativeness,
problems of defining the universe render such sampling difficult. When using this
method the researcher should try to explicate a priori decision rules regarding the
choice of data sources. Examples of these decision rules include outlining a time
unit to sample (e.g., month, year), number of data sources to utilize (if multiple
sources are available).

3. Athirdtype of sampling is exhaustive, in which the entire universe can be captured.
This sampling frame is often used in a tightly controlled environment, such as a case
study with a specified respondent pool (e.g., Nadkarni, 2003).

Point of Redundancy

The point of redundancy is only applicable to TBCM projects when using a convenience
sample. If a convenience sample is used the point of redundancy should be calculated
as previously indicated.
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Deriving Causal Maps

There are several terms used in the causal mapping process that require explication and
will help set the context for the following discussions. See Table 3 for a listing of the basic
causal mapping terms and corresponding definitions.

Figure 2 provides a flow chart of arevealed causal mapping process based on the process
developed by Narayanan and Fahey (1990) and Nelson et al. (2000). Each phase in the
process is described in the following text.

Step 1: Identify Causal Statements

The first task is to identify the causal statements from the documents (e.g., interview
transcripts or annual reports) (Axelrod, 1976). This process involves identifying the
cause and effect phrases and the linkage between them. Causal statements are statements
thatimply a cause-effect relationship. Some of the key words used in identifying explicit
causal statements are “if-then,” “because,” and “so” (Axelrod, 1976). In addition to
explicit causal statements, according to Axelrod (1976), there are also implicit relation-
ships found in causal statements. The phrase may not contain the traditional key words
used to identify causal statements, but the causality of the sentence is clear within the
context of the text. Some “key words” that have been used in identifying implicit causal
statements are “think,” “know,” “use,” and “believe”. For example, the sentence “If I
want to get beyond where I am today, then am I going to have to go outside of the
business?” could be coded as an explicit statement since it contains the words “if” and
“then.” Additionally, the sentence “I don’t think gender should be an issue, I would
promote whoever is smartest” can be coded as an implicit statement. The statements in
the form of concepts and cause-effect relationships are captured in the language of the

Table 3. Causal mapping definitions

Term Definition

Causal Map A network of causal assertions (cause/link/effect) that can be
expressed in a matrix or diagram form.

Causal Statement A statement (phrase or sentence) that contains a casual assertion, most
generally of the form cause/link/effect.

Coding Scheme A dictionary of terms (concepts or constructs) and definitions of those

terms (concepts or constructs). The coding scheme is used to simplify
the causal statements and corresponding maps.

Concept A word or phrase that captures the meaning or essence of a
participant’s phrase.

Construct A word or phrase that captures the meaning or essence of a group of
concepts.

Link The relationship or causal belief between two concepts (or constructs).

Raw Causal Map A causal map in which the concepts (constructs) are represented in the
language of the participant.

Raw Causal Statement A causal statement that is captured in the language of the participant.

Revealed Causal Map The assertions of causality the participant c/ooses to reveal to the
world.
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Figure 2. Revealed causal mapping process

Identify Causal
Statements From Text*

Identify Relevant Concepts
From Statements

Construct Raw Causal
Maps for Each Text

Validate Concept
Level Scheme

*The term “text” is used to represent both IECM transcripts and TBCM texts.

participants (Narayanan & Fahey, 1990). Other examples of causal statements would

include:

Object-oriented development is easy because you think of everything as an object.

2. IfT’ve got this object built up then I go back and actually try to write some of the

methods.

3. Oncelhaveall ofthe information I need I think about what are the objects that will

be needed.

Depending on the type of data collection, IECM or TBCM, the coding process will differ.
Ifyou are using TBCM, generally you are using public documents (e.g., annual reports),
which have been carefully crafted. The author of the document has (most likely) placed
emphasis on the sentence construction, grammar and intended meaning of each sen-
tence. In this context, the causal statements should be relatively clear and straightfor-

ward.
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In contrast, if you are using IECM, the causal statements are often difficult to discern
(Kemmerer, Buche & Narayanan, 2001). In this case the participant sample plays a large
role inthe ease (or difficulty) of coding. For example, if you are speaking to IS personnel
regarding their current project, they are usually quite articulate. In contrast, if your
research sample consists of IS students discussing a very technical topic, or respon-
dents discussing a sensitive topic (e.g., layoffs) the participants may have difficulty
expressing themselves. In addition, you will probably have several “starts and stops”
within the transcript. By this I mean an individual will begin to speak, stop and then restart
with the thought. This can present challenges when coding the transcript. In this case,
it is up to the researcher to discern the causal statement (if any) in the text. It is often
helpful to have an audio recording (if possible) to listen to the tone of the participant in
addition to the words.

Identification Rules

The guidelines, which have been adapted from Axelrod (1976), are provided to show
researchers how causal maps can be derived from texts. The coder must scrutinize the
texttorecord all cause-effect relationships within the text. The sentences or phrases that
are of interest to the coder are those that assert a causal relationship (A affects B). To
appropriately identify the causal statements the researcher needs a set of decision rules
to help guide the process. The rules are:

1. Some relationships are implicit in the phrase or sentence and a cause/effect
relationship cannot be found in the structure of the phrase. In this case the coder
should ask herselfifthe phrase implies a relationship between variables. Ifyes, then
the phrase should be coded as a causal statement (be careful not to insert bias into
coding implicit statements to create assertions).

2. Itisimportant to maintain the original language of the participants as faithfully as
possible.

3. Itis important to reflect the speaker’s statement in kind and number. If a speaker
states a relationship more than once, the coder should note the relationship each
time it is mentioned.

4. Ifaspeaker agrees with an assertion made by someone else the coder should pay
close attention to the speaker’s wording. If the speaker is agreeing with the
assertion then it is recorded as a causal statement. If the speaker is merely
acknowledging the statement then it is not coded.

5. Assertions should be made within a sentence or two at most. Do not look for
assertions by linking paragraphs.

In addition to these basic guidelines, Wrightson (1976) has provided a listing of the
structural relationships that may be found within a text and how they should be coded.
See Appendix A for an adapted (and abbreviated) sample of these structures.
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Reliability

To establish the reliability of the identification procedure, interview texts are coded by
multiple researchers/raters. The raters are deemed qualified to identify causal statements
if they have a familiarity with the technique and the domain under study. If the sample
is small, then complete sampling should be conducted. As the total number of pages of
transcripts increases, it becomes impossible for each rater to code each text. There are
usually two rounds of coding that cover a sample of the texts (5 - 10%). This subset of
the texts should be chosen at random. Comparisons are made for agreement and
disagreement between the researchers. Where disagreement occurred the discrepancies
are resolved through discussion. The reliability between the researchers is calculated by
measuring the level of agreement on the identification of causal statements and linkages.
The level of agreement between the researchers should be at least 0.75, to have an
acceptable level of reliability. For example, in her study of teaching methods, Nadkarni
(2003) reported Kendall’s coefficient of concordance (Siegel, 1956) tobe 0.75 and argued
this was an acceptable level of reliability. A reliability less than 0.75 indicates that the
procedure is not robust enough for research purposes, and a modified identification
procedure will need to be developed.

Step 2: Construct Raw Causal Maps

In the second step, the causal statements identified in the first step are then separated
into “causes” and “effects” to construct the “raw causal maps.” See Table 4 for sample
causal statements.

A raw causal map is a map constructed using the language of the participants (See
Figure 3).

Step 3: Develop Coding Scheme

In CM research developing a coding scheme is important for several reasons, which
include: avoiding misclassification, interpretation and theory building. Carley and
Palmquist (1992) argue that aggregating actual raw phrases in the text into generalized
concepts can be used to move the coded text beyond explicitly articulated ideas to implied

Table 4. Sample causal statements

Cause Link Effect

You think of everything as an object Because' Object oriented development is easy

I've got this object built up If then I go back and actually try to write some of
the methods

Once I have all of the information I need 1 think about What are the objects that will be needed

! Note: When the keyword “because” is in the sentence the cause comes after the keyword. Refer
to the sentences on page 28.
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Figure 3. Raw causal map

Cause Link Effect

| go back and actually try to

've got this object built up _hjlthL* wirlte some of the methods

You think of everything hecause

as an object 00 development is easy
Cnce | have all of the | think about What are the objects that
information | need —— wiillbe needed

or tacit ideas and to avoid misclassification of concepts due to peculiar wording on the
part of individuals. In terms of interpretation, the coding scheme provides a mechanism
to reduce the cognitive load for both the researcher and the end user of the causal map.
For the researcher, a coding scheme is used to simplify the texts. Often the texts are
numerous pages in length and can be cumbersome to work with. By developing a coding
scheme, like terms can be combined and simplified into a standard format. This aids
analysis and interpretation of the maps. For the end user, the readability of the maps is
much improved when a word or short phrase can be substituted for a sentence. Again,
this provides consistency and clarity for the end user. From a theory building perspective
a coding scheme aids understanding of how the concepts (constructs) fit together into
a cohesive unit.

The steps involved in developing a coding scheme are dependent on the research context
of the study. Two different approaches have been employed to recast the content of
causal maps into a common scheme: benchmarking and theory-driven (Nadkarni &
Narayanan, in press). Each approach is described and associated with the appropriate
research context.

Benchmarking

With the discovery and evocative approaches, the relevant concepts are identified from
the participants’ statements (Nadkarni & Narayanan, in press; Nelson et al., 2000). This
process is referred to as benchmarking. In the benchmarking approach a list of ideal
concepts and links between concepts emerges from the causal maps of one or a group
of experts. This list is then used to compare the causal maps of other individuals. The
benchmarking approach has been widely used in expert-novice comparison studies (e.g.,
Hong & O’Neil, 1992). In these studies a causal map is developed based on the concepts
evoked from domain experts, with the expert map serving as the standard to which the
novice maps are compared. The benchmarking approach is useful in discovery and
evocative contexts and in particular studies linking causal maps to performance and
learning.
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Theory-Driven

With the hypothesis testing and intervention approaches, the relevant concepts are
defined independent of, and prior to, coding from relevant literature. In the theory-driven
approach, the content in the individual causal maps is recast into theoretical categories
salient in the domain represented by the maps (e.g., Carley & Palmquist, 1992; Fahey &
Narayanan, 1989). In taking this approach, the researchers should first review the
relevant literature to determine if there are any theoretical classification schemes that
would be appropriate. If no single classification scheme is available, a composite
classification scheme encompassing the favorable aspects of the multiple schemes can
be used. Tying emergent categories to extant theory has been recommended to develop
standard categories (Carley & Palmquist, 1992) and build theory. See Table 5 for a
summary of the decision process.

The coding process begins with grouping frequently mentioned words in the statements.
A word or word group is created that captured the essence of the statement. For example,
the sentence fragment “Y ou group the requirements document items based on functions™
could be labeled “Functions” or the fragment “bias on the part of management” could
be labeled “Management Bias.” Multiple researchers should review the statements and
independently place them into conceptual categories. Comparisons are made for agree-
ment and disagreement in the categorization of concepts. Where disagreement occurs
the discrepancies are resolved through discussion. The level of agreement between the
raters should be measured with the average no lower than 0.75. Once the conceptual level
scheme is developed, all of the statements are placed into the appropriate concept
category.

Once the concept-level coding is completed, a construct-level classification scheme can
then developed. Again, the benchmarking or theory-driven process should be used.

Table 5. Coding scheme development

Research Context Concepts Theory Guidance
Discovery Benchmarking from No
participants
Evocative Benchmarking from Minimal
participants
Hypothesis Testing From theory Yes
Intervention From theory Yes

Table 6. Concept/construct level coding scheme

Raw Phrase Coded Concept Construct
You think of everything as an object Object Structure
Object-oriented development is easy OO0 Development Object-Oriented
Development Systems
I've got this object built up Object Structure
1 go back and actually try to write some methods Method Behavior
Once I have all of the information I need OO0 Development Object-Oriented
Development Systems
What are the objects that will be needed Identifying Objects Object-Oriented Modeling /
Analysis
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Once the construct-level scheme is complete, the concepts can be aggregated into higher
level (construct) categories. While some loss of information will be experienced, the ease
of interpretation is greatly increased. Table 6 lists a sample of raw statements, the
corresponding concept and construct-level categorization.

Validation of Concepts

Once the coding scheme has been developed the concepts should be validated to ensure
reliability of the scheme. The coding scheme approach (benchmarking or theory-driven)
will determine the most appropriate method of validation. When using the benchmarking
approach validation of the coding scheme with individuals who have domain expertise
but are not involved in a prior portion of the study is helpful. Validation can be
accomplished in multiple ways (e.g., card sort, electronic card sort). With a card sort, the
participants are provided the constructs and index cards with each concept. The
reliability between the participants is calculated by measuring the level of agreement on
the card sort. With the electronic card sort, participants are given an electronic spread-
sheet with all of the concepts listed on one sheet and the statements on another sheet.
The expert raters sort the concepts into the constructs. The results of each card sort are
compared to determine reliability of the coding scheme.

When using the theory-driven approach, the coding scheme should be validated against
the existing theoretical framework. When using the theory-driven approach validation
of the coding scheme can be accomplished using researchers who have knowledge of
the theoretical framework but are not involved in a prior portion of the study. The
researchers can validate the scheme by comparing the coding scheme with the theoretical
framework. Any discrepancies should be resolved through discussion.

Step 4: Recast “Raw” Maps into Revealed Causal Maps

Once the classification scheme is completed, the causal statements for each participant
are placed into the appropriate concept (and construct level) categories. The result is a
concept (and construct level) causal map for each participant. See Figures 4 and 5 for
concept and construct level maps respectively.

Figure 4. Concept level causal map

‘ OO Development ‘
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Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



34 Armstrong

Figure 5.Construct level causal map
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The individual maps are then aggregated (Axelrod, 1976; Bougon et al., 1977). The
aggregation is performed at both the concept level and the construct level. The
aggregation process consists of combining the causal maps of each participant into a
single aggregate map.'

Validation of Maps

Once the maps have been created, they should be validated. The validation method is
determined by the data collection method (IECM or TBCM). As a source of validation
foran IECM a member check may then be performed using the aggregated maps to ensure
accurate and comprehensive representation (Lincoln & Guba, 1985). Each participant (or
as many as you have access to) is shown the aggregated maps and asked if the maps
accurately reflect the concepts, linkages and constructs. It should not be unexpected that
as the participant walks through the map he or she will be surprised. The map reflects
multiple causal relationships and most individuals do not consciously perceive the
causality of concepts in terms of a network. The key is to engage the participant so he
or she can reflect on the map you constructed based on the interviews. After a thorough
discussion of the map with the participant, any discrepancies should be reported. For
example, Nelson et al. (2000) fed the maps back to the organization to get feedback on
maps.

When using TBCMs (e.g., archival data) validation becomes a more complicated process
because there is no one to confirm your results. With TBCMs one commonly used method
of validation is triangulation with other sources. For example, if the researcher is using
change request data to track software development productivity, additional data may be
gathered from departmental annual reports or individual annual reviews. In another
example, Nadkarni and Narayanan (in press) validated the causal maps they constructed
from annual reports of firms with the firms K-10 statements. Both internal and external
sources can be used if available.
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Representation of Maps

Causal maps may be represented in two main forms: via diagram or matrix. With the
diagram method the concepts (constructs) are usually represented as a word or words
enclosed in a box. The linkages are represented as lines with arrowheads. The lines
originate from the cause concept (construct) with the arrowhead pointing to the effect
concept (construct). Whenever possible, the map should be drawn so that the arrows
flow from left to right with little or no crossing of the lines (Axelrod, 1976). In some
instances there are mutually connected concepts. When two concepts are mutually
connected the concepts are causally connected in both directions (the two concepts are
both causes and effects of each other) (Knoke & Kuklinski, 1982). Mutually connected
concepts are represented as a two-headed arrow.

With the matrix representation the two primary matrices utilized are the adjacency and
reachability. An adjacency matrix is a matrix representing the association of direct
linkages between two constructs (Knoke & Kuklinski, 1982). If you are interested in the
presence or absence of a causal relationship between concepts, the adjacency matrix
contains only “0°s” and “1°s” (Carley & Palmquist, 1992). In the matrix the in-degrees is
the sum ofall of the linkages flowing into the concept. Stated another way, itis the number
of times that the concept is an effect concept in a causal statement. The out-degrees is
the sum of all of the linkages flowing out of the concept. Again, stated another way, it
is the number of times that the concept is a cause concept in a causal statement. Table

7 provides a sample adjacency matrix.

Ifyou are interested in not only the presence or absence of a causal relationship between
concepts but also the strength of the relationships, then the adjacency matrix contains
“0” for no relationship and a whole number (e.g., “4”) for the number of times that
relationship is recorded (Carley & Palmquist, 1992). The method for calculating the
frequency of linkages between two constructs is a percentage of the total linkages
between all constructs (Ford & Hegarty, 1983).

The reachability matrix indicates both the direct and indirect effects of a variable on all
other variables (Nelson, et al., 2000) and is calculated by the formula:

R=A+A?+ A3+ .. +A™

where R is the reachability matrix, A is the adjacency matrix and » is the number of
variables. Table 8 provides a sample reachability matrix.

Itis important to note that while the diagram and matrix methods are both appropriate for
causal mapping representation, as the maps become more complex researchers should
carefully consider their choice. For example, in Figure 6 you can see that this is an
extremely complex causal map (many concepts with many linkages). While possible, it
may be easier to derive the structural properties using the matrix method (aided by
computer analysis).
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Table 7. Sample adjacency matrix from Figure 4 map
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Analysis of Causal Maps

There are two aspects of causal mapping that have been consistently addressed in the
literature on analysis: content and structure (Nadkarni & Narayanan, in press). The
content refers to the meaning of specific concepts embedded in a causal map, and the
structure reflects the organization of the concepts in a map. In addition to these two
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aspects, some researchers have begun to address the behavioral aspects of causal maps.
Behavior (as defined in Chapter I) asks the question, once we understand what the map
is telling us, can we use the map to make predictions? Toward the end of the book we
propose approaches to study the behavior of causal maps. In this chapter I focus on the
content and structural aspects only.

Content

The content of a causal map captures the meaning of specific concepts embedded in a
causal map, and provides rich insights into the meaning embedded in the map. For
example from Figure 4 we can see there are four concepts in the map. I could say that
object-oriented software development is constituted by four concepts: objects, meth-
ods, object-oriented development and identifying objects. The definition of each of
these concepts would be discussed in detail along with the implications of the causal
connections. For example, the connection between object and method could be informed
by quotes from the interviews and compared against existing theory (if applicable). In
the discovery and evocative contexts, description of the content is of primary impor-
tance. In hypothesis testing and intervention, the content analysis plays a lesser role,
because the analysis is strongly informed by existing theory.

Structure

The structure of a causal map reflects the organization of the concepts in a map. Since
most techniques used to analyze content lack a quantitative mechanism for comparing
causal maps, researchers have used structural measures of causal maps in comparative
studies linking causal maps to other relevant constructs. Most of the measures focus on
some aspect of the complexity of the map drawing on the assumption that the higher the
complexity of the map, the higher the level of cognition of the individual.

From the map in Figure 4 you can see that there are four concepts (represented as a term
enclosed inabox) and three linkages (lines with arrowheads) in the map. The three causal
linkages are from object to method, object to object-oriented development and from
object-oriented development to identifying objects. The concepts that have all arrows
terminating into the concept are effect-only concepts (e.g., method), whereas the
concepts with all arrows originating from the concept are cause-only concepts (e.g.,
object).

As mentioned previously, in some instances there are mutually connected concepts.
When two concepts are mutually connected, the concepts are causally connected in both
directions (the two concepts are both causes and effects of each other). Mutually
connected concepts are represented as a two-headed arrow. This reciprocal relationship
indicates that these concepts are closely intertwined and form a system within the map.

In addition to the concepts and linkages, measures are utilized to operationalize the
structural properties of the causal maps. Many of the measures are adapted from the
social network field (Knoke & Kulkinski, 1982) and the applicability of each measure is
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based on the research context used. The measures listed here are not exhaustive, but
exemplars for researchers to contemplate using in their causal mapping endeavors. Table
9 lists the measures and a brief description.

Comprehensiveness is a characteristic of the overall map and is a measure of the number
of concepts in the map (Carley & Palmquist, 1992). This measure can be used for
comparisons between maps. The more comprehensive the map, the more complex the
cognition (Nelson et al., 2000). Density is a characteristic of the overall maps and is a
measure of how connected the concepts in the map are. Density is a proportion that is
calculated as the number of linkages between the concepts divided by the number of

Table 9. Sample causal mapping measures

M e Definition

Comprehensiveness Number of concepts included in the map (Carley and Palmquist, 1992); applicable
at the overall map level

Density Ratio of links between a concept and the total concepts in the map (Carley and
Palmquist, 1992); applicable at the overall map level

Centrality Reflects how central or involved the concept/construct is to the map; a ratio of the
aggregate of linkages involving the concept/construct divided by the total linkages
in the map (Knoke and Kuklinski, 1982); applicable at the concept/construct level

Note: These measures can be used at both the concept and construct level

Figure 7. Sample density measure
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concepts in the map. There is another density measure that has been used which is a
proportion that is calculated as the number of all linkages occurring in the matrix divided
by the number of all possible linkages (Knoke & Kuklinski, 1982). In both cases, the higher
the ratio, the denser the map and the higher level of cognitive complexity (Nadkarni, 2003).
Figure 7 provides a sample density calculation.

Centrality is a measure used for the individual concepts/constructs within a map. It is
a measure of how central or involved the concept/construct is to the map, and reflects
the degree of hierarchy characterizing the map. Centrality is a ratio of the aggregate of
linkages involving the concept/construct divided by the total linkages in the matrix
(Knoke & Kuklinski, 1982). Figure § provides a sample centrality calculation.

As stated previously, the structural analysis of causal maps differs for each of the
research contexts. In the discovery context, the purpose of causal mapping is to identify
patterns and describe aspects of the phenomenon. In an evocative setting, the goal is
to develop domain specific theory. In theory testing the goal is to confirm/dispute/
expand existing theory. Lastly, in an intervention setting, the goal is to create consensus
around a course of action or issue at hand. With each research setting a different analysis
protocol is appropriate. In a discovery setting, the analysis would take on the form of
description, relying heavily on the content aspects and identifying which concepts are
linked. In an evocative setting, the analysis would be concerned with both the content
and the structural aspects. It is through understanding the linkages between the

Figure 8. Sample concept centrality measure
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concepts (constructs) that theory can be developed. Basic measures such as density and
centrality may be used to develop theory. In a hypothesis testing context, the measures
would need to be much more robust and cover many aspects of the map’s structure.

Reporting Results

While the standards in reporting CM results have not yet evolved, there are some key
items that [ have found reviewers will be looking for in your results. The first item is the
sample design. Reviewers will want to know what sampling frame was used, was the
sample population appropriate and was the sample adequate (point of redundancy). The
second item that should be included is a discussion of the coding process. Reviewers
will want to know what coding process was used as well as the reliability and validity of
the process. One thing to keep in mind is that most IS reviewers are not yet familiar with
the CM method. As with other research methods, you must prove that the research is well
designed and rigorously undertaken. Similar to other qualitative methods, examples and
quotes from the study are key to convincing the reviewer that what you report is an
accurate (and rich) representation of the data. Over time, the need for clearly articulating
the steps involved in CM research will diminish, but for now researchers may want you
to include the steps provided in this chapter in an appendix to substantiate the CM
process.

Summary of Key Decision Points

There are several issues discussed in this chapter that a researcher will want to consider
when designing a CM study. There are nine key decision points that will be summarized
here. See Table 10 for a listing of these decision points.

1. The first decision point is the selection of the research context (e.g., evocative,
hypothesis testing). The research context should be selected based on the fit with
the phenomenon under study and the research questions being addressed.

2. The second decision point is in the choice of data collection method (TBCM or
IECM). This decision should be driven by which method is appropriate for the
research question and the research context.

3. The third decision point is in the choice of which sampling method (e.g., random,
snowball, exhaustive) to use. The sampling method should be chosen based on the
data collection method (IECM versus TBCM) and in the IECM method also the
sample (participants versus experts).

4. The fourth decision point is with regard to the reliability of the causal statement
identification procedure. The level of agreement between the researchers should
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beatleast(.75to have an acceptable level of reliability. A reliability less than 0.75
indicates that the procedure is not robust enough for research purposes, and a
modified identification procedure will need to be developed.

5. The fifth decision point is in the choice of coding scheme development method
(benchmarking and theory-driven). This choice is primarily dependent on the
research context of the study (discovery versus hypothesis testing).

6.  Thesixth decision point is with regard to validating the concepts. Once the coding
scheme has been developed the concepts should be validated to ensure reliability
ofthe scheme. The coding scheme approach (benchmarking or theory-driven) will
determine the most appropriate method of validation.

7. The seventh decision point deals with the validation of the maps. The validation
method is determined by the data collection method (IECM or TBCM). For IECMs
one source of validation is a “member check,” whereas using TBCMs validation is
often accomplished via triangulation with other sources.

8 The eighth decision point deals with representation. Causal maps may be repre-
sented via diagram or matrix. The only limitation on the choice of representation
may be in complexity of the map. The more complex the map, the more difficult to
represent and analyze via diagrammatic methods.

9.  The last decision point deals with the analysis of the maps. When analyzing a
causal map the researcher should address both the content and structural aspects
of the map. Within the structural analysis there are many possible measures that
can be utilized to operationalize the structural properties of the causal maps (e.g.,
centrality). The applicability of each measure is based on the research context used
and research questions addressed.

Table 10. Key decision points

Decision Point
Research Context

Description
The research context (e.g., evocative, hypothesis testing) should be selected
based on the fit with the phenomenon under study and the research
questions being addressed.
Choice of method (TBCM or IECM) is dependent on the research question
and the research context.

Data Collection Method

Choice of Sampling Method

Choice of method (e.g., random, snowball, exhaustive) is dependent on data
collection method and research context.

Causal Statement Identification

If reliability >= 0.80, then proceed with the study, if <= 0.80 the procedure

Reliability will need to be modified.

Coding Scheme Choice of method (benchmarking and theory-driven) is dependent on the
research context of the study.

Concept Validation The coding scheme approach (benchmarking or theory-driven) will
determine the most appropriate method of validation.

Map Validation The validation method is determined by the data collection method (IECM
or TBCM). For IECMs a source of validation is a ‘member check’. For
TBCMs a source of validation is via triangulation with other sources.

Representation Causal maps may be represented in two main forms: via diagram or matrix.
The choice of representation is only limited by the complexity of the maps.

Analysis Many measures can be utilized to operationalize the structural properties of

the causal maps (e.g., centrality). The applicability of each measure is based
on the research context used.
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Conclusion

In this chapter I have explicated the CM process so that researchers and practitioners
can utilize this method to address IS issues within organizations. While I have addressed
the specific steps involved in the process there are issues that a researcher should be
familiar with before engaging in CM research. As you have probably realized, the CM
process is very labor intensive. Several software packages have been developed to aid
the process (discussed in Chapter III), but there is still a significant amount of labor
involved.

On the positive side, causal mapping is a versatile method on several fronts. As seen in
this chapter, CM can be effectively used in several research contexts (discovery,
evocative, hypotheses testing, and intervention). The CM method is also versatile with
respect to the theories that can be used. With CM you can use multiple theories (lenses)
to interpret the data collected (causal statements).

This chapter has detailed the process of conducting CM research. This book has a
number of illustrations of how this method is employed. It is my hope that these

techniques and examples will stimulate the use of causal mapping research within the IS
field.
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Endnotes

Another approach that may be taken is to use group level mapping. If your text(s)
capture a group situation (e.g., focus group) you could use the group as your level
of analysis and develop a single map at the group level.

2 Adapted from Wrightson (1976).

Appendix A: Coding Rules and
Examples for Structural Relationships?

Linkage Codes

There are seven codes that can be applied to the linkages in a causal map. The codes and
descriptions are provided.

Code Description
" Positive
Negative

Will not hurt, does not prevent, not harmful

May or may not be related to

Effects in non-zero manner

No effect, no relation to

-

> Will not help, does not promote, no benefit
A
M
0
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Structural Relationship Examples

L.

Cause/Link/Effect

“If there was on-site daycare then it would be easier for me to do my job.”
On-site daycare /+/ Easier for me to do my job.

Cause/Link/Complex Effect

“It’s visual so the programming is easier and the logic is easier too.”

It’s visual /+/programming is easier

It’s visual /+/logic is easier

Complex Cause/Link/Simple Effect

“If as a mother they know they have a place to take their children, they know they
have a place for the kids to go after school, then I think there would be a lot less
missed days.”

If as a mother they know they have a place to take their children /-/ missed days.
If as a mother they know they ... for the kids to go after school /-/ missed days.
Either/Or Relationship

“Either I'm going to get that promotion or I am going to move to a dot com
company to get the money I deserve.”

Get that promotion /+/ get the money I deserve.

Move to a dot com company /+/ get the money I deserve.

Probability

“Hiring a new CIO might help with the lack of promotions for women.”
Hiring a new CIO /+/ lack of promotions for women.

Inverted

“I’'m just amazed because they are so into their children.”

They are so into their children /+/ I’m just amazed
Utility

“The trend toward outsourcing will sure help India.”
Outsourcing /+/ India

Complex Cause/Link/Complex Effect

“You have maintainability and robustness because you 're using OO and you have
a good number of classes.”

Using OO /+/ Maintainability
Using OO /+/ Robustness
Have a good number of classes /+/ Maintainability

Have a good number of classes /+/ Robustness
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Chapter I11

What Have We Learned
from Almost30 Years
of Research on
Causal Mapping?

Methodological L.essons and Choices
for the Information Systems and
Information Technology Communities

Gerard P. Hodgkinson
The University of Leeds, UK

Gail P. Clarkson
The University of Leeds, UK

Abstract

In this chapter we review major developments that have occurred over the past 30 years
or so in the philosophical underpinnings, elicitation, analysis, aggregation and
comparison of causal maps (also known as cause maps) across a wide range of domains
of application in the fields of management and organization studies, in order to distill
vital lessons concerning the strengths and weaknesses of various approaches for the
information systems (IS) and information technology (IT) research communities. We
offer some general guidelines to aid the would-be user in making methodological
choices appropriate to particular contexts of application. The importance of attending
to measurement issues in respect to reliability and validity at all stages of the research
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process, from initial data collection to final analysis and comparison, is highlighted
and an accompanying appendix presents an overview of selected computer software
systems supporting the full range of activities associated with causal mapping.

Introduction

The purpose of this chapter is to provide an overview of some of the key problems that
researchers and policy makers using causal mapping techniques have wrestled with over
the ensuing years, both in order to illustrate the range of choices confronting the would-
be user of these techniques and to highlight the strengths and limitations of particular
approaches. Despite the fact that causal and other forms of cognitive mapping tech-
niques are generally more labor-intensive and time-consuming than other research
methods, in recent years the emerging field of managerial and organizational cognition
has developed dramatically (e.g., Eden & Spender, 1998; Hodgkinson & Thomas, 1997,
Meindl, Stubbart & Porac, 1994; Narayanan & Kemmerer, 2001; Porac & Thomas, 1989),
to the extent that its reach is now extending across virtually all of the major sub-fields
of management and organization studies, including information technology-related
applications (Nelson, Nadkarni, Narayanan & Ghods, 2000a; Swan, 1997). Researchers
have employed arich variety of methods in an attempt to gain insights into actors’ belief
systems, ranging from the relatively simple process of having participants list basic
concepts (de Chernatony, Daniels & Johnson, 1993; Gripsrud & Gronhaug, 1985) to more
sophisticated procedures such as the development and multivariate analysis of ques-
tionnaire items (Fombrun & Zajac, 1987) and repertory grid and related multidimensional
scaling and related clustering techniques (Daniels, de Chernatony & Johnson, 1995;
Daniels, Johnson & de Chernatony, 2002; Fournier, 1996; Ginsberg, 1989; Hodgkinson,
1997a; Hodgkinson, Padmore & Tomes, 1991; Hodgkinson, Tomes & Padmore, 1996;
Reger & Huff, 1993). Fortunately, anumber of comprehensive reviews of the many diverse
methods for accessing thinking in organizational settings have been published else-
where (e.g., Fiol & Huff, 1992; Hodgkinson, 2001; Hodgkinson & Sparrow, 2002; Huff,
1990; Jenkins, 1998; Lant & Shapira, 2001; Mohammed, Klimoski & Rentsch, 2000; J.
Sparrow, 1998; Walsh, 1995).

In this chapter we shall confine our attention to a consideration of one particular class
of cognitive mapping techniques — causal mapping — that has risen in popularity in
research domains as diverse as strategic management (e.g., Fahey & Narayanan, 1989;
Hodgkinson, Bown, Maule, Glaister & Pearman, 1999; Hodgkinson & Maule, 2002;
Maule, Hodgkinson & Bown, 2003; Narayanan & Fahey, 1990), human resource manage-
ment (Budhwar, 2000; Budhwar & Sparrow, 2002), and technological innovation (Swan,
1995; Swan & Newell, 1998). In the words of Huff (1990, p.16):

“Causal maps allow the map maker to focus on action — for example, how the
respondent explains the current situation in terms of previous events, and what
changes he or she expects in the future.”
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It is the direct links to action implicit within this approach that make it such a powerful
method, applicable across a wide range of contexts. However, as noted in this volume
by Narayanan (2005), causal mapping techniques have been much under-utilized within
the inter-related domains of information systems (IS) and information technology (IT).
This is highly surprising, given the obvious parallels with general systems theory and
the potential of these techniques to shed light on systems-designers’ and users’
understanding of a range of hardware and software capabilities and limitations (cf.,
Nelsonetal.,2000a), thereby extending the repertoire of cognitive engineering tools and
techniques available for use in these domains (Schraagen, Chipman & Shalin, 2000;
Seamster, Redding & Kaempf, 1997). However, if this potential is to be realized, it is vital
that important methodological insights already gained in the context of other domains,
where causal mapping techniques have enjoyed widespread prominence, are brought to
bear in the context of IS and IT applications. Since Axelrod (1976) produced his classic
book that introduced causal mapping to the field of policy analysis, a number of
significant methodological issues have risen to the fore across a range of fields, which
in turn has stimulated much thinking and further advances.

In this chapter we map out some of the key methodological choices confronting the
would-be user of causal mapping techniques, drawing upon the wider body of research
that has been conducted using these techniques in other domains, over almost a 30-year
period, both in order to illuminate the nature of those choices and to accelerate progress
in these new, inter-related focal areas of application, by distilling the very valuable
lessons that have emerged from extensive prior usage in these other domains. In so doing,
our purpose is to accomplish three principal aims: (1) to illustrate the range of method-
ological choices associated with causal mapping techniques; (2) to highlight the
strengths and limitations of the particular approaches identified; and (3) to offer some
general guidelines to aid the would-be user of these techniques. Our recommendations
are not intended to be prescriptive, but to assist potential users of causal mapping
techniques in making methodological choices that are appropriate in particular contexts
of application.

InFigure 1 we present a schematic overview of the principal stages involved in the causal
mapping process, as discussed in this chapter. Undoubtedly, this representation
oversimplifies the complex realities involved. (In practice, for example, the mapping
process is often an iterative one, with feedback sought from participants during or soon
after the construction and analysis stages.) Nevertheless, it serves as a useful framework
to guide those new to the process of causal mapping and provides a clear overview of
the organizing logic we have employed in structuring our chapter.

The chapter is organized in seven principal sections. Following this introduction, we alert
the reader to ongoing philosophical debates concerning the ontological status of causal
maps (also known as cause maps), outlining our own position in respect of these. In the
third section, we identify a number of issues concerning knowledge elicitation that
researchers need to address if they are to make well-informed mapping choices and we
highlight a number of strengths and limitations associated with particular approaches.
Next, we turn our attention to basic metrics for the analysis of individual cause maps. In
the fifth section we discuss issues associated with the aggregation and comparative
analysis of causal maps, while in section six we consider some measurement issues which
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Figure 1. Schematic overview of the principal stages of the causal mapping process,
as reviewed in the chapter
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are fundamental to the entire mapping process. Finally, we draw together our key
recommendations and overall conclusions. In an accompanying appendix we provide a
brief overview of some of the available computer software systems for supporting users
throughout the various stages of the mapping process, from data collection/elicitation
to analysis and comparison.

Philosophical Preamble

Itis important to note at the outset that there is a wide spectrum of views concerning the
ontological status of causal maps (and cognitive maps more generally). In this section
we outline some of the main perspectives and clarify our own position.

In their attempts to capture information systems expertise, Nelson, Nelson and Armstrong
(2000b, p.1) point out thatitis not possible to literally “open the expert’s head” and extract
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domain knowledge as represented directly in the human brain. To the extent that such
a true one-to-one correspondence is unattainable, it follows that methods are required
that can represent knowledge in ways that capture the essence of actors’ thoughts and
belief systems. This philosophical distinction between “causal maps” and “revealed
causal maps” is an important one, reflecting fundamentally different schools of thought.

Inthe context of his work on political elites, Axelrod (1976, p.10) maintained that a valid
map does not necessarily have to be consistent with a person’s private beliefs. Indeed,
the overall research strategy advocated by him in his seminal volume was “to base what
is being measured on what is being asserted rather than what is being thought by a
person.” In keeping with this stance, a number of organizational researchers (e.g., Eden,
1992; Laukkanen, 1998) maintain that causal mapping need not necessarily be linked with
the cognitive map construct — as developed in the field of psychology — to be a useful
tool for summarizing and communicating information. Viewed from this perspective,
causal maps are a meaningful way of representing elements of the thoughts (rather than
the thinking) of an individual (or group), expressed in the form of a system of causal
relations. For others, however, causal maps are viewed as more than a mere methodologi-
cal tool and/or decision-aiding technique, being capable of representing an individual’s
literal beliefs concerning a particular domain ata given point in time (Langfield-Smith &
Wirth, 1992), with the potential to have the same essential characteristics as thought
itself (Huft, 1990).

Our own position falls somewhere between these philosophical extremes. We view causal
mapping techniques (and other forms of cognitive mapping procedure) as one method
for accessing the thinking of individuals in applied settings, adding to the general stock
of knowledge elicitation and knowledge representation techniques — such as those
discussed in Hodgkinson and Sparrow (2002), Shadbolt and Milton (1999), J. Sparrow
(1998) and Schraagen et al. (2000) — more widely available for use in a variety of contexts.
The overall degree of literal correspondence between the data generated by such
procedures and the human information processing system that ultimately underpins
cognition is of secondary importance, relative to the insights they yield into organiza-
tional life. As expressed by Nelson et al. (2000b, p.1): “Theory building is a cumulative
rather than exhaustive process.” To the extent that cognitive mapping procedures (of
whatever form) give rise to findings as predicted by rigorously derived hypotheses
grounded in well-supported management and organization theory, all well and good. To
the extent that such predictions are also supported by theory and research from the
cognitive sciences, even better (cf., Scheper & Faber, 1994).

Another important issue is that of how actors’ collective belief systems might be
captured most appropriately. To what extent is it meaningful to represent “shared beliefs”
and how? Again, theorists and empirical researchers are divided on this issue, reflecting
fundamental differences not only regarding the ontological status of cognitive maps but
also the status of collective cognition. According to Scheper and Faber (1994), while
certain forms of causal map are able to represent meaning at the individual level, this is
not the case at the collective level. In respect to the latter, they advocate an alternative
approach, based on semiotic analysis. In the words of Fiol (1989, p.278), citing Eco (1979):
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“Semiotic analysis is a formal mode of analysis used to identify the rules that
govern how signs convey meanings in a particular social system...semiotics
assumes that diverse signs or expressions can convey shared meaning because
they are grounded in a common set of underlying values.”

We view Scheper and Faber’s stance as premature at this stage in the development of
the managerial and organizational cognition field. As noted by Cannon-Bowers and Salas
(2001), in a discussion of shared cognition in the context of team functioning, there are
anumber of pressing issues upon which researchers have yet to reach basic agreement,
not least questions concerning what it is thatis actually shared, what sharing means, how
sharing might most appropriately be measured and the nature of the outcomes that might
be expected as a result of shared cognition.

In summary, contemporary theorists and empirical researchers are divided on two
fundamental issues: (1) the nature and purpose of causal and other forms of cognitive
mapping techniques, and (2) the nature of collective belief systems. Further consider-
ation of these issues is beyond the scope of the present chapter, but sufficient detail has
been provided to serve as a useful backdrop for understanding the range of alternative
choices confronting would-be users of causal mapping techniques.

Over the years organizational researchers have devised a variety of alternative methods
for the elicitation, analysis, and comparison of actors’ individual and collective causal
belief systems. We turn now to provide a summary of the many developments that have
occurred in relation to these key, non-mutually-exclusive activities, each of which is
fundamental to the mapping enterprise, commencing with the process of knowledge
elicitation.

Approaches to Knowledge Elicitation

Despite the widespread popularity of causal mapping techniques, there is currently no
consensus within the literature concerning the most appropriate way(s) to elicit actors’
causal beliefsystems (Hodgkinson & Sparrow, 2002; Jenkins, 1998). Following Hodgkinson
(2001) and Mohammed et al. (2000), we shall consider two broad classes of elicitation
procedure: indirect and direct (see Figure 2).

Indirect elicitation techniques entail processes whereby maps are constructed from
secondary data sources, typically extant written documents (including interview tran-
scripts and letters to shareholders) derived initially for some other purpose then
subsequently analyzed using causal mapping procedures (e.g., Barr &Huff, 1997; Barr,
Stimpert & Huff, 1992), or primary sources in situations in which the data are elicited
specifically for the research project but not in a manner that requires the participant to
reflect on their causal beliefs in an explicit fashion. An example of the latter would the
use of interview transcripts generated in narrative form by the researcher and subse-
quently converted into causal maps through a process of post hoc coding (for represen-
tative examples, see Calori, Johnson & Sarnin, 1992, 1994; Jenkins & Johnson, 1997a,
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Figure 2. Taxonomy of principal methods for the elicitation and construction of cause
maps

| Method |
Indirect elicitation and Direct elicitation and
construction construction
Ideographic | | Nomothetic | | Hybrid

1997b; and Nelson et al., 2000a). The common defining feature of indirect approaches to
knowledge elicitation, regardless of whether the data is gathered from primary or
secondary sources, is that the process of map construction is undertaken without the
active involvement of the research participant. In contrast, direct elicitation methods
require the active involvement of participants in the map construction process from the
outset. Direct elicitation methods include structured questionnaires requiring partici-
pants to evaluate causal relations among predefined sets of variables — also referred to
as elements or nodes! (e.g., Roberts, 1976; Swan & Newell, 1998) — and the use of
computerized systems such as Decision Explorer® (Eden, Ackermann & Cropper, 1992)
that enable maps to be constructed dynamically, in real time, through an iterative
interview process. As we shall see, there is no such thing as a perfect method. Each
approach is characterized by particular strengths and weaknesses.

Indirect Elicitation Procedures

In point of fact, the initial approach to causal mapping entailed the use of secondary data
in conjunction with indirect methods of elicitation. (By definition it is impossible to
combine direct elicitation methods with secondary data, unless the researcher is re-
analyzing pre-existing maps from earlier studies.) Axelrod’s (1976) preference was that
cognitive maps be derived from whatever materials are left behind in the normal course
of the decision-making process, on the grounds that although this was potentially
problematic in terms of issues of authenticating the researcher’s interpretation, docu-
mentary evidence is non-intrusive and therefore unlikely to influence participants’
thought processes. Working with documentary evidence also allows the investigator to
gain access to busy individuals who might otherwise be unwilling to participate using
more intrusive, interactive forms of data generation procedures (Huff, 1990). However,
documentary sources are beset with anumber of potentially severe limitations in that the
data contained within them is often only of tangential relevance to the investigator’s
purpose(s). Moreover, the fact that secondary source documents, such as letters to
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shareholders, by definition, are prepared for particular audiences renders it difficult if not
impossible for the researcher to ascertain the extent to which any biases contained within
them are genuinely a product of the originator’s sensemaking processes and/or a
deliberate attempt to influence the perceptions of the stakeholders to whom they were
initially directed, a problem which is compounded by the fact that the data emerging from
the use of causal mapping in this way can rarely be checked for “accuracy” and validated
against comparable data from objective, independent sources (Hodgkinson & Sparrow,
2002).

Inanumber of respects, the tasks associated with the coding of primary data originating
from interview transcripts in narrative form using causal mapping techniques are similar
in nature to the process of coding secondary documents. However, a major advantage
of'the former is that the data are obtained specifically for the researcher’s own purposes,
thus circumventing, to a certain extent at least, the authenticity problem alluded to above.
Nevertheless, there are still significant risks of bias, not least due to the potential
influence of demand characteristics arising from the research situation during the
elicitation process (cf., Hodgkinson, 1997b). Moreover, as with maps derived from
secondary source documents, when using primary interview transcripts the researcher
must face the vexed question as to how the maps so derived are to be subsequently
validated. This validation problem is compounded in the case of unstructured docu-
ments, including unstructured interview transcripts, by the associated problems of poor
data quality that often result from using such sources, not least the fact that these
documents typically contain sentence fragments, incomplete thoughts, and over-
elaborate explanations (Kemmerer, Buche & Narayanan, 2001).2

Direct Elicitation Procedures

Increasingly, direct methods of knowledge elicitation are being employed by organiza-
tional researchers in the field, both prescriptively, as a basis of intervention through
‘actionresearch’ (Cropper, Eden & Ackermann, 1990; Eden & Ackermann, 1998a; Eden
etal., 1992), and for descriptive purposes, where the object of the exercise is to better
understand the extent to which and in what ways actors’ mental representations of
organizational phenomena are similar to and/or different from one another and isolate the
correlates of such similarities and differences (Markoczy, 1995, 1997,2001; Markoczy &
Goldberg, 1995). A primary advantage of direct methods over their indirect counterparts
is that they obviate the need for cumbersome coding procedures for map construction
— the maps being constructed in situ, directly from the raw data — and enable the
researcher to focus the data collection on issues of immediate concern to the investiga-
tion. Used in this fashion, causal mapping techniques are akin to knowledge elicitation
techniques employed more generally within the cognitive and organizational sciences.

Direct elicitation procedures can usefully be sub-divided in terms of the extent to which
the elicitation process requires participants to identify the variables to be causally
mapped, using their own everyday natural language, or whether the subject matter is
supplied by the researcher, on the basis of extant theory and research or an a priori
conceptual analysis of the domain to be mapped. In the case of the first approach, known
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as ideographic elicitation, the primary concern of the researcher is to ensure that
valuable richness and detail in individual cognition are not lost or threatened by
researcher bias. This approach can be traced to the personal construct theory of George
Kelly (1955), which asserts that individuals are inherently unique in the ways in which
they construe their worlds. Accordingly, if we are to gain insights into participants’
beliefs, it is vital that the elicitation process does not impose concepts that are alien in
meaning. In Kellyian terms the elements involved in any mapping exercise must fall within
the participants’ “range of convenience.” Kelly devised a particular approach to
cognitive mapping, the repertory grid technique, which lies beyond the scope of this
chapter (for details and applications, see Daniels etal.,2002; Fournier, 1996; Huff, 1990;
Reger & Huff, 1993). Within the realm of causal mapping, Eden and his colleagues (e.g.,
Eden & Ackermann, 1998a, 1998b; Eden, Jones & Sims, 1979, 1983) have devised a system
ofelicitation that is derived ultimately from personal construct theory. Laukkanen (1994,
1998) also strongly advocates that causal maps should be elicited in a manner that
enables participants to express their thoughts using their natural language. In this
connection, a prime strength of documentary sources, particularly interview transcripts
gathered in situ, is that they are expressed in their natural language form. The same is
true of certain archival sources. While it is undoubtedly the case that maps in their natural
language form are inherently more meaningful to the individual participants, a major
drawback of this approach is the problems this poses for comparative analysis purposes,
an issue to which we shall return in due course.

The second approach to direct elicitation, nomothetic elicitation, entails the use of
standardized lists of variables supplied by the researcher. A variety of approaches to the
basic task of map construction have been adopted by researchers using this type of
procedure, ranging from highly structured questionnaires involving the pairwise evalu-
ation of all possible combinations of causal relations (Roberts, 1976; Swan, 1995; Swan
& Newell, 1998) to more basic methods, entailing the hand-drawing of causal maps (Green
& McManus, 1995). Systematically considering all pairwise effects (Swan & Newell,
1998) involves assessing causality by reviewing every possible combination of variables
and should significantly diminish the possibility that important effects are omitted (Hart,
1976). Pairwise comparison is also seen as being particularly helpful in overcoming the
potential problem of coding errors with respect to loops, which tend to be common with
causal maps because of the problematic nature of determining the interviewee’s view
about what is cause and what is effect (Eden et al., 1992).

A major criticism leveled against researcher-standardization of variables for elicitation
purposes by the advocates of ideographic approaches (e.g., Eden & Ackermann, 1998b)
is that researchers run the risk that the basic map construction task might prove
meaningless for participants. However, as we shall see later, there are also some major
advantages to nomothetic approaches, particularly in relation to comparative analysis
in situations involving large numbers of participants, where the aim is to statistically
analyze the maps in order to identify patterns of belief similarities and differences and/
or identify factors that explain such patterns. Moreover, there are a number of strategies
that can be readily adopted to minimize the dangers of lack of meaning alluded to by those
favoring ideographic approaches to elicitation, not the least of which is ensuring that the
final list of variables forming the focus of the mapping exercise are carefully formulated
by recourse to relevant literature and/or the use of expert panels, the members of which
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are highly representative of the participant sample involved in the main mapping exercise.
Careful piloting of the requisite elicitation task is also invaluable in this respect. Use of
standardized variables for elicitation purposes not only overcomes difficulties associ-
ated with post hoc coding schemes (which are considered in further detail later in this
chapter), but also minimizes the impact of demand characteristics associated with semi-
structured interviews, as discussed above. Ultimately, however, the use of fixed sets of
variables, by definition, limits the extent to which the resulting maps can capture
individual differences in terms of both map content and map structure. The requirement
that participants work with a common set of variables eliminates the possibility of the
detection of individual differences in terms of what is considered to be sufficiently salient
to warrant incorporation into the maps, the inclusion or exclusion of particular variables
not being permitted. Clearly this type of approach suppresses a potential source of
significant variation.

Fortunately, in recent years researchers have begun to develop new approaches that
seek to combine the major strengths of ideographic and nomothetic approaches to
knowledge elicitation, while dispensing with their associated weaknesses (e.g.,
Hodgkinson, 2002; Hodgkinson et al., 1999; Hodgkinson & Maule, 2002; Markdczy &
Goldberg, 1995). We shall consider these developments in detail in a later section when
we review ‘Recent Advances in the Large-Scale Comparative Analysis of Cause Maps’
(pp-59-60).

Basic Metrics for the Analysis of
Individual Cause Maps

The previous section identified the principal methods for eliciting data for the construc-
tion of causal maps and considered their relative strengths and limitations. Having
acquired such data, the researcher must then set about the task of map construction and
analysis. In this section we consider some of the major approaches that have been
devised for these purposes. We shall confine our discussion to a brief consideration of
the various indices that have been derived over the years for analyzing the structure and
content of individual causal maps, as a precursor to a more detailed treatment of issues
concerning the aggregation and comparative analysis of such maps.

In their most basic form, causal maps can be depicted graphically, using the medium of
the influence diagram (Diffenbach, 1982). Adopting this approach, variables are depicted
asnodes in anetwork, interconnected by a series of arrow-headed pathways, terminating
in each case on the dependent variable(s). The simplest forms are restricted to a
consideration of positive (increases in one variable cause corresponding increases in
one or more other variables), negative (increases in one variable cause corresponding
decreases in one or more other variable(s)), and neutral (no causality implied) relation-
ships. More sophisticated variants of the technique enable these relationships to be
differentially weighted, on the basis of the participant’s belief strength, for example, or
the degree of certainty/uncertainty surrounding each causal assertion.
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As noted earlier, the focus of Axelrod’s (1976) initial work was to explore in detail the
causal influences within individual participants’ maps. As his basis of analysis, Axelrod
used the theory of directed graphs (Harary, Norman & Cartwright, 1965) and represented
each cognitive map as a valency or adjacency matrix. Building on these foundations,
researchers over the years have devised a great many indices for the assessment of map
structure and content and a detailed consideration of these is not possible within the
confines of the present chapter. Given Diesner and Carley’s (2005) extended treatment
in this volume of the relative strengths and weaknesses of particular causal map indices,
we confine our discussion to a highly selective overview of some of the more commonly
employed structure and content measures applicable to most, if not all, forms of causal
maps, as widely used by researchers in an attempt to capture the essence of actors’ causal
belief systems.

Basic measures to assess the content and structure of causal maps have ranged from
simply counting the number of occurrences of particular variables and associated links
(i.e.,arrows connecting constructs), through the link-to-node ratio (i.e., number of links/
number of nodes), to map density (i.e., the number of observed links/total number of links
theoretically possible, given the number of variables in the participant’s map). As shown
in Table 1, each of these measures is characterized by particular strengths and weak-
nesses of which the would-be user needs to be aware. These measures are foundational
to the comparative analysis of causal maps, to which we turn in the next section.

Aggregation and Comparative
Analysis of Cause Maps

We noted at the outset that theorists and empirical researchers are divided not only
regarding the ontological status of cognitive maps at the individual level analysis, but
are also divided as to the nature and significance of collective beliefs and cognition.
Given the lack of basic agreement concerning the extent to which collective beliefs are
theoretically meaningful as a construct, it will come as no surprise to learn that
researchers are also divided as to how such beliefs might best be elicited and represented
(Mohammed et al., 2000). At the risk of over-simplification, in the present context the
faultline in respect of this issue centers broadly on the relative merits of the aggregation
of actors’ causal belief statements and/or evaluative judgments of causality versus the
systematic, comparative analysis of individuals’ causal maps in the search for patterns
of homogeneity and/or heterogeneity.

As observed in the previous section, individual causal maps can be analyzed along two
principal dimensions: content and structure. Content measures when used for the
purpose of comparative analysis capture key differences in terms of which constructs
individuals perceive as more or less relevant to a given domain and the ways in which
these constructs are perceived to relate to one another. Structural differences, in
contrast, are used to ascertain the relative complexity of the various maps under
consideration. The four basic types of difference that can be identified in the comparison
of cause maps are shown in Table 2.
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Table I. Nature and purpose of some commonly used metrics for the assessment of cause
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Table 2. Four indicators reflecting potentially significant differences between cause
maps (after Langfield-Smith & Wirth, 1992)

Difference Meaning
1 The existence vs. non-existence of One individual or group believes that a particular
particular variables variable is important, whereas a second individual

or group does not

2 The existence vs. non-existence of One individual or group believes a given variable
relationships between particular variables has an influence upon or is influenced by another
variable, whereas a second individual or group

does not
3 The polarity of relationships represented One individual or group believes that the
within the maps relationship between two given constructs is

negative, whereas a second individual or group
believes the relationship is positive

4 The polarity strength Two individuals or groups hold the same belief
about the polarity of a given relationship but one of
them believes the relationship is stronger than the
other

Aggregation Procedures for the Analysis of Collective
Cognition

When maps have been elicited using highly structured rating scales common to each
participant, it is possible to construct one or more aggregate maps by combining
individual adjacency matrices. At the most basic level such aggregation can be accom-
plished by simply adding or averaging participants’ judgments of common causal
relations (e.g., Bougon, Weick & Binkhorst, 1977; Ford & Hegarty, 1984; Voyer &
Faulkner, 1989).

Aggregated maps do not necessarily reflect the views of any one individual. However,
they are potentially insightful insofar as they enable the detection of overall group
tendencies, the possibility of widespread within-group variance notwithstanding (cf.,
Walsh, 1995). The latter, of course, is detectable by computing basic measures of spread,
such as the semi-inter-quartile ranges or standard deviations associated with particular
mean responses. Such aggregate analyses can be highly insightful, as, for example, in
the identification of mean sub-group differences in the perception of how much a given
construct influences, or is influenced by, other constructs, and its overall detrimental or
beneficial effect. Aggregate causal mapping methods also permit the study of the overall
structure of group-level mean perceptions of a given set of constructs, thus extending
the analysis beyond such basic bivariate relationships.
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The Comparative Analysis of Ideographic Cause Maps

In cases where individual maps have been elicited using ideographic techniques, the
process of deriving ‘shared maps’ in an attempt to capture collective cognition is
infinitely more complex. The aforementioned aggregation procedure, for example, by
necessity must involve an additional, preliminary stage, in which the various constructs
upon which causal judgments are to be combined are first pooled, prior to summation or
averaging (e.g., Nelson etal., 2000). The procedure known as composite mapping (Eden
etal., 1983) requires individuals to first describe their own (idiosyncratic) causal beliefs.
Next, they are presented with the causal maps elicited from other participants, following
which a (single) composite map, one that contains all the concepts and relations found
within the individuals’ maps is compiled. Finally, through a process of negotiation
between the researcher(s) and participants, there is an attempt to build a ‘team map,’ that
is, amap that reflects the views of the participants as a collective. In practice, the ability
to derive maps that are acceptable to participants on a group basis has proven far from
straightforward, to the extent that Huff and Fletcher (1990, p.405) find it necessary to
advocate “decision rules for handling inevitable inconsistencies.” However, as was well
illustrated in Langfield-Smith’s (1992) study, even gaining consensus with as few as six
group members can prove to be impossible.

An alternative approach to the analysis of collective beliefs entails the identification of
common elements among diverse causal maps that serve to link participants’ beliefs (Hall,
1984). Laukkanen (1994), for example, operationalized collective cognition using a variant
ofthis technique by first deriving separate causal maps for each individual, in similar vein
to the earliest stages of the composite mapping procedure outlined above. Next, he
assessed the overall level of commonality, i.e., agreement among the individual maps by
identifying synonymous terms, which he then standardized prior to incorporating these
within a higher-level map, depicting the collective view of his participants.

Recent Advances in the Large-Scale Comparative
Analysis of Cause Maps

A potential criticism of nomothetic elicitation methods in the context of explorations of
collective cognition is that, by constraining choice, they might potentially lead to a
greater convergence of responses than free response methods, by virtue of the standard-
ized variables employed in the elicitation process (Daniels et al., 2002). Conversely, as
noted earlier, ideographic methods may increase the divergence among cognitive maps,
this being an artifact of the demand characteristics of the elicitation processes, which
tend to accentuate surface-level triviality in the resulting maps (Hodgkinson, 1997b,
2002), although it is by no means inevitable that they will do so (cf., Daniels & Johnson,
2002).

Within the past decade or so, a number of researchers have sought to capitalize on the
strengths of ideographic and nomothetic elicitation procedures, while dispensing with
some of their associated weaknesses, through the development and use of hybrid
techniques (e.g., Hodgkinson, et al., 1999; Hodgkinson & Maule, 2002; Markéczy &
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Goldberg, 1995). These techniques require participants to select from a comprehensive
pool a subset of constructs to be mapped, ones that are personally salient, thereby
satisfying the twin imperatives of meaningfulness of the research task and data compa-
rability. By far the most comprehensive of such hybrid procedures to date is that devised
by Markéczy and Goldberg (1995), which totally obviates the need for subjective
researcher judgment in making such comparisons:

1. Develop a pool of constructs by conducting and analyzing interviews with
[representative participants] and a review of relevant literature. This is done prior
to the study so that each [participant] selects constructs from the same pool.

2. Have each [participant] select a fixed number of constructs by identifying items
from a constant pool of constructs.

3. Constructthe causal map of each individual [participant] by having her/him assess
the influence of each of her/his selected constructs on her/his other selected
constructs.

4. Calculate distance ratios between causal maps using a generalized version of
Langfield-Smith and Wirth’s (1992) formula.

5. Perform a variety of statistical tests on the distance ratios to identify what
characteristics account for similarities in thinking.

The distance ratios derived from this procedure can be meaningfully employed in order
to investigate patterns of similarity and difference among subgroups of participants, in
addition to conducting correlational analyses (for substantive applications, see Markoczy,
1995, 1997, 2001). As discussed in the Appendix to this chapter, recent advances and
ongoing developments in computerized systems for the elicitation and analysis of causal
maps are placing this relatively sophisticated approach within easy reach of virtually any
potential user.

Psychometric Issues

As with cognitive mapping techniques in general, users of causal mapping procedures
have tended to downplay reliability and validity issues (Huff, 1990), a fundamental
prerequisite for the advancement of any social scientific field. Hodgkinson (2001) has
discussed the psychometric proprieties required of cognitive maps more generally
(including causal maps), both those elicited directly from participants and those elicited
from secondary data sources and interview transcripts. The material presented in this
section develops and extends the arguments and recommendations put forward in that
earlier publication. Our discussion in this section is necessarily technical, focusing on
the statistical requirements for ascertaining the reliability and validity of causal maps.
It is convenient to introduce this material at this juncture because it is highly relevant
to all stages of the mapping process, not only the elicitation of raw data, but also the
construction, analysis and comparison of causal maps.
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As noted earlier, one of the major strengths of direct elicitation procedures is that they
obviate the need for a two-stage approach to map construction, the maps emerging
directly from the elicitation process. In contrast, indirect methods require a considerable
amount of additional effort on the part of the researcher, in that the causal maps first have
to be identified through elaborate coding procedures, prior to the computation of basic
structural indicators and other metrics for capturing the characteristic features of the
maps. In turn, this further complicates the process of establishing the reliability and
validity of the resulting outputs. Accordingly, we begin this discussion of reliability and
validity issues with a consideration of the more straightforward case of maps elicited by
direct means.

Basic Requirements for Direct Elicitation Procedures

In contexts where the intended application of causal mapping is to access the relatively
enduring features of actors’ perceptions and beliefs, as a basic minimum requirement, the
procedure(s) employed should exhibit acceptable test-retest reliability and construct
validity. In this context, test-retest reliability refers to the degree of consistency in the
content and structure of participants’ causal maps assessed on multiple occasions. To
the extent that similar maps emerge from one occasion to the next, they are said to possess
test-retest reliability. Reliability statistics can be computed in a variety of ways, ranging
from basic frequency analyses of map content (e.g., the percentage of variables incor-
porated in the maps on multiple occasions) to more sophisticated comparisons of
structural indices, expressed in the form of a reliability coefficient (e.g., the Pearson
product-moment or Spearman rank-order correlation), ranging between zero (no reliabil-
ity) and unity (perfect reliability). In general, reliability coefficients should exceed 0.70
as abasic minimum indication of acceptable reliability (Nunnally, 1978).

Construct validity in this context concerns the extent to which indices of map structure
and content correlate with one another in ways that are in line with a priori theoretical
predictions. Sound theorizing should enable strong predictions concerning which
particular indices will be significantly correlated with one another and in what direction(s).
The greater the number of significant positive and negative relationships (and non-
significant relationships) predicted on the basis of theory, in advance of measurement,
the greater the construct validity of the mapping indices. Ultimately, it is also desirable
that causal maps should exhibitacceptable levels of criterion-related validity, i.e., indices
of map structure and content should correlate significantly in ways that are theoretically
meaningful with a range of exogenous variables (i.e., variables measured outside the
cognitive mapping exercise) including pertinent individual differences and group pro-
cess and outcome variables.

In cases where the intended application is largely practical in nature, for example in the
context of interventions designed to facilitate strategy debates among the top manage-
mentteam (TMT) with a view to challenging the assumptions of key decision makers (e.g.,
Eden & Ackermann, 1998a), arguably, it is still the case that the mapping procedures so
employed should exhibit acceptable test-retest reliability, albeit over relatively shorter
time-periods. If the aim of such interventions is to act as a catalyst for cognitive change,
ultimately we need to ensure that the changes resulting from such applications are in fact
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non-trivial, deeper-level changes concerning actors’ enduring thoughts (cf., Daniels, de
Chernatony & Johnson, 1995; Hodgkinson, Maule & Bown, 2004; Stubbart & Ramaprasad,
1990).

Basic Requirements for the Construction of Maps from
Indirect Sources

As pointed out by Jenkins (1998), there is a lack of consistency in the literature overall
regarding how coding issues are dealt with and reported. As a basic minimum, the coding
schemes employed should meet the dual requirements of acceptable test-retest and inter-
coder reliability. In this context, test-retest reliability means that repeated coding
exercises would yield more or less identical results (technically known as code-recode
reliability) while inter-coder reliability requires that multiple coders reach acceptable
levels of agreement (Miles & Huberman, 1994).

The degree of code-recode reliability ultimately has a bearing on the attainment or
otherwise of acceptable levels of inter-coder reliability. Hence, as noted by Huff and
Fletcher (1990) both of these forms of reliability are necessary prerequisites for a coding
scheme to be deemed technically adequate. It is heartening, therefore, that the majority
of researchers utilizing documentary and other indirect sources routinely take steps to
ensure that their coding schemes exhibit acceptable inter-coder reliability. Typically,
however, this merely takes the form of an analysis of the number of instances where two
or more coders are in basic agreement with one another (i.e., percentage agreement) with
regard to the assignment of the various elements of data to each of the predetermined
categories within the coding scheme, which parts of the various assertions coded contain
the causal concept and the sign of the causal assertion (for representative examples, see
Barr, 1998; Barr & Huff, 1997; Calorietal., 1992, 1994; Jenkins & Johnson, 1997a, 1997b).

As discussed in the Appendix, Laukkanen (1994, 1998) has devised a computerized
system for the analysis of causal maps derived from documentary sources, including
interview transcripts, that seeks to simplify data in the form of “standardized natural
language” in order to facilitate subsequent comparative analyses. Similarly, Nelson et
al. (2000a) have devised procedures for standardizing the variables elicited from indi-
vidual participants in order to undertake such comparisons. Laukkenan (1998) argues
that some form of validation process should underpin the standardization of data. In this
connection he advocates the involvement of experienced research colleagues and other
knowledgeable individuals to independently assess the quality of the data coding. While
the process of independent data coding can be extremely cumbersome and time consum-
ing, multiple trained assessors can be employed, which alleviates the burden to a certain
extent, providing of course that the assessors are able to do so reliably, as discussed
above. In line with the “good practice guidelines” devised by Huff and Fletcher (1990),
Laukkenan also suggests feeding back the findings to individual participants, in an
attempt to validate the coding process. In keeping with this prescription, Nelson et al.
(2000a) went back to their original expert respondents to validate the maps encoded by
the research team.
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Despite the popularity of participant validation as an approach to trying to safeguard
factual and interpretive accuracy, there are some non-trivial problems and drawbacks
associated with it, not least the fact that changes can occur very rapidly between that
which is thought at the time a decision occurs and how those experiences come to be
recounted subsequently. A recent study by Hodgkinson et al. (2004) illustrates just how
marked the variations can be that emerge as a function of the type of elicitation procedure
employed. Two direct elicitation procedures, a freehand approach and the pairwise
evaluation of causal relations, were compared systematically. In keeping with their
hypotheses, based largely on work conducted by experimental cognitive psychologists
in the field of human memory, Hodgkinson and his colleagues found that the pairwise
technique yielded significantly richer maps, but participants found the task more
difficult, less engaging and less representative than the freehand approach. Hodgkinson
etal. attributed these findings to key differences in the nature of the basic human memory
mechanisms underpinning the two tasks. When one considers that the causal maps
compared in this study were gathered very soon after the point of decision, using direct
forms of elicitation procedure, it becomes clear that techniques relying on participant
validation of researcher-derived coding schemes are more — not less — likely to
introduce further sources of latent error, as participants reconstruct their thoughts not
as they actually occurred but very much how they would like them to have been. In the
words of J. Sparrow (1998, p.48):

“The way in which a person recollects an event changes over time, depending
on the audience and circumstance as well as any reframing in the light of
experience.”

Given the politically sensitive nature of the organizational issues typically investigated
using causal mapping techniques, it becomes clear that techniques requiring negotiation
of the findings should be used sparingly, if the purpose is to try and capture in a manner
that represents as accurately as possible the belief systems of actors at the moment of
decision. Participant validation methods administered distally in time from the moment
of decision are limited by virtue of their failure to control for the dynamic capabilities of
the human memory system to distort reality, to say nothing of the demand characteristics
introduced by the researcher during this subsequent process, however unwittingly (cf.,
Hodgkinson, 1997b,2002).

In the final analysis, participant (and expert panel) validation does not go nearly far
enough as a basis for ascertaining the validity of causal maps elicited by indirect
procedures. As in the case of maps elicited using direct procedures, it is essential that
the construct validity of structure and content indices are established and, wherever
possible, researchers should attempt to demonstrate the criterion-related validity of
maps derived in this way by correlating the various structural and content indices with
key individual differences and/or process and/or outcome variables. Unfortunately,
however, it has been rare indeed for researchers to take these vital steps.

In sum, when assessed by the psychometric standards outlined above, basic require-
ments in virtually any area of applied psychology, it is clear that the procedures adopted
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Table 3. Minimum acceptable psychometric properties required of cause maps elicited

by direct and indirect procedures
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by many authors of published studies involving causal cognitive mapping fall a long way
short of the mark, with little or no attention having been given to reliability and validity
issues in the strict statistical sense of these terms. Indeed, several commentators, (e.g.,
Eden & Ackermann, 1998b), are openly hostile to the suggestion that there is a need for
greater rigor in this domain. This is understandable, given the many practical difficulties
in meeting these requirements, not the least of which is the laboriousness involved,
which should not be underestimated, particularly in cases involving large numbers of
data sources. Nevertheless, if significant inroads are to be made in the advancement of
new and established substantive domains of application, including, but by no means
restricted to, the IS and IT fields, itis vital that the standards of scientific rigor advocated
in this chapter be adopted as a matter of course.

We have covered much territory in this section. In order to provide a clear sense of
direction for the would-be user of causal mapping techniques, a summary of the main
psychometric issues that need to be considered when making particular methodological
choices and our recommended solutions to the problems identified is presented in Table 3.

Conclusions and Recommendations

The central message of this chapter is that, as with any other cognitive mapping/
knowledge elicitation technique, the would-be user of causal mapping procedures faces
a series of inter-related issues and choices that have a direct bearing on the type of data
that can be gathered, the sorts of analyses that can be conducted, and what inferences
that can be drawn. These issues apply equally regardless of whether the work is being
undertaken for policy-making/intervention purposes, or in an attempt to capture actors’
beliefs in the context of theoretically driven empirical research.

The question as to what constitutes the most appropriate methodological choices in
causal mapping research can only be answered by carefully considering the precise
nature of the inquiry being undertaken and the context(s) in which the investigation is
taking place (cf., Daniels & Johnson, 2002; Hodgkinson, 2002). As we have seen, causal
mapping procedures have been adapted in a variety of ways over the years, particular
approaches having evolved in response to demands for data in forms suitable for
addressing particular sorts of research questions, taking due account of the practical
constraints imposed by specific research settings. Clearly, however, these develop-
ments represent more than a set of mere pragmatic reactions to prevailing circumstantial
contingencies. As noted at the outset, researchers are divided along clear ontological
faultlines regarding the fundamental nature and status of causal maps (and other forms
of cognitive map) and collective cognition. The particular approaches we have reviewed
are as much a manifestation of the underlying ontological assumptions of their advo-
cates, upon which they are predicated, as they are solutions to what are essentially
mundane practical problems, such as the need to gain site access with minimal intrusion,
the requirement for robust data, and so on. It is the combination of methodological
differences in underlying ontology and the non-trivial pragmatic issues such as access
requirements that are the main determinants of which particular research questions are
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pursued and how they come to be formulated in the first place (cf., Easterby-Smith,
Thorpe & Lowe, 1991; Gill & Johnson, 1991; Jenkins, 1998). Given this complex state of
affairs, what concrete recommendations are we able to make for the IS and IT research
communities that might assist the potential user of causal mapping techniques?

In the final analysis, we ourselves are advocates of a Pragmatic Science approach to
knowledge production, which entails the pursuit of research questions directed toward
the development of insights that are both theoretically and methodologically robust on
one hand, but also of high practical relevance on the other (Anderson, Herriot &
Hodgkinson, 2001; Hodgkinson & Herriot, 2002; Hodgkinson, Herriot & Anderson,
2001). Skillfully adopted, this philosophy will yield actionable knowledge (Argyris,
1999), i.e., knowledge that is both academically rigorous and contributes directly to the
enhancement of employee well-being and organizational effectiveness. Use of the term
‘science’ in this connection is not meant to imply that we are advocating the wholesale
abandonment of in-depth, qualitative approaches in favor of larger-scale hypothetico-
deductive ones. Nor should the ‘pragmatic’ element of our approach be taken to imply
the adoption of sub-standard theory and methods in order to generate immediate
solutions to the most pressing practical issues of the day. On the contrary, as explained
by Anderson etal. (2001): “there is a need to broaden our search for, and the acceptance
of, methodological alternatives that meet the twin imperatives of rigour and relevance.”
‘Scholarly consulting,” as advocated by Argyris (1999), major elements of which have
beentermed action research, fall within this definition of pragmatic science, as potentially
do all of the approaches to causal mapping reviewed in this chapter.

The overriding necessity, from our point of view, is that researchers using causal
mapping methods make choices that are both internally consistent with one another and
commensurate with the requirements of the research question under investigation. As
researchers we are trying to get as close to the worldviews of participants as our
(imperfect) techniques will allow. Techniques that impose too much structure will stifle
participants, whereas procedures that fail to provide sufficient structure will yield overly
elaborated data. Both are potentially problematic, but the extent to which each is actually
a problem in practice is a function of context and the nature of the research question to
be addressed (Hodgkinson, 2002; Hodgkinson et al., 2004). For instance, if the aim of
research were to try and capture the dynamics of cognition in real time, such as in
applications seeking to sample the causal beliefs of IT users on the Internet, how would
one set about studying this? One way would be to go down the ideographic route, as
championed by Eden and his associates. This would require the researcher to take
repeated snap shots of small numbers of participants as their maps evolved. Another
approach would be to have them make decisions then immediately try and capture the
complexity of their thinking as fully as possible, using highly structured elicitation
techniques, such as the Pathfinder network approaches reviewed in Gillan and
Schvaneveldt (1999). In this context, as with all applications of causal mapping (and any
other knowledge elicitation and knowledge representation procedure), the adopted
choices must depend on what one is trying to do with the data.

Ultimately, researchers must make a tradeoff between depth and richness of insight on
one hand and comparability and generalizability on the other hand (Hodgkinson, 2002).
In situations where there is a fundamental requirement for greater depth and richness of
insight into the thoughts of individual participants, ideographic approaches to elicita-
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tion and map construction are the order of the day. Clearly, however, these are not
suitable for use in situations where large-scale comparisons and generalizability of the
findings are fundamental prerequisites, not least due to the unreasonable coding
burdens placed on the researcher, leading in turn to fundamental concerns with regard
toreliability and validity. While the nomothetic alternative of providing all participants
with an a priori standardized list of variables has been criticized on the grounds that
potentially this might yield less salient data (Eden etal., 1992), the implication being that
the researcher’s subjectivity rather than that of the participant overly determines the
nature of the data obtained, it is clear that data transformation processes as employed
by ideographic researchers also entail a considerable amount of researcher subjectivity,
despite the development of techniques to enhance inter-coder reliability (c.f., Huff,
Narapareddy & Fletcher, 1990).

In sum, as observed by Jenkins (1998), there needs to be some level of tradeoff between
fully capturing data which is meaningful to participants and ensuring that data is elicited
in such amanner as to ensure sufficient commonality, so that comparisons of causal maps
are meaningful. Hybrid elicitation procedures, such as those devised by Hodgkinson et
al. (1999) and Markdczy and Goldberg (1995), were developed in an effort to strike a
balance between these competing requirements. As we have seen, they are especially
promising in anumber of research contexts, since by allowing choice within pre-specified
limits (participants choose variables to be mapped from a menu) the data is not only more
meaningful for the individual participants concerned, but also comparable across
multiple levels of analysis, without the necessity for elaborate coding procedures of
dubious reliability and validity (Hodgkinson, 2002).

While in principle the Markoczy and Goldberg (1995) procedure could prove highly
suited to the collection and comparative analysis of much larger-scale datasets than has
been possible hitherto, a number of software limitations have prevented its wider
adoption and all applications within the extant literature having been authored by its
originators (e.g., Markoczy, 1995,1997,2001). Fortunately, however, as discussed in the
Appendix, software currently being evaluated by the present authors looks as if it will
rectify these limitations. Repeated trials have shown that the Windows-based system is
capable of performing all aspects of the Markéczy and Goldberg procedure — and the
earlier approaches to the comparison of cause maps devised by Langfield-Smith and
Wirth (1992) — inreal time, within highly demanding workplace settings.

As this review of methodological advances in causal mapping has demonstrated, the
study of managerial and organizational cognition is complex, but it is this very complexity
that makes it such a challenging and exciting endeavor. The introduction of causal
mapping techniques to the IS and IT communities at this particular juncture is highly
fortuitous. The large volume of work that has been undertaken in the fields of strategic
management, and management and organization studies more generally, means that IS
and IT researchers are inheriting arich legacy. The gathering and analysis of large-scale,
multi-level longitudinal datasets — much needed for the scientific advancement of many
areas of application, but which have thus far eluded all but a handful of scholars — is
now within our wider methodological capabilities. Much has been accomplished, yet
there is still much to do, and researchers in the IS and IT fields are eminently well placed
to contribute to the advancement of cognitive mapping theory, method and practice.
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1. This lack of agreement over basic nomenclature is unfortunate, leading to frequent
confusion.

2. Recently, Maule et al. (2003) have reported a laboratory experiment in which
participants were required to record their thoughts by writing free-text narratives
immediately following a decision task. The narratives were subsequently coded
into causal maps. While this approach shares the problems identified by Kemmerer
et al. (2001) in respect to the coding of free-response source documents, it
circumvents the potential problems associated with face-to-face interviews, aris-
ing from the demand characteristics of the social situation, which can result in
overly elaborate or impoverished maps, as noted by Hodgkinson (1997b).

References

Ackermann, F., Eden, C., & Cropper, S. (1990). Cognitive mapping: A user’s guide.
Working Paper No. 12, Department of Management Science, University of
Strathclyde, UK.

Anderson, N., Herriot, P., & Hodgkinson, G.P. (2001). The practitioner-researcher divide
in industrial, work and organizational (IWO) psychology: Where are we now and
where do we go from here? Journal of Occupational and Organizational Psychol-
ogy,74,391-411.

Argyris, C. (1999). On organizational learning (2" ed.). Oxford, UK: Blackwell.

Axelrod, R. (Ed.) (1976). Structure of decisions: The cognitive maps of political elites.
Princeton, NJ: Princeton University Press.

Barr, P.S. (1998). Adapting to unfamiliar environmental events: A look at the evolution
of interpretation and its role in strategic change. Organization Science, 9, 644-669.

Barr, P.S., & Huff, A.S. (1997). Seeing isn’t believing: Understanding diversity in the
timing of strategic response. Journal of Management Studies, 34, 337-370.

Barr, P.S., Stimpert, J.L., & Huff, A.S. (1992). Cognitive change, strategic action, and
organizational renewal. Strategic Management Journal, 13(Special Issue), 15-36.

Borgatti, S.P., Everett, M.G., & Freeman, L.C. (1992). UCINET [V version 1.0. Columbia:
Analytic Technologies.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



30 Years of Research on Causal Mapping 69

Bougon, M., Weick, K., & Binkhorst, D. (1977). Cognition in organizations: An analysis
of the utrecht jazz orchestra. Administrative Science Quarterly, 22, 606-639.

Budhwar, P.S. (2000). Strategic integration and devolvement of human resource manage-
ment in the UK manufacturing sector. British Journal of Management, 11,285-302.

Budhwar, P.S., & Sparrow, P.R. (2002). Strategic HRM through the cultural looking glass:
Mapping the cognition of British and Indian managers. Organization Studies, 23,
599-638.

Calori, R., Johnson, G., & Sarnin, P. (1994). CEOs’ cognitive maps and the scope of the
organization. Strategic Management Journal, 15,437-457.

Calori, R., Johnson, G., & Sarnin, P. (1992). French and British top managers’ understand-
ing of the structure and the dynamics of their industries: A cognitive analysis and
comparison. British Journal of Management, 3, 61-78.

Cannon-Bowers, J.A., & Salas, E. (2001). Reflections on shared cognition. Journal of
Organizational Behavior,22,195-202.

Clarke, I., & Mackaness, W. (2001). Management ‘Intuition’: An interpretive account of
structure and content of decision schemas using cognitive maps. Journal of
Management Studies, 38, 147-172.

Clarkson, G., Hodgkinson, G.P., & Fearfull, A. (2001). 4 conceptual framework for the
study of call centre environments from a sensemaking perspective. Paper pre-
sented at the Annual Conference of the British Academy of Management, Cardiff,
UK.

Cossette, P., & Audet, M. (1992). Mapping of an idiosyncratic schema. Journal of
Management Studies,29,325-347.

Cropper, S., Eden, C., & Ackermann, F. (1990). Keeping sense of accounts using
computer-based cognitive maps. Social Science Computer Review, 8, 345-366.

Daniels, K., de Chernatony, L., & Johnson, G. (1995). Validating a method for mapping
managers’ mental models of competitive industry structures. Human Relations, 48,
975-991.

Daniels, K., & Johnson. G. (2002). On trees and triviality traps: Locating the debate on
the contribution of cognitive mapping to organizational research. Organization
Studies,23,73-81.

Daniels, K., Johnson, G., & de Chernatony, L. (2002). Task and institutional influences
on managers’ mental models of competition. Organization Studies, 23,31-62.

de Chernatony, L., Daniels, K., & Johnson, G. (1993). A cognitive perspective on
managers’ perceptions of competition. Journal of Marketing Management,9,373-
381.

Diesner, J., & Carley, K.M. (2005). Revealing social structure from texts: Meta-matrix text
analysis as a novel method for network text analysis. In V.K. Narayanan & D.J.
Armstrong (Eds.), Causal mapping for information systems and technology
research: Approaches, advances and illustrations (pp.81-108). Hershey, PA: Idea
Group Publishing.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



70 Hodgkinson and Clarkson

Diffenbach, J. (1982). Influence diagrams for complex strategic issues. Strategic Man-
agement Journal,3,133-146.

Easterby-Smith, M., Thorpe, R., & Lowe, A. (1991). Management research: An introduc-
tion. London: Sage.

Eco, U. (1979). A theory of semiotics. Bloomington, IN: University of Indiana Press.

Eden, C. (1992). On the nature of cognitive maps. Journal of Management Studies,
29(Special Issue), 261-265.

Eden, C., & Ackermann, F. (1998a). Making strategy: The journey of strategic manage-
ment. London: Sage.

Eden, C., & Ackermann, F. (1998b). Analysing and comparing idiographic cause maps.
In C. Eden & J. C. Spender (Eds.), Managerial and organizational cognition:
Theory, methods and research (pp. 192-209). London: Sage.

Eden, C., Ackermann, F., & Cropper, S. (1992). The analysis of cause maps. Journal of
Management Studies,29,309-324.

Eden, C.,Jones, S., & Sims, D. (1983). Messing about in problems: An informal structured
approach to their identification and management. Oxford: Pergamon Press.

Eden, C., Jones, S., & Sims, D. (1979). Thinking in organizations. London: Macmillan.

Eden, C., & Spender, J. C. (1998). Managerial and organizational cognition: Theory,
methods and research. London: Sage.

Fahey, L., & Narayanan, V.K. (1989). Linking changes in revealed causal maps and
environmental changes: An empirical study. Journal of Management Studies,
26(Special Issue),361-378.

Fiol, C.M. (1989). A semiotic analysis of corporate language: Organizational boundaries
and joint venturing. Administrative Science Quarterly, 34,277-303.

Fiol, C.M., & Huff, A.S. (1992). Maps for managers: Where are we? Where do we go from
here? Journal of Management Studies, 29, 267-286.

Fombrun, C. J., & Zajac, E. J. (1987). Structural and perceptual influences on intra-
industry stratification. Academy of Management Journal, 30, 33-50.

Ford,J.D., & Hegarty, W.H. (1984). Decision makers’ beliefs about the causes and effects
of structure: An exploratory study. Academy of Management Journal,27,271-291.

Fournier, V. (1996). Cognitive maps in the analysis of personal change during work role
transition. British Journal of Management, 7, 87-105.

Gill, J., & Johnson, P. (1991). Research methods for managers. London:
Chapman.

Gillan, D.J., Breedin, S.D., & Cooke, N.M. (1992). Network and multidimensional repre-
sentations of the declarative knowledge of human-computer interface design
experts. International Journal of Man-Machine Studies, 36, 587-615.

Gillan, D.J., & Schvaneveldt,R.W. (1999). Applying cognitive psychology: Bridging the
gulfbetween basic research and cognitive artefacts. In F.T. Durso, R.S. Nickerson,
R.W. Schvaneveldt, S.T. Dumais, D.S. Lindsay & M.T.H. Chi (Eds.), Handbook of
applied cognition (pp. 3-31). Chichester, UK: Wiley.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



30 Years of Research on Causal Mapping 71

Ginsberg, A. (1989). Construing the business portfolio: A cognitive model of diversifi-
cation. Journal of Management Studies, 26(Special Issue), 417-438.

Goldberg, J. (1996). The Distrat/Askmap Suite of programs for cause map analysis.: A
user’s guide. Retrieved from the WWW at: http://www.goldmark.org/jeff/pro-
grams/distrat/software/drdoclet.ps.gz

Green, D.W., & McManus, [.C. (1995). Cognitive structural models: The perception of
risk and prevention in coronary heart disease. British Journal of Psychology, 86,
321-336.

Gripsrud, G., & Gronhaug, K. (1985). Structure and strategy in grocery retailing: A
sociometric approach. Journal of Industrial Economics, XXXIII, 339-347.

Harary, F., Norman, R.Z., & Cartwright, D. (1965). Structural models: An introduction
to the theory of directed graphs. New York: Wiley.

Hart, J. (1976). Comparative cognition: Politics of international control of the oceans. In
R. Axelrod (Ed.), Structure of decision: The cognitive maps of political elites (pp.
180-220). Princeton, NJ: Princeton University Press.

Hodgkinson, G.P.(2002). Comparing managers’ mental models of competition: Why self-
report measures of belief similarity won’t do. Organization Studies, 23, 63-72.

Hodgkinson, G. P. (2001). The psychology of strategic management: Diversity and
cognition revisited. In C.L. Cooper & I.T. Robertson (Eds.), International review
of industrial and organizational psychology,vol. 16 (pp.65-119). Chichester, UK:
Wiley.

Hodgkinson, G. P. (1997a). Cognitive inertia in a turbulent market: The case of UK
residential estate agents. Journal of Management Studies, 34, 921-945.

Hodgkinson, G. P. (1997b). The cognitive analysis of competitive structures: A review
and critique. Human Relations, 50, 625-654.

Hodgkinson, G. P., Bown, N.J., Maule, A. J., Glaister, K. W., & Pearman, A. D. (1999).
Breaking the frame: An analysis of strategic cognition and decision making under
uncertainty. Strategic Management Journal, 20, 977-985.

Hodgkinson, G.P., & Herriot, P. (2002). The role of psychologists in enhancing organi-
zational effectiveness. In I. T. Robertson, M. Callinan & D. Bartram (Eds.),
Organizational effectiveness: Therole of psychology (pp. 45-60). Chichester, UK:
Wiley.

Hodgkinson, G.P., Herriot, P., & Anderson, N. (2001). Re-aligning the stakeholders in
management research: Lessons from industrial, work and organizational psychol-
ogy. British Journal of Management, 12(Special Issue), S41-S48.

Hodgkinson, G.P., & Maule, A.J. (2002). The individual in the strategy process: Insights
from behavioural decision research and cognitive mapping. In A.S. Huff & M.
Jenkins (Eds.), Mapping strategic knowledge (pp.196-219). London: Sage.

Hodgkinson, G.P., Maule, A.J., & Bown, N.J. (2004). Causal cognitive mapping in the
organizational strategy field: A comparison of alternative elicitation procedures.
Organizational Research Methods, 7, 3-26.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



72 Hodgkinson and Clarkson

Hodgkinson, G.P., Padmore, J., & Tomes, A.E. (1991). Mapping consumers’ cognitive
structures: A comparison of similarity trees with multidimensional scaling and
cluster analysis. European Journal of Marketing, 25(7), 41-60.

Hodgkinson, G.P., & Sparrow, P.R. (2002). The competent organization: A psychologi-
cal analysis of the strategic management process. Buckingham, UK: Open Univer-
sity Press.

Hodgkinson, G.P., & Thomas, A.B. (Eds.) (1997). Thinking in organizations. Journal of
Management Studies, 34(Special issue), 845-952.

Hodgkinson, G.P., Tomes, A.E., & Padmore, J. (1996). Using consumers’ perceptions for
the cognitive analysis of corporate-level competitive structures. Journal of Stra-
tegic Marketing, 4, 1-22.

Huff, A.S. (Ed.) (1990). Mapping strategic thought. Chichester, UK: Wiley.

Huff, A.S., & Fletcher, K.E. (1990). Conclusion: Key mapping decisions. In A. S. Huff
(Ed.), Mapping strategic thought (pp. 403-412). Chichester, UK: Wiley.

Huff, A.S., Narapareddy, V., & Fletcher, K.E. (1990). Coding the causal association of
concepts. In A. S. Huff (Ed.), Mapping strategic thought (pp.311-325). Chichester,
UK: Wiley.

Jasinski, D.W., & Huff, A.S. (2002). Using as knowledge-based system to study strategic
options. In A. S. Huff & M. Jenkins (Eds.), Mapping strategic knowledge (pp.237-
267). London: Sage.

Jenkins, M. (1998). The theory and practice of comparing causal maps. In C. Eden & J.C.
Spender (Eds.), Managerial and organizational cognition: Theory, methods and
research (pp.231-249). London: Sage.

Jenkins, M., & Johnson, G. (1997a). Linking managerial cognition and organizational
performance: A preliminary investigation using causal maps. British Journal of
Management, 8(Special Issue), S77-S90.

Jenkins, M., & Johnson, G. (1997b). Entrepreneurial intentions and outcomes: A com-
parative causal mapping study. Journal of Management Studies, 34, 895-920.

Kelly, G.A. (1955). The psychology of personal constructs (in 2 volumes). New York:
Norton.

Kemmerer, B., Buche, M., & Narayanan, V.K. (2001). Deriving revealed causal maps from
non-traditional source documents: Challenges and methodological extensions.
Paper presented at Annual Meeting of the Academy of Management, Washington,
DC.

Langfield-Smith, K. (1992). Exploring the need for a shared cognitive map. Journal of
Management Studies,29,349-368.

Langfield-Smith, K., & Wirth, A. (1992). Measuring differences between cognitive maps.
Journal of the Operational Research Society, 43, 1135-1150.

Lant, T.K., & Shapira, Z. (Eds.) (2001). Organizational cognition: Computation and
interpretation. Mahwah, NJ: Lawrence Erlbaum Associates.

Laukkanen, M. (1994). Comparative cause mapping of organizational cognitions. Orga-
nization Science, 5,322-343.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



30 Years of Research on Causal Mapping 73

Laukkanen, M. (1998). Conducting causal mapping research: Opportunities and chal-
lenges. In C. Eden & J.C. Spender (Eds.), Managerial and organizational cogni-
tion: Theory, methods and research (pp. 168-191). London: Sage.

Markoéczy, L. (2001). Consensus formation during strategic change. Strategic Manage-
mentJournal,22,1013-1031.

Markoéczy, L. (1997). Measuring beliefs: Accept no substitutes. Academy of Manage-
mentJournal,40,1228-1242.

Markoéczy, L. (1995). States and belief states. The International Journal of Human
Resource Management, 6,249-270.

Markéezy, L., & Goldberg, J. (1995). A method for eliciting and comparing causal maps.
Journal of Management,21,305-333.

Maule, A.J., Hodgkinson, G.P., & Bown, N.J. (2003). Cognitive mapping of causal
reasoning in strategic decision making. In D. Hardman & L. Macchi (Eds.),
Thinking: Psychological perspectives on judgment and decision making (pp. 253-
272). Chichester, UK: Wiley.

Meindl, J.R., Stubbart, C., & Porac, J.F. (Eds.) (1994). Cognition. Organization Science,
5(SpecialIssue), 288-477.

Miles, M.B., & Huberman, A.M. (1994). Qualitative data analysis (2nd edition). Thou-
sand Oaks, CA: Sage Publications.

Mohammed, S., Klimoski, R., & Rentsch, J.R. (2000). The measurement of team mental
models: We have no shared schema. Organizational Research Methods, 3, 123-65.

Nayaranan, V. K. (2005). Causal mapping: An historical overview. In V.K. Narayanan &
D.J. Armstrong (Eds.), Causal mapping for research in information technology
(pp-1-19). Hershey, PA: Idea Group Publishing.

Narayanan, V.K., & Fahey, L. (1990). Evolution of revealed causal maps during decline:
A case study of admiral. In A. S. Huff (Ed.), Mapping strategic thought (pp. 109-
133). Chichester, UK: Wiley.

Narayanan, V.K., & Kemmerer, B. (2001). 4 cognitive perspective on strategic manage-
ment: contributions, challenges, and implications. Paper presented at Annual
Meeting of the Academy of Management, Washington, DC.

Nelson, K.M., Nadkarni, S., Narayanan, V.K., & Ghods, M. (2000a). Understanding
software operations support expertise: A revealed causal mapping approach. MIS
Quarterly,24,475-507.

Nelson, K.M., Nelson, H.J., & Armstrong, D. (2000b). Revealed causal mapping as an
evocative method for information systems research. Proceedings of the 33"
Hawaii International Conference on System Sciences.

Nunnally, J.C. (1978). Psychometric theory. New Y ork: McGraw Hill.

Porac,J. F., & Thomas, H. (Eds.) (1989). Managerial thinking in business environments.
Journal of Management Studies, 26(Special Issue), 323-438.

Reger, R.K., & Huff, A.S. (1993). Strategic groups: A cognitive perspective. Strategic
Management Journal, 14,103-124.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



74 Hodgkinson and Clarkson

Roberts, F.S. (1976). Strategy for the Energy Crisis: The Case of Commuter Transporta-
tion Policy. In R. Axelrod (Ed.), Structure of decision: The cognitive maps of
political elites (pp. 142-179). Princeton, NJ: Princeton University Press.

Roske-Hofstrand, R.J., & Papp, K.R. (1986). Cognitive networks as a guide to menu
organization: An application in the automated cockpit. Ergonomics,29,1301-1311.

Salancik, G.R., & Porac, J.F. (1986). Distilled ideologies: Values derived from causal
reasoning in complex environments. In H. P. Sims Jr. & D. A. Gioia Associates
(Eds.), The thinking organization: Dynamics of organizational and social cog-
nition (pp. 75 - 101). San Francisco: Jossey Bass.

Scheper, W.J., & Faber, J. (1994). Do cognitive maps make sense? Advances in Mana-
gerial Cognition and Organizational Information Processing, 5, 165-185.

Schraagen, J.M., Chipman, S.F., & Shalin, V.L. (Eds.) (2000). Cognitive task analysis.
Mahwah, NJ: Lawrence Erlbaum Associates.

Schvaneveldt, R.W. (1990). Proximities, networks, and schemata. In R.W. Schvaneveldt
(Ed.), Pathfinder associative networks: Studies in knowledge organization (pp.
135-148). Norwood, NJ: Ablex Publishing.

Schvaneveldt,R.W., & Durso, F.T.(1981). General semantic networks. Paper presented
at the annual meeting of the Psychonomic Society, Philadelphia.

Schvaneveldt, R.W., Dearholt, D.W., & Durso, F.T. (1989). Network structures in
proximity data. In G. Bower (Ed.), The psychology of learning and motivation:
Advancesinresearch andtheory (Vol. 24, pp.249-84). New York: Academic Press.

Schvaneveldt, R.W., Dearholt, D.W., & Durso, F.T. (1988). Graph theoretic foundations
of Pathfinder networks. Computers and Mathematics with Applications, 15,3377~
45.

Seamster, T.L., Redding, R.E., & Kaempf, G.L. (1997). Applied cognitive task analysis
in aviation. Avebury: Aldershot.

Shadbolt, N., & Milton, N. (1999). From knowledge engineering to knowledge manage-
ment. British Journal of Management, 10,309-322.

Sparrow, J. (1998). Knowledge in organizations: Access to thinking at work. London:
Sage.

Stubbart, C. 1., & Ramaprasad, A. (1990). Comments on the empirical articles and
recommendations for future research. In A.S. Huff (Ed.), Mapping strategic
thought (pp.251-288). Chichester, UK: Wiley.

Swan, J.A. (1995). Exploring knowledge and cognitions in decisions about technological
innovation: Mapping managerial cognitions. Human Relations, 48, 1241-70.

Swan, J. (1997). Using cognitive mapping in management research: Decisions about
technical innovation. British Journal of Management, 8, 183-198.

Swan, J., & Newell, S. (1998). Making sense of technological innovations: The political
and social dynamics of cognition. In C. Eden & J.C. Spender (Eds.), Managerial
and organizational cognition: Theory, methods and research (pp. 108-129).
London: Sage.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



30 Years of Research on Causal Mapping 75

Voyer,J., & Faulkner, R. (1989). Organizational cognition in a jazz ensemble. Empirical
Studies of the Arts, 7,57-77.

Walsh, J.P. (1995). Managerial and organizational cognition: Notes from a trip down
memory lane. Organization Science, 6,280-321.

Weick, K.E., & Bougon, M.G. (1986).Organizations as cognitive maps: Charting ways to
success and failure. In Sims, H.P., Gioia, D.A. and Associates (Eds.), The thinking
organization: Dynamics of organizational social cognition (pp. 102-135). San
Francisco: Jossey-Bass.

Appendix

Supporting Software for the Elicitation, Construction,
Analysis and Comparision of Causal Maps

In all but the very simplest of applications, the use of computer software systems can
greatly assist the researcher in all stages of the causal mapping process, from knowledge
elicitation and map construction to individual and comparative analysis. This is equally
true not only in the case of applications involving the detailed analysis of single
(Cossette & Audet, 1992) or small numbers (Clarke & Mackaness, 2001) of maps, but also
inmuch larger-scale comparative studies (Markoczy & Goldberg, 1995) of causal maps.
Clearly there are times when small-scale, complex ideographic studies, exploratory and
inductive in nature, conducted in the context of under-explored knowledge domains, are
invaluable. In this type of application, which can result in maps containing as many as
several hundred concepts (Eden & Ackermann, 1998a), itis impracticable to analyze the
structure and content of the maps using basic manual procedures. However, much of the
utility of causal mapping techniques in organizational research lies in their application
to larger numbers of individuals and/or groups, comparing their similarities and differ-
ences in arange of contexts and/or over multiple points in time. As noted in the main body
of the chapter, such comparisons are potentially unwieldy, but fortunately recent
developments in mobile computing and associated software advances are paving the
way for new support systems that will rapidly resolve these difficulties.

Generic computer software tools such as ATLAS/ti (Jasinski & Huff, 2002) are enabling
ideographic researchers to tackle more demanding problems and extend their analyses
considerably further than would have been possible using manual coding techniques.
Moreover, software systems devised for the structural analysis of social networks, such
as UCINET (Borgatti, Everett & Freeman, 1992), are potentially also suitable for the
analysis of causal maps, having common mathematical roots in graph theory. Indeed,
many of the structural indices commonly employed by network analysts and routinely
available in software packages to support the analysis of social networks bear a strikingly
close resemblance to those devised by Eden et al. (1992) specifically for the analysis of
causal maps. There is no doubt that these software tools are extending the range of
computer technology broadly capable of supporting causal mapping. One other system
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Table Al. Selected software supporting causal mapping
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Table Al. Selected software supporting causal mapping (continued)
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worthy of brief mention in this connection, before turning to consider more specialist
software tools specifically devised for the analysis of cause maps, is the general
approach known as Pathfinder (Schvaneveldt, 1990; Schvaneveldt & Durso, 1981;
Schvaneveldt, Dearholt & Durso, 1988, 1989). In a similar veinto UCINET, the Pathfinder
algorithms, as implemented in software systems such as KNOT (The Knowledge Network
Organizing Tool) (http://www.interlinkinc.net/Pathfinder.html), are used to explore net-
work structures derived from proximity data (i.e., distance matrices reflecting the degree
of overall (dis)similarity, or some other proximity measure, between concepts). Within
the specific domain of information technology, Pathfinder has been successfully applied
toa variety of problems concerning the design of user interfaces (e.g., Gillan, Breedin &
Cooke, 1992; Roske-Hofstrand & Paap, 1986). As observed by Gillan & Schvaneveldt
(1999), in general, applications in this context (typically involving the analysis of
relatedness ratings) have demonstrated that users are more effective in using interfaces
derived from their revealed models of the system, as identified by the Pathfinder
algorithm, in comparison with existing interfaces.

Although software systems such as ATLAS/ti, UCINET and the Pathfinder algorithm are
proving generally useful as basic support mechanisms in the conduct of causal mapping
research, fully integrated software systems, dedicated to the elicitation, construction,
analysis and comparison of causal maps are ultimately required, if causal mapping is to
fulfill its true methodological and substantive potential. To this end, there have been a
number of advances over the past decade or so and in the remainder of this appendix we
highlight what we consider to be the most significant of these. Due to space limitations
we shall confine our attention to a brief consideration of just three of the more popular
software packages presently available for the dedicated analysis of causal maps, namely,
CMAP2 (Laukkanen, 1994), Decision Explorer® (Eden et al., 1992) and the suite of
programs developed by Goldberg (1996), known as distrat/askmap, in addition to
reporting some ongoing developments of our own. Clearly, all of these systems are
constrained (albeit to varying degrees) by virtue of the underlying assumptions and
concomitant choices that their developers have made in relation to the various issues
discussed in the main sections of this chapter.

CMAP2 (Laukkanen, 1994, 1998) was developed for the comparative analysis of causal
maps derived through interview transcripts and/or documentary sources. A data-based-
orientated PC program, it is intended specifically for use in settings where the input data
take the form of natural communication and key parameters such as the number of
concepts explored, the number of mapped relationships and indeed the number of
participants must be flexible (Laukkenan, 1998). Unfortunately, as observed by Jenkins
(1998), CMAP2 is limited in several important respects. First, no research has been
undertaken to assess the reliability of the processes by which the input data are
transformed into comparable units of analysis. As noted in our discussion concerning
the relative merits of direct vs. indirect elicitation procedures, this is clearly not a problem
unique to CMAP2 but is common to a number of applications of causal mapping
procedures more generally, where the maps have been inferred from interview transcripts
and/or other indirect documentary sources. Clearly, however, if the practice of causal
mapping and the associated application of particular procedures such as CMAP2 are to
gain credence in terms of their scientific legitimacy, there is an urgent need to increase
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the volume and quality of research addressing these and other equally pressing issues
concerning their psychometric efficacy.

Decision Explorer® (Eden et al., 1992), a re-launch of Graphics COPE, the system
developed several years earlier by Eden and his colleagues for use in the context of group
decision support (e.g., Ackermann, Eden & Cropper, 1990; Eden & Cropper, 1990), has
proven to be of immense benefit in the context of building comprehensive cognitive maps
of complex organizational problems. Decision Explorer® allows the researcher to manipu-
late data in ways that enable it to be viewed from a variety of perspectives (Eden &
Ackermann, 1998b). This is helpful not only from an analytical standpoint, but also in
enabling the researcher to actively gain and maintain the interest of participants in the
research process. However, Decision Explorer®, as with Laukkanen’s software package,
was designed primarily for use in the context of local settings, where the focus of
attention is on the intensive analysis of ideographic data, gathered from small numbers
of individuals. It is less suitable for use in the context of larger-scale studies.

In contrast, Goldberg’s (1996) computer programs were designed to perform several of
the tasks associated with the Markoczy-Goldberg approach to causal mapping (Markoczy
& Goldberg, 1995). As discussed in the main body of the chapter, this approach is
potentially very useful in situations that demand the comparative analysis of large
numbers of maps. Unfortunately, however, a number of the statistical procedures as
devised and implemented by Markéczy and Goldberg (1995), including those building on
the earlier work of Langfield-Smith and Wirth (1992), have no accompanying software
provision within the distrat/askmap system, thus rendering their implementation diffi-
cult, if not impossible, using these programs. Nevertheless, the fact remains that the
Markoéczy-Goldberg approach to causal map elicitation, analysis and comparison —and
the earlier work of Langfield-Smith and Wirth, which laid the foundations for these
innovations —represents a major methodological breakthrough. However, if the ultimate
potential of this approach is to be realized, there is an urgent need for further develop-
ments in the provision of user-friendly software, capable of readily implementing the full
range of associated procedures, from elicitation through analysis to comparison, in real-
time environments. At the time of writing, the present authors are in the advanced stages
of actively evaluating such a system. To date, this Windows-based system, known as
Cognizer, has been successfully implemented in the elicitation, analysis and comparison
of well over 200 maps, all gathered in the context of face-to-face interviews, in situ, with
busy employees. (Further details of all of the individual software systems discussed in
this Appendix, including a summary of their main strengths and limitations, together with
information concerning their availability, are presented in Table A1.)
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Chapter 1V

Revealing Social

Structure from Texts:

Meta-Matrix Text Analysis as a Novel
Method for Network Text Analysis!

JanaDiesner
Carnegie Mellon University, USA

Kathleen M. Carley
Carnegie Mellon University, USA

Abstract

Texts can be coded and analyzed as networks of concepts often referred to as maps or
semantic networks. In such networks, for many texts there are elements of social
structure — the connections among people, organizations, and events. Within
organizational and social network theory an approach called the meta-matrix is used
to describe social structure in terms of the network of connections among people,
organizations, knowledge, resources, and tasks. We propose a combined approach
using the meta-matrix model, as an ontology, to lend a second level of organization to
the networks of concepts recovered from texts. We have formalized and operationalized
this approach in an automated tool for text analysis. We demonstrate how this
approach enables not only meaning but also social structure to be revealed through
text analysis. We illustrate this approach by showing how it can be used to discover

the social structure of covert networks — the terrorist groups operating in the West
Bank.
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Introduction

Texts are a typical source of information about meaning, organizations, and society.
Today, a large and growing number of texts are available in an electronic form that
describes, discusses, or displays information about people, the groups to which they
belong, the activities in which they engage, and the resources at their disposal. This data
and its accessibility motivate the development and investigation of automated tech-
niques for extracting the underlying social and organizational structure from such texts
in an effective and efficient way.

In this chapter, we present an automated approach to text analysis that can be used to
extract the underlying social and organizational structure contained in texts. This
approach is based on the following insights. First, texts can be represented as networks
of concepts and the connections between them. These concepts refer to ideas, people,
resources, organizations, events, etc. Second, many of the items referred to, such as
people, are core entities in the structure of groups and organizations. Hence, the
extracted networks contain representations of the social structure — the entities and
relations among them that comprise a group, organization, or society. By classifying the
concepts into entity classes used in defining social structures and partitioning the
extracted network into sub-networks, we have effectively used network analysis of texts
to reveal the social structure represented in texts.

Herein, we describe this approach in detail and explain how we operationalized, formal-
ized, and implemented it into a software called AutoMap that enables analysts to extract
social structure from texts. As part of this work, we have operationalized an ontological
scheme based on the meta-matrix proposed by Carley (2002) for describing social and
organizational structure. This ontology is utilized as part of a hierarchical scheme for
cross categorizing concepts. In this chapter we furthermore demonstrate how analysts
canuse AutoMap to automatically extract not just networks of concepts and the relations
among them, but also classify the concepts and relations between them according to this
ontology. This enables the automatic extraction of views of the social structure.

The chapter begins with a brief overview on the model and methods involved. We then
describe how we formalized and implemented the combination of the meta-matrix model
and the network text analysis technique. This is followed by a substantive example that
we provide in order to illustrate this approach for revealing social structure through the
analysis of texts by extracting an image of the social structure of the terrorists groups
in the West Bank. We conclude with a discussion of the potentials and limitations of our
approach.

Note, this chapter should not be viewed as a description of the West Bank terrorist
groups. We have coded for this chapter only a small sample of texts to illustrate the
technique. No conclusions for this group should be drawn from the results reported
herein.
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Using Network Text Analysis to Code
Texts

In the area of network text analysis, previous research and development have provided
computer-supported solutions that enable analysts to gain a window into social struc-
ture and meaning as represented in texts. Collectively these approaches enable the
analyst to extract networks of concepts and the connections between them from the texts.
These networks are sometimes referred to as maps (Carley, 1997b), networks of centering
words (Corman, Kuhn, Mcphee & Dooley, 2002), semantic nets (Reimer, 1997), semantic
networks (Monge & Contractor, 2001, 2003; Popping, 2003; Ryan & Bernard, 2000),
networks of concepts (Popping, 2000), or networks of words (Danowski, 1993). Herein,
we refer to such techniques using the general term — network text analysis (NTA)
(Carley, 1997b; Popping, 2000). NTA approaches vary on a number of dimensions such
asthe level of automation, a focus on verbs or nouns, the level of concept generalization,
and so on. Nevertheless, in all cases, networks of relations among concepts are used to
reveal the structure of the text, meaning, and the views of the authors. Further, these
networks are windows into the structure of the groups, organizations and societies
discussed in these texts. This structure is implicit in the connections among people,
groups, organizations, resources, knowledge tasks, events, and places.

NTA is aspecific text analysis method that encodes the links between words in a text and
constructs a network of the linked words (Popping, 2000). The method is based on the
assumption that language and knowledge can be modeled as networks of words and the
relations between them (Sowa, 1984). NTA methodologically originates from traditional
techniques for indexing the relations between words, syntactic grouping of words, and
the hierarchical and non-hierarchical linking of words (Kelle, 1997). The method of NTA
enables the extraction, analysis, and concise representation of the complex network
structure that can be represented in texts. Furthermore, NTA covers the analytic
spectrum of classical content analysis by supporting the analysis of the existence,
frequencies, and covariance of words and themes (Alexa, 1997; Popping, 2000). Given
these functionalities, computer-supported NTA is a suitable method for analyzing large
collections of texts effectively and efficiently. Several NTA methods exist (see bullet
items listed below; for more details on methods, see Popping, 2000; Popping & Roberts,
1997). Many have been applied in empirical settings (see discussion by Monge &
Contractor, 2003) such as:

. Centering Resonance Analysis (Corman et al., 2002)

. Functional Depiction (Popping & Roberts, 1997)

. Knowledge Graphing (Bakker, 1987; James, 1992; Popping, 2003)
. Map Analysis (Carley, 1988, 1997b; Carley & Palmquist, 1992)

. Network Evaluation (Kleinnijenhuis, Ridder & Rietberg, 1996)

. Word Network Analysis (Danowksi, 1982).
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Besides the analysis of textual data, current work also focuses on the visualization of
networks extracted from texts (Batagelj, Mrvar & Zaversnik, 2002).

In this research we concentrate on map analysis. Map analysis systematically extracts
and analyzes the links between words in texts in order to model the authors “mental maps”
as networks of linked words. Coding texts as maps focuses analysts on investigating the
meaning of texts by detecting the relationships between and among words and themes
(Alexa, 1997; Carley, 1997a). Maps are a cognitively motivated representation of knowl-
edge (Carley, 1988). In map analysis, a concept is a single idea represented by a single
word or a phrase. A statement is two concepts and the relation between them. A map is
the network of the statements (Carley, 1997b).

Before continuing, it is worth noting that the terminology in this area is very diverse,
having come from a variety of disciplines. Thus to orient the reader and help avoid
confusion, we provide some basic terminology as we will use it herein in Table 1. This

will foreshadow the discussion of the procedure we are proposing in this chapter.

Table 1. Terminology and associated symbols

Term

Definition

Alternative Terms

Examples

Text

A written work.

Sample

Newspaper article,
abstract, Web site,
interview

Text-level concept

Words that appear in text

Word, concept, phrase,
named-entity

Rantissi, Palestine,
Hamas, terrorism,
captured

Higher-level

A word or phrase chosen by

Concept, node

Terrorist, Osama bin

concept the analyst into which other Laden
words or phrases are
generalized
Concept Single ideational kernel Node Terrorism, terrorist,

Friday, 9-11

Entity class

Objective category that can be
used for classifying concepts;
Top level in the ontology

Meta-node, entity,
category, concept type,
node type

People, Organizations

Relation

Connection between concepts

Link, tie, edge,
connection

Rantissi is in the
Hamas

Relation class

Objective category that can be
used for classifying relations
connecting concepts in entity
class “a” to concepts in entity
class “b,” such that “a” and
“b” may or may not be

distinct.

Relation type, Edge
type, Tie type, sub-
network

Social network, is a
member of

concept networks into a set of
networks defined by entity
classes and relation classes

scheme, meta-network

Map The network formed by the set | Network, concept See Figures 3 and 4
of statements (two concepts network, semantic
and the relation between them) | network, network of
in a text. concepts

Meta-matrix Conceptual organization of Ontology, classification | See Tables 2 and 3
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Using the Meta-Matrix as an Ontology

Since NTA can be used to extract networks of concepts, we can leverage the methods
of social network analysis (SNA) to analyze, compare and combine the network of
concepts extracted from the texts (see e.g., Scott, 2000; Wasserman & Faust, 1994 for SNA
techniques). This provides the analyst with tremendous analytical power (see Hill &
Carley, 1999 for illustrative study). If in addition, we cross classify the extracted concepts
into an ontology, particularly one designed to capture the core elements of social and
organizational structure, we gain the added theoretical power of extracting in a systematic
fashion an empirical description of the social and organizational structure. The key would
be to design a useful ontology.

Such an ontology is implicit in the meta-matrix approach (Carley 2003, 2002; Krackhardt
& Carley 1998) to organizational design. Krackhardt and Carley defined an approach to
represent the state of an organizational structure at a particular point in time as the set
of'entities (people, resources, and tasks) and the relations among them. The meta-matrix
approach is a representational framework and a set of derived methods for the compu-
tational analysis of multi-dimensional data that represents social and organizational
systems. The concept of the meta-matrix originates from the combination of:

1.  Information processing and knowledge management (Carley & Hill,2001; Galbraight,
1977; March & Simon, 1973).

2. The PCANS approach (Krackhardt & Carley, 1998), which was later generalized by
Carley and Hill to include knowledge, events, and organizations (Carley, 2002;
Carley & Hill,2001).

Operations research (Carley & Krackhardt, 1999; Carley, Ren & Krackhardt, 2000).

4. Social network analytic techniques and measures (see e.g., Scott, 2000; Wasserman
& Faust, 1994).

The meta-matrix enables the representation of team or organizational structure in terms
of entity classes and relations. In principle, this is an extensible ontology such that new
entity classes and new classes of relations can be added as needed. Each entity class
represents an ontologically distinct category of concepts (or in the social network
language, nodes). Each relation class is a type of link between concepts within entity
class 1 and 2. For the sake of illustration, we use a simple form of the ontology in which
we identify four entity classes — People, Resources (or Knowledge/Skills), Tasks or
Events, and Groups or Organizations (see Table 2 headers). We choose these entity
classes as they are sufficient for illustration and they are critical for understanding the
structure of teams, groups and organizations. The reader should keep in mind that it is
possible to use different entity classes and still think in terms of the meta-matrix
conceptualization (as we do in this chapter). The key aspect for our purposes is that the
meta-matrix defines a set of entity classes and a set of relation classes. This facilitates
thinking systematically about organizational structure and provides a limited hierarchy
for structuring the network of concepts.
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Table 2: Original meta-matrix conceptualization

Meta-Matrix entities People Knowledge/ Events/ Groups/
Resources Tasks Organizations
People Social network | Knowledge Attendance Membership
Network/ Network/ network
Resource Assignment
Network Network
Knowledge/Resources Information Needs Organizational
Network/ network capability
Substitution
Network
Events/Tasks Temporal Institutional
Ordering/ support or
Task Flow/ attack
Precedence
Organizations Interorganizational
network

Based on Carley (2002, 2003)

Between any two entity classes there can be one or more classes of relations. For example,
between people and people we can think of a number of relations including, but not limited
to, communication relations, friendship relations, or money/exchange relations. To
orient the reader, in Table 2, common labels for the network formed by linking the row
and column entity classes are identified. The data in a meta-matrix represents the
structure of the group or organization at a particular time. It can be analyzed to locate
vulnerabilities, strengths, features of the group, to identify key actors, and to assess
potential performance. In summary, the meta-matrix approach allows analysts to model
and analyze social systems according to a theoretically and empirically founded schema
(Carley, 2003). By employing this approach as an ontology, we enable the analyst to
extract and analyze social systems as described in texts.

Combining NTA and Meta-Matrix
Approaches

Intexts, the links between words (concepts) are implicit. Hence, extracting a network of
concepts from a text, and classifying this network via the meta-matrix ontology, requires
an inference process. The links, or relations, between concepts must be extracted based
on the semantic, syntactic, and contextual information given in a text (Carley, 1986;
Carley, 1988; Popping, 2003). Making the meta-matrix approach available for NTA can
provide analysts with a novel technique for extracting textual networks that reveal the
relationships within and between the elements that compose a network and that were
classified a priori according to the meta-matrix model. The features of the textual data
thatare relevant to the analyst can then be represented as a network structure of the meta-
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matrix entity classes and the connections between these classes. Such a network makes
the structure of social systems, which is implicitly contained in texts visible and
analyzable.

How did we combine and formalize the meta-matrix approach and map analysis technique,
which is a specific type of NTA? We utilized the meta-matrix model as an extension of
NTA in general and map analysis in specific by instantiating the following five step
procedure:

1. Concept Identification: identify the concepts in texts that are relevant to the
analyst’s research question. As part of this process, the analyst may first want to
generalize many text-level concepts into higher-level concepts.

2. Entity Identification: define an ontology for capturing the overall structure
described in the text. We use the basic meta-matrix. Other analysts may wish to
adapt this to their research question. Note, step 1 and 2 can also be done in reverse
order.

3. Concept Classification: classify the identified concepts into the relevant entity
classes in the meta-matrix. Given the vagaries of the language it may be that some
concepts need to be cross-classified in two or more entity classes.

4. Perform Map Analysis: automatically extracting the identified concepts and the
relations among them from the specified texts. This results in a map or conceptual
network. Since the concepts are classified by entity classes, the resulting concept
network is hierarchically embedded in the ontology provided by the meta-matrix.
Inessence then, there are three networks. First, there is the concept network where
the nodes are concepts (many of which are higher-level concepts). Second, there
is the entity network where the nodes are the entity classes and the links are the
connections among and between the entity classes. Third, there is the network
embodied in the meta-matrix thesaurus, connecting concepts in entity classes to
concepts in the same or other entity classes. Finally, there is the network (embodied
in the meta-matrix thesaurus), connecting concepts to entity classes.

5. Graph and Analyze Data: the final step is to take the extracted data for each text,
the network, and graph and analyze it in general and by cells in the meta-matrix. As
part of this analysis, the resultant networks from different texts can be combined
and compared. Note the analysis can occur at the concept network level (map
analysis), the entire meta-matrix level (meta-matrix text analysis), and the sub-cell
level (sub-matrix text analysis).

We refer to these five steps as the method of meta-matrix text analysis. With this novel
technique we hope to contribute towards the analysis of complex, large-scale data and
social systems and providing profound multi-level access to the meaning of textual data.
We note that these steps begin to bridge the gap between NTA and a more interpretive
analysis of texts. The meaning of concepts is revealed by virtue of other concepts they
are connected to. In the meta-matrix approach, the meaning of concepts is revealed both
by what other concepts they are connected to and by what type of entity classes into
which they fall.
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Implementation of Meta-Matrix Text
Analysis

We have implemented our formalization of the technique of meta-matrix text analysis in
a network text analysis tool called AutoMap (Diesner & Carley, 2004). AutoMap is a
software application that helps analysts to extract, analyze, represent, and compare
mental models from texts. The tool performs computer-supported content analysis, map
analysis, meta-matrix text analysis, and sub-matrix text analysis. The latter two types of
analysis we discuss in this section. The more classic content analysis and map analysis
were previously described in Carley and Palmquist (1992) and Carley (1997a).

Steps 1 to 3 in meta-matrix text analysis may involve a thesaurus. A thesaurus in general
is a two-columned collection that associates text-level concepts with higher-level
concepts (Burkart, 1997; Klein 1997). The text-level concepts represent the content of a
data set, and the higher-level concepts represent the text-level concepts in a generalized
way. Thesauri are created by reading a set of texts, using pre-defined material, and/or
deriving pairs of concepts and higher-level concepts from theory (Burkart 1997; Kelle
1997; Klein, 1997; Zuell & Alexa 2001). The terminology of a thesaurus depends on the
content and the subject of the data set.

Thesauri play a key role in any AutoMap coding. AutoMap in performing content
analysis or map analysis can utilize a generalization thesaurus. In this thesaurus, the
analyst can reclassify words in relation to other words on the basis of shared meaning,
spelling errors, aliases, etc. Further, phrases that refer to a single ideational kernel — such
as “Weapons of Mass Destruction” — can be reclassified as a single concept — WMD.
When texts are pre-processed by AutoMap, using a generalization thesaurus, idiosyn-
cratic differences in writing style, multi-word-concepts and wording errors can be
eliminated. This generalization process facilitates identifying true conceptual similarities
and differences across texts. The creation of the generalization thesauri is step 1, concept
identification, in the coding procedure.

When AutoMap is used to perform a meta-matrix text analysis, a second type of thesaurus
can also be employed. This second thesaurus, the meta-matrix thesaurus, contains the
translation of concepts into the entity classes in the meta-matrix. When texts are
processed with a meta-matrix thesaurus, the organizational structures described in the
text can be extracted. Since one concept might be indicative of several meta-matrix entity
classes, ameta-matrix thesaurus can consist of more than two columns. For example, the
concept military falls into two entity classes — Organization and Resource. The specific
entity and relation classes used for the meta-matrix approach in this chapter are presented
in Table 3.

Note that in applying the meta-matrix conceptualization to terrorist groups, we have
extended the original conceptualization (see Table 2) by treating Knowledge and
Resource as separate entities (Carley & Reminga, 2004) and by adding Location as a
primary entity. Further, we generalized people into Agent to reflect the fact that often
names are not known and people are identified by actions such as “victim killed.” Since
this is an extensible ontology, these changes pose no harm to the underlying theory. We
did this extension as knowledge, resources, and location are meaningfully unique entities
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Table 3. Meta-matrix model formalization used in AutoMap — entity classes and
relation classes

Meta-Matrix | Agent Knowledge | Resources Tasks/ Organizations | Location
Entities Event
Agent Social Knowledge | Capabilities | Assignment | Membership Agent
network | network network network network location
network
Knowledge Information | Training Knowledge | Organizational | Knowledge
network network requirement | knowledge location
network network network
Resources Resource Resource Organizational | Resource
network requirement | Capability location
Network network network
Tasks/ Events Precedence | Organizational | Task/Event
network assignment location
network network
Organizations Inter- Organizatio
organizational | nal location
network network
Location Proximity
network

for research in the area of covert networks. By extending the meta-matrix as shown in
Table 3, we have done step 2, entity identification, of the coding procedure.

The analyst can use none, one or both types of thesauri, generalization and meta-matrix,
to analyze texts with AutoMap. In general, the analyst may find it useful to first create
aword list, then a generalization thesaurus, then a meta-matrix thesaurus. Building these
thesauri can be done iteratively as new texts are added to the available set, as AutoMap
minimizes the cost of coding and recoding texts. The larger the corpus of texts being
analyzed, the more time is saved.

When using the meta-matrix thesaurus, AutoMap allows the analyst to associate a text-
level concepts or higher-order concepts from the generalization thesauri with one,
multiple or no entity classes, and to add user-defined entity classes. This process of
associating concepts with entity classes is step 3, concept classification, in the coding
procedure.

When AutoMap applies the meta-matrix thesaurus, it searches the text set for the
concepts denoted in the meta-matrix thesaurus and translates matches into the corre-
sponding meta-matrix entity classes as specified by the analyst. When performing meta-
matrix text analysis, AutoMap links the meta-matrix entity classes in the texts that were
pre-processed with a meta-matrix thesaurus into statements, and builds one concept
network per text that is cross-coded in terms of the meta-matrix, thus resulting also in a
meta-matrix. This automated network creation is step 4, perform map analysis, in the
coding procedure.
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The resulting networks can be analyzed at varying levels during step 5, graph and analyze
data. For example, the analyst might be interested in seeing and analyzing the networks
of the text-level concepts that represent all or only some of the meta-matrix categories.
We implemented this functionality as sub-matrix text analysis. Each cell in Table 3
denotes a sub-matrix. Sub-matrix analysis distills one or several sub-networks from the
meta-matrix and presents text-level concepts in the chosen entity classes. This routine
enables a more thorough analysis of particular sections of the meta-matrix, such as
Agent-by-Agent networks (social networks), or Organization-by-Resource networks
(organizational capability networks). When performing sub-matrix text analysis, AutoMap
links the concepts representing the meta-matrix entity classes selected by the analyst
into networks.

With the implementation of meta-matrix text analysis and sub-matrix text analysis in
AutoMap, we hope to contribute to the investigation of the network structure of social
and organizational systems that are represented in texts. With these techniques we aim
to provide a reasonable extension of the base technology of computer-supported
network textanalysis and a practical implementation of the meta-matrix model. In the next
section we demonstrate how these novel techniques can help analysts to detect the
meaning and underlying social structure inherent in textual data in order to answer related
research questions.

Illustrative Example of the Application
of Network Text Analysis

To demonstrate the meta-matrix approach to NTA we use a small sample data set of 18
texts. Each text will be coded using the proposed approach and the AutoMap software.

Data

This text sample is a sub-sample drawn from a larger text collection that consists of 191
texts collected at CASOS about six major terrorist groups that operate in the West Bank.
These groups are the Al Aksa Martyrs Brigades, Al Fatah, Al Qaeda, Hamas, Hezbollah,
and the Islamic Jihad. We gathered the texts from LexisNexis Academia via exact matching
Boolean keyword search for each of the groups. The media that we searched with
LexisNexis were The Economist, The Washington Post,and The New York Times. The time
frame of our data set ranges from articles published in 2000 to 2003. We sorted the
retrieved texts by relevance, screened the top most texts, and selected up to three texts
per organization and year for our dataset. The sub-sample from this corpus that we work
with in this chapter consists of one text per terror group from each medium from 2003
(Table 4). This sub sample of 18 texts contains 3,035 unique concepts and 13,141 total
concepts. The number of unique concepts considers each concept only once, whereas
the number of total concepts also counts repetitions of concepts. The reader should keep
in mind that the small size of this data set and the fact that the texts were chosen across
groups rather than within groups is likely to lead to more overall concepts and fewer
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relations among them. A discussion of Hamas and Yassin may be unlikely to refer to a
discussion about al Qaeda and bin Laden; whereas, it is more likely to refer to Rantissi.

This text set is a suitable illustrative example because the detection of covert networks
such as terrorist groups is one application domain for meta-matrix analysis (Carley,
Dombrowski, Tsvetovat, Reminga & Kamneva, 2003). Since texts are a widely used source
of information about terrorist groups, a technique for pulling networks classified
according to the meta-matrix scheme from this type of data is needed. The results of this
sample study are neither a valid indication of these terrorist groups nor a formal validation
ofthe method of meta-matrix text analysis, but show what information the analyst can gain
from this novel technique.

Data Pre-Processing (Concept ldentification)

The quality of the map (or network) extracted from the text can be enhanced by pre-
processing the data prior to running the analysis: Text pre-processing condenses the
data to the concepts that capture the features of the texts that are relevant to the analyst.
This technique is also the first step in the procedure of performing meta-matrix text
analysis (see section 4). In a previous publication we have described text pre-processing
strategies and results with AutoMap in detail (Diesner & Carley, 2004). As a first pre-
processing technique we applied a delete list customized for this dataset!. Deletion
removes non-content bearing concepts such as conjunctions and articles from texts
(Carley, 1993). This reduces the number of concepts the analyst needs to consider when
forming thesauri. Then we stemmed the texts with the AutoMap stemmer, which is based
on the Porter Stemmer (Porter, 1980). Stemming detects inflections and derivations of
concepts in order to convert each concept into the related morpheme (Jurafsky & Martin,
2000). Stemming simplifies the process of constructing a generalization thesaurus and
can often eliminate spelling errors and typos. Then we used AutoMap’s Named-Entity
Recognition functionality. Named-Entity Recognition retrieves concepts such as proper
names, numerals, and abbreviations contained in a text set (Magnini, Negri, Prevete &
Tanev, 2002). This technique helps to index agents, organizations, places, and events
and facilitates building the meta-matrix thesaurus. There were 591 named entities in our
dataset. This list of named entities was used to:

1. Translate relevant phrases into a unit that will be recognized as a single concept.
This can be realized in the generalization thesaurus in AutoMap by, e.g., replacing
the spaces by words that are separated with underscores.

Table 4. Dataset — number of texts that terror group appears in

Source Aksa Fatah Hamas Hezbollah Islamic al Qaeda
Jihad
1

The Washington Post
The New York Times
The Economist

Total

IR
R |ro—
ol |wo
A=~
B—|—[r

2
2
5
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Examples:

Holi Warinto Holy War. The apparent misspelling of Holi results from
stemming.

Golan Height into Golan_Heights.

2. Translate people’s names, various versions of their names as they appear in the
data set, aliases and synonyms that these people use into the organization that this
person is associated with.

Examples:

Dr. Abdel Aziz Rantisi and Dr. Rantisi into Aziz_Al-Rantisi, who is a
member of Hamas.

Mahmoud Abba and Abu Mazen into Mahmoud Abbas, who is a
member of the Palestinian Authority.

3. Translate various spellings of a group and synonyms for groups into one unique
name of the related group or organization.

Examples:

Hizbullah into Hezbollah.

Islamic Resistance Movement into Hamas.

Thesaurus Creation

The resulting 170 pairs of associations of text-level concepts with higher-level concepts
formed a generalization thesaurus. As noted, a generalization thesaurus translates text-
level concepts into higher-level concepts. A single higher-level concept typically has
multiple text-level entries associated with it in a thesaurus. For example, Imad Falouji (the
higher-level concept), a Hamas member, appeared in the text set as Imad Falouji and Mr.
Falouji (two related text-level concepts). The more text-level entries are associated with
a higher-level concept, the greater the level of generalization being employed by the
analyst.

Since no pre-defined thesaurus was available to us that would have matched terrorism-
related concepts to meta-matrix entity classes, we built a second generalization thesau-
rus. After applying the generalization thesaurus, we built and applied a second gener-
alization thesaurus with 50 entries that translates people’s names into organizations or
more abstract groups with which these people are associated. We used four basic
guidelines:

1. Members of the six terrorist groups that the data set focuses on into the related
terrorist organization.
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Examples:

Aziz Al-Rantisi into Hamas.

2. Representatives of the governments of various countries into the country’s
government.

Examples:
Omar Sulieman into Egypt_Government.

Mahmoud Abbas into Palestinian_Authority.

3. People’s names into organizations or abstract groups that they belong to.

Examples:
Hans_Blix, Kofi Annan, and Michael Chandler into UN.
Hanadi Jaradat and Saed Hanani into Suicide_ Bomber.
Haviv_Dodon, Muhammad Faraj
Samer Ufiinto Victim_Killed.

In doing this, the basic principle we were applying was to retain specific actors — those
who appeared to play primary roles, whereas secondary actors were reclassified by their
role, such as victim. Not all names of people that can be associated with a group were
translated into the related group. We applied this strategy in order to enable us to
retranslate the entity class Agent, to which we assigned these names in the meta-matrix
thesaurus that we applied after the second generalization thesaurus, into the names of
key players relevant to us in a sub-matrix text analysis that can be run after the meta-matrix
text analysis. Names that we decided not to match with an organization are for example
Osamabin Laden, Yasser Arafat and Ariel Sharon. This level of maintenance of detail of
information always depends on the research question or goal. Our goal was to detect the
network structure of terrorist groups.

After finishing the generalization process? we built and employed a meta-matrix thesau-
rus. In order to support the analyst in matching text-level concepts against meta-matrix
categories, AutoMap offers the options to: a) load a list of all unique concepts appearing
in the text set into the left most column of the meta-matrix thesaurus or b) save a list of
aunion of all unique concepts on a directory of the analyst’s choice. In the next step the
analyst has to manually go through this list and to decide whether or not to associate
each single concept with meta-matrix categories. Our dataset contained 2,083 unique
concepts after applying the generalization thesauri. Of these unique concepts, 303 were
assigned to a single entity class in the meta-matrix, and 23 of them to two entity classes
(Table 5, sum of column one). A total of 1780 of the 2083 unique concepts we did not
assigned to any meta-matrix entity class, but they were kept as non-categorized con-
cepts. The creation of a meta-matrix thesaurus is step 3, concept classification, in the
procedure of performing meta-matrix text analysis (see section 4).
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Table 5. Creation and application of meta-matrix thesaurus (sorted by frequency)

Category Cumulated sum of Cumulated sum of Cumulated sum of
assignment of concepts | appearance of entity linkage of concepts
to entity classes in the classes in texts after associated with meta-
meta-matrix thesaurus | application of meta- matrix entity classes

matrix thesaurus into statements

Organization 48 569 434

Location 81 404 404

Agent 54 250 217

Resource 75 261 188

Task-Event 27 168 146

Knowledge 41 134 128

In the next step we applied the meta-matrix thesaurus to the data set® and ran a meta-matrix
text analysis on the pre-processed text set*. This technique forms step 4, perform map
analysis, in the procedure of performing meta-matrix text analysis (see section 4).

Characteristics of the Textual Networks
as Meta-Matrices (Graph and Analyze
Results)

In this section, we report the results of the meta-matrix text analysis and sub-matrix text
analysis we ran on our data set. This task is step 5 in the procedure of performing meta-
matrix text analysis. The intent in this section is to illustrate the type of results and graphs
possible using the proposed meta-matrix approach to NTA, not to present a comprehen-
sive analysis of terrorist networks. In doing this example, we will analyze: 1) unique and
total frequencies of the concepts and statements, 2) unique and total frequencies of the
statements that were formed from concepts associated with meta-matrix entity classes,
and 3) the distribution of statements formed from meta-matrix entity classes across the
data set.

For our analysis we considered the six meta-matrix entity classes in Table 3. Therefore,
we have six unique entity level concepts. Considering only concepts that fall into one
or more of these categories, we found an average of 99.2 total concepts per text, ranging
from 37 to 163. Based on these concepts, on average of 18.9 unique statements (ranging
from 8 t029) and 45.7 total statements (ranging from 12 to 84) were formed per text. Thus,
on average, each unique statement appeared 2.4 times per text. Theoretically, each text
could contain up to 36 unique statements. The theoretic maximum would be achieved if
there existed at least one concept associated with each entity, and at least one concept
of'each entity formed a statement with at least one concept in each other entity class. The
multiple occurrences of unique statements are expressed in the number of total state-
ments.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Revealing Social Structure from Texts 95

Across the 18 meta-matrices extracted from our sample texts, 822 total statements were
formed within and between the cells of the meta-matrix (see Table 6 for distribution of total
statements across meta-matrix). Notice that the upper and lower triangle of the meta-
matrix in Table 6 are not symmetric. For example, in Table 6 from Resource (row) to
Organization (column) there are a total of 23 statements, but from Organization (row) to
Resource (column) there are a total of 35 statements. Indeed, there is no need for
symmetry as the relations between concepts (edges between nodes) found with AutoMap
are directed, which is inherently pre-defined by the directed structure of language. The
results in Table 6 show that concepts associated with each meta-matrix entity class
appears approximately as often in posterior positions of statements (last row in Table 6)
as in anterior positions (last column in Table 6). Thus, the in-degree or receptivity of a
meta-matrix entity class approximately equals the out-degree or expansiveness of the
class. Thisis due, in part, to the use of proximity in the text to place links among concepts
and reflects, if anything, the lack of overly stylized sentential form.

Within the meta-matrix, the entity class that linked most frequently to other entity classes
was Organization (179 links), followed by Location (108), Agent (95), Resource (71), Task-
Event (66), and Knowledge (53). If we do not look at these absolute values, but at
percentages of the linkage of meta-matrix entity classes to the same or other entity
classes, our results reveal that concepts in the entity class Task-Event are more likely
to be connected to concepts in classes other than Task-Event. In contrast to Task-Event,
concepts in the entity class Location are most likely to link to other Location concepts
(Table 7).

Furthermore, the results indicate that within the networks that we extracted from the texts,
most information refers to membership networks (13.8% of all statements, Figure 1).

Table 6. Number of links (total number of statements) between meta-matrix categories

Meta-Matrix | Agent | Knowledge | Resource | Task- Organization | Location | Sum
Event

Agent 24 8 8 12 55 12 119
Knowledge 10 18 9 3 20 11 71
Resource 8 9 39 11 23 20 110
Task-Event 13 7 9 10 20 17 76
Organization 58 23 35 19 90 44 269
Location 9 10 17 25 47 69 177
Sum 122 75 117 80 255 173 822

Table 7. Linkage of meta-matrix entity classes

Meta-Matrix entity | With same entity | With other entity
class class (%) classes (%)
Task-Event 13 87
Agent 20 80
Knowledge 25 75
Organization 33 67
Resource 35 65
Location 39 61
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Figure 1: Total number of links between meta-matrix categories
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Although there is also substantial information on inter-organizational networks (11.1%)
and organizational location networks (10.4%). The least information is provided on
precedence networks (1.2%) and knowledge requirement networks (1.2%). This suggests
that more is known, or at least presented in the news, about who the terrorists are and
where they are than about what they do when and what they need to know in order to
engage in such actions or why.

The analysis of the distribution of statements formed from meta-matrix entity classes
across the text set reveals that all entities are covered in at least one third of the texts.
In addition, Organization, Location, and Agent classes appear in more than half of the
texts (Table 8). Again, this suggests that more is reported about who and where than
about what, how and why. We note that a human reading of these texts may pick up a
little more about what and how, although such information does appear to be less
common in general in the texts used for this purely illustrative analysis.

Table 8: Number of texts in that links appears

Meta-Matrix | Agent Knowledge | Resource | Task- Organization | Location | Sum
Event
Agent 13 5 6 10 17 9 10.0
Knowledge 7 9 5 3 9 5 6.3
Resource 4 9 7 12 11 7.8
Task-Event 9 3 7 4 11 10 7.3
Organization 17 11 13 11 18 16 14.3
Location 7 7 10 11 17 14 11.0
Sum 9.5 6.5 8.3 7.7 14.0 10.8 9.5
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In Figure 1 and Tables 6 and 8, we have been discussing the total links or statements.
Looking at the total links provides information about the overall structure of the
discussion and the elements of the structure (agents, knowledge, etc.) that are consid-
ered critical by the authors or for which they have a wealth of information. It is often useful
to ask about unique links, however, if we want to understand the structure itself. In Figure
2, wedisplay the number of links per sub-matrix that are unique. That is, a link or statement
is only counted once regardless of how many texts it appears in.

Comparison of Figures 1 and 2 shows that a great deal of information — particularly in
the Agent-to-Agent sub-matrix is repeated across texts. This suggests that either many
of'the texts were discussing the same information (repetition), or they got their informa-
tion from the same source. Note that if we knew that each source was unique, then the
difference between the total (Figure 1) and the unique (Figure 2) would be an indicator
of the reliability of the information.

The overall structure for this covert network is very sparse. In some sense, based on these
texts, more is known about the affiliations, locations, resources, and knowledge of agents
and organizations than is known about the interrelations of knowledge, resources and
tasks (Table 9). Further, if we compare the number of unique links (Table 9) to the number

Figure 2. Number of unique links between meta-matrix categories
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Table 9. Number of links (unique number) between meta-matrix categories

Meta-Matrix Agent | Knowledge Resource Task-Event Organization Location
Agent 13 12 10 19 34 16
Knowledge 9 9 6 20 12
Resource 9 14 25 21
Task-Event 4 22 21
Organization 18 33
Location 14
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of texts that contain links (for each sub-matrix) (Table 8) we see that the two tables are
similar. In other words, many links appear in only one text. It is interesting to note which
sub-matrices have more unique links than texts —e.g., the Agent-by-Knowledge and the
Organization-by-Knowledge sub-matrices. This indicates that the texts that discuss the
knowledge network tend to do so by discussing multiple linkages (e.g., all of these people
know item z). Whereas texts that discuss, e.g., the social network (Agent-by-Agent) are
more likely to simply talk about a single pair of actors and the nature of their relationship.
Whether this pattern of reporting would hold in other cultures is debatable.

Beyond learning about the network structure of the meta-matrices and the distribution
of concepts and connections between them across the sample data, analysts might be
interested in investigating in more detail the concepts and links contained in the meta-
matrix. In order to gain this knowledge, sub-matrix text analysis® can be run. For

Table 10: Who has what means? Organizational capability network (organization by
resource)

Statements formed from Higher-Level Concepts (Sub-Matrix Analysis)

Sample text 1: Sample text 2:

1 Al-Qaeda — training camp 1 Al-Aksa - assets

1 network- Hawala 1 Al-Aksa - money

1 Hawala — money 1 Hamas - sponsoring

1 finance — network 1 aid - Hamas

1 camp - US-Government 1 aid - Treasury Department

1 money - Hamas

1 support - Hamas

1 Treasury - assistance

1 US-Government - assistance
1 assets - Treasury Department

Table 11: Who knows what? Knowledge network (agent by knowledge)

Statements formed from Higher-Level Concepts (Sub-Matrix Analysis)
Sample text 1: Sample text 2:
1 chairman — monitoring 1 FBI - Analyst
1 evidence — Saddam Hussein

Table 12: Who is located where and does what? (Localized assignment network: agent
by task-event by location)

Statements formed from Higher-Level Concepts (Sub-Matrix Analysis)
Sample text 1: Sample text 2:

1 Saddam Hussein - Iraq 1 arrest - Leader

1 Leader - Germany
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illustrating the results of this procedure, we show a map from the same text in Tables 10
to 12. A map contains one coded statement per line and its frequency.

These various sub-matrix networks enable a better understanding of what attributes of
the meta-matrix link to other attributes, and with what strength. All three sub-matrices
together enable a broader view of the situation. Figures 3 and 4 illustrate this broader
picture. The comparison of figures 3 and 4 illustrates that text 1 presents a more
disconnected story than does text 2. Further, even if the two stories were combined, the

Figure 3: Visualization of sub-matrices from sample text 1
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overall map would tell us little about the structure of the two terrorist groups — al-Qaeda
and Hamas.

Meta-matrix data and sub-matrix data generated with AutoMap can be saved and then
re-analyzed outside of AutoMap using standard social network analysis tools. AutoMap
can both code these networks and then output them in two useful exchange formats for
use with other network analysis tools — DL for UCINET and DyNetML for ORA
(www.casos.cs.cmu.edu/projects/ORA, Carley and Reminga, 2004). For this chapter, we
use ORA asitenables the analysis of all the cells in the meta-matrix at once. In either case,
the combination of text and network analysis enables the analyst to readily combine rich
textual data with organizational data connected through other methods, thus enhancing
the analysis process.

Discussion-Features and Limitations

The techniques of meta-matrix text analysis and sub-matrix text analysis described herein
can support analysts in investigating the network structure of social and organizational
systems that are represented in textual data. Furthermore, these novel and integrative
methods enable analysts to classify words in texts into entity classes (node types)
associated with networks common to organizational structures according to a theoreti-
cally and empirically validated ontology — the meta-matrix.

The validity of the method and the results presented in this chapter are constrained by
the little experience we gained so far with these novel techniques, the small number of
texts analyzed, and the implementation of the techniques into one software. The tool
should also be applied to multiple larger data sets.

Lessons Learned

In general, we find that the entity-name recognizer greatly enhances the ability to locate
concepts associated with the meta-matrix ontology. In particular, it facilitates locating
Agents, Organizations, and Locations. For entity classes that are less associated with
proper nouns, the name recognizer is of less value.

Coding texts using AutoMap is not a completely automated process. However, AutoMap
does provide a high degree of automation that assists the user and increases the
efficiency and effectiveness of meta-matrix text analysis in comparison to manual coding.
As with most text analysis techniques that seek to extract meaning, significant manual
effort needs to be expended on constructing the delete list and thesauri, even though the
method is computer-supported. For example, the delete list used in this study took 30
minutes to construct. However, the thesauri (and there are three) took four days to
construct. Thesauri enable the minimization of miscoding, as in missed relations, due to
aliases and misspellings, and differences due to the underlying languages. Analysts
have to decide on an optimal trade-off between speed of the computer-supported

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Revealing Social Structure from Texts 101

research process and enhancement of the quality of automated coding caused by the
manual creation and refinement of pre-processing tools according to their goals and
resources.

It is worth noting that significant improvement over straight manual coding can be
achieved by building thesauri and delete lists based on only a fraction of texts. As more
texts in this domain are coded, we will have to expend relatively little additional effort to
expand the delete and thesauri list. For example, we suspect that hundreds of additional
texts will be codable with maybe only a day more attention to the thesauri. The reason
is that, when in the same domain, construction of thesauri is like building a sample via
the snowball method (i.e., with each iteration fewer and fewer novel concepts are found).
How large that fraction should be is a point for future work. However, preliminary studies
suggest 10% is probably sufficient. Future work should explore whether intelligent data
mining and machine learning techniques can be combined with social network analysis
and text analysis to provide a more automated approach to constructing thesauri on the
fly.

We also find that the higher the level of generalization used in the generalization
thesaurus, the greater the ability to compare two diverse texts. Not counting typographi-
cal errors, often the translation of two to ten text-level concepts per high-level concept
seems sufficient to generate a “language” for the domain being studied.

We note that when forming thesauri, it is often critical to keep track of why certain types
of concepts are generalized into others. At the moment there is no way to keep that
rationalization within AutoMap. In general, the user should keep a lab notebook or read-
me file for keeping such rationalizations.

Finally, we note that for extracting social or organizational structure from texts a large
corpus is needed. The point here is comprehensiveness, not necessarily a specific
number of texts. Thus, one might use the entire content of a book that describes and
discusses an organization or a large set of newspaper articles. In building this corpus,
not all texts have to be of the same type. Thus, the analyst can combine newspaper
reports, books, board-of-directors reports, Web pages, etc. Once the networks are
extracted via AutoMap they can be combined into a comprehensive description of the
organization being examined. Further, the analyst needs to pre-define what the basic
criteria are for including a text in the corpus — e.g., it might be publication venue, time
frame, geographic area, specific people, organizations, or locations mentioned.

Considerations for Future Work

We also note that the higher the level of generalization, the more ideas are being inferred
from, rather than extracted from, the texts. Research needs to be done on the appropriate
levels of generalization. Note that the level of generalization can be measured as the
average number of text-level concepts associated with each higher level concept.

One of the strengths of NTA is that the networks extracted from the texts can be combined
in a set theoretic fashion. So we can talk about the network formed by the union or
intersection of the set of networks drawn from the set of texts. When combining these
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networks we can, for each statement, track the number of texts that contained that
statement. Since a statement is a relation connecting two concepts, this approach
effectively provides a weight for that relation. Alternatively, the analyst can compute
whether any text contained that statement. In this case, there are no weights and the links
in the network are simply present or not (binary). If these texts represent diverse sources
ofinformation, then the weights are indicative of the certainty or verifiability of a relation.
Future work might also explore utilizing Bayesian learning techniques for estimating the
overall confidence in arelation rather than just summing up the number of texts in which
the statement was present.

We also note that when people read texts there is a process of automatic inference. For
example, when people read about a child talking to a parent they infer based on social
experience thatthe child is younger. Similarly, itappears that such inferences are common
between the entity classes. For example, if Agent X has Resource Y and Knowledge K
isneeded touse Resource Y, then in general Agent X will have Knowledge K. Future work
needs to investigate whether a simple inference engine at the entity class level would
facilitate coding. We note that previous work found that using expert systems to assist
coding in terms of adding general social knowledge was quite effective (Carley, 1988).
Thus, we expect this to be a promising avenue for future research.

Finally, we note that the use of an ontology adds a hierarchical level to the coding. This
is invaluable from an interpretative perspective. There is no reason, conceptually, why
multiple hierarchical levels could not be added, denoting finer and finer levels of detail.
We suspect however, based on the use of hierarchical coding schemes in various
scientific fields (e.g., biology and organization theory) that: a) such hierarchies are likely
tonotbe infinitely deep, b) a certain level of theoretical maturity and consensus in a field
is needed for such a hierarchy to be generally useful, and c) eventually we will need to
move beyond such a “flat” scheme for extracting meaning. As to this last point, by flat
what we are referring to is the fact that a hierarchy can be completely represented in two
dimensions. We found, even when doing this limited coding that some text-level
concepts and higher-level concepts needed to be cross-classified into two or more entity
classes. As more levels are added in an ontological hierarchy, such cross classification
islikely to occur at each level, resulting in a network of inference, not a simple hierarchy
and so a non-flat structure. Future work should examine how to code, represent, and
reason about such networks.

Conclusion

One of the key advantages of classic content analysis was that macro social change could
be tracked by changes in content, and over- or under-representation of various words.
For example, movements toward war might be signaled by an increasing usage of words
describing hostile acts, foreign powers, and weapons. One of the key advantages of
Network Text Analysis (NTA) over standard text analysis is that it enables the extraction
of meaning and enables interpretation by signaling not just what words are used but how
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they areused. This enables differences and similarities in viewpoints to be examined, and
it enables the tracking of micro social change as evidenced by changes in meaning. By
adding an ontology to NTA, differences and similarities in viewpoints about a meta-
structure described or discussed in the text can be examined.

In this chapter, we used the meta-matrix ontology as we were interested in the underlying
social/organizational structure described in the texts. Several points are critical to note.
First, the mere fact that we used an ontology to define a set of meta-concepts enables
the extraction of a hierarchy of meaning thus affording the analyst with greater interpre-
tive ability. Second, any ontology could be used, and the analyst needs to consider the
appropriate ontology for their work. In creating this ontology the analyst wants to think
in terms of the set of entity classes and the relations among them that define the second
level network of interest. For us, these entity classes and relations were those relevant
to defining the organizational structure of a group.

The proposed meta-matrix approach to text analysis makes it possible to track more micro
social change in terms of changes, notjustin meaning, but in the social and organizational
structures. Using techniques such as this facilitates a more systematic analysis of
groups, broadens the types of questions that can be effectively answered using texts,
and brings the richness of textual information to bear in defining and understanding the
structure of the organizations and society in which we live.
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Endnotes

! The delete list was applied with the rhetorical adjacency option. Rhetorical
adjacency means that text-level concepts matching entries in the delete list are
replaced by imaginary placeholders. Those place holders ensure that only con-
cepts, which occurred within a window before pre-processing, can form statements
(Diesner & Carley, 2004).

2 We did not choose the thesaurus content only option. Thus, adjacency does not
apply.
3 We used the thesaurus content only option in combination with the rhetorical

adjacency. Thus, the meta-matrix categories are the unique concepts.

4 We used the following statement formation settings: Directionality: uni-direc-
tional, Window Size: 4, Text Unit: Text (for detailed information about analysis
settings in AutoMap see Diesner & Carley, 2004).
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3 Sub-Matrix selection was performed with the rhetorical adjacency option.

i This work was supported in part by the National Science Foundation under grants
ITR/IM 11S-0081219, IGERT 9972762 in CASOS, and CASOS — the Center for
Computational Analysis of Social and Organizational Systems at Carnegie Mellon
University (http://www.casos.cs.cmu.edu). The views and conclusions contained
in this document are those of the authors and should not be interpreted as
representing the official policies, either expressed or implied, of the National
Science Foundation or the U.S. government.

Appendix

Software: AutoMap: Diesner, J. & Carley, K.M. (2004). AutoMap1.2: Software for
Network Text Analysis.

AutoMap is anetwork text analysis tool that extracts, analyzes, represents, and compares
mental models from texts. The software package performs map analysis, meta-matrix text
analysis, and sub-matrix text analysis. As an input, AutoMap takes raw, free flowing, and
unmarked texts with ASCII characters. When performing analysis, AutoMap encodes
the links between concepts in a text and builds a network of the linked concepts. As an
output, AutoMap generates representations of the extracted mental models as a map file
and a stat file per text, various term distribution lists and matrices in comma separated
value (csv) format, and outputs in DL format for UCINET and DyNetML format. The scope
of functionalities and outputs supported by AutoMap enables one way of analyzing
complex, large-scale systems and provide multi-level access to the meaning of textual
data.

Limitations: Coding in AutoMap is computer-assisted. Computer-assisted coding
means that the machine applies a set of coding rules that were defined by a human
(Ryanand Bernard, 2000, p.786; Kelle, 1997, p. 6; Klein, 1997, p. 256). Coding rules
in AutoMap imply text pre-processing. Text pre-processing condenses the data to
the concepts that capture the features of the texts that are relevant to the user. Pre-
processing techniques provided in AutoMap are Named-Entity Recognition,
Stemming, Deletion, and Thesaurus application. The creation of delete lists and
thesauri requires some manual effort (see Discussion section for details).

Hardware and software requirements: AutoMap1.2 has been implemented in Java 1.4. The
system has been validated for Windows. The installer for AutoMap1.2 for Windows and
ahelp file that includes examples of all AutoMap1.2 functionalities are available online
under http://www.casos.cs.cmu.edu/projects/automap/software.html at no charge. More
information about AutoMap, such as publications, sponsors, and contact information
is provided under http://www.casos.cs.cmu.edu/projects/automap/index.html.
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AutoMap has been written such that the only limit on the number of texts that can be
analyzed, the number of concepts that can be extracted, etc., are determined by the
processing power and storage space of the user’s machine.
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Abstract

The purpose of this chapter is to demonstrate the use of the evidential reasoning
approach under the Dempster-Shafer (D-S) theory of belief functions to analyze
revealed causal maps (RCM). The participants from information technology (IT)
organizations provided the concepts to describe the target phenomenon of Job
Satisfaction. They also identified the associations between the concepts. This chapter
discusses the steps necessary to transform a causal map into an evidential diagram. The
evidential diagram can then be analyzed using belief functions technique with survey
data, thereby extending the research from a discovery and explanation stage to testing
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and prediction. An example is provided to demonstrate these steps. This chapter also
provides the basics of Dempster-Shafer theory of belief functions and a step-by-step
description of the propagation process of beliefs in tree-like evidential diagrams.

Introduction

The main purpose of this chapter is to demonstrate the use of evidential reasoning
approachunder Dempster-Shafer (D-S) theory of belief functions (Shafer, 1976; see also,
Srivastava & Datta, 2002; and Srivastava & Mock, 2000, 2002) to analyze revealed causal
maps. The Revealed Causal Mapping (RCM) technique is used to represent the model
of a mental map and to determine the constructs or variables of the model and their
interrelationships from the data. RCM focuses on the cause/effect linkages disclosed by
individuals intimately familiar with a phenomenon under investigation. The researcher
deliberately avoids determining the variables and their associations a priori, allowing
both to emerge during the discourse or from the textual analysis (Narayanan & Fahey,
1990). In contrast, other forms of causal mapping begin with a framework of variables
based on theory, and the associations are provided by the participants in the study (cf.
Bougon, etal., 1977).

While RCM helps determine the significant variables in the model and their associations,
it does not provide a way to integrate uncertainties involved in the variables or to use
the model to predict future behavior. The evidential reasoning approach provides a
technique where one can take the RCM model, convert it into an evidential diagram, and
then use it to predict how a variable of interest would behave under various scenarios.
Anevidential diagram is a model showing interrelationships among various variables in
a decision problem along with relevant items of evidence pertaining to those variables
that can be used to evaluate the impact on a given variable of all other variables in the
diagram. In other words, RCM is a good technique to identify the significant constructs
(i.e., variables) and their interrelationships relevant to a model, whereas evidential
approach is good for making if-then analyses once the model is established.

There are two steps required in order to achieve our objective. One is to convert the RCM
model to an evidential diagram with the variables taken from the RCM model and items
of evidence identified for the variables from the problem domain. The second step is to
deal with uncertainties associated with evidence. In general, uncertainties are inherent
in RCM model variables. For example, in our case of IT professionals’ job satisfaction,
the variable “Feedback from Supervisors/Co-Workers” partly determines whether an
individual will have a “high” or “low” level of satisfaction. However, the level of job
satisfaction will depend on the level of confidence we have in our measure of the variable.
The Feedback from Supervisors/Co-Workers may be evaluated through several relevant
items of evidence such as interviews or surveys. In general, such items of evidence
provide less than 100% assurance in support of, or negation of, the pertinent variable.
The uncertainties associated with these variables are better modeled under Dempster-
Shafer theory of belief functions than probabilities as empirically shown by Harrison,
Srivastavaand Plumlee (2002) in auditing and by Curley and Golden (1994) in psychology.
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We use belief functions to represent uncertainties associated with the model variables
and use evidential reasoning approach to determine the impact of a given variable on
another in the model. This combination of techniques adds the strength of prediction to
the usefulness of descriptive modeling when studying behavioral phenomena. Eviden-
tial reasoning under Dempster-Shafer theory of belief functions thereby extends the
impact of revealed causal mapping.

The chapter is divided into eight sections. Section II provides a brief description of the
Revealed Causal Mapping (RCM) technique. Section III discusses the basic concepts
of belief functions, and provides an illustration of Dempster’s rule of combination of
independent items of evidence. Section I'V describes the evidential reasoning approach
under belief functions. Section V describes a causal map developed through interviews
and surveys of IT employees on their job satisfaction. Section VI shows the process of
converting a RCM map to an evidential diagram under belief functions. Section VII
presents the results of the analysis, and Section VIII provides conclusions and directions
for future research.

Revealed Causal Mapping Technique

Revealed causal mapping is a form of content analysis that attempts to discern the mental
models of individuals based on their verbal or text-based communications (Carley, 1997,
Daraisetal.,2003; Narayanan & Fahey, 1990; Nelson etal.,2000). The general structure
of the causal map can reveal a wealth of information about cognitive associations,
explaining idiosyncratic behaviors and reasoning.

The actual steps used to develop the IT Job Satisfaction revealed causal map in the
present paper are outlined in Table 1. The research constructs were not determined a
priori, but were derived from the assertions in the data. The sequence of steps directly
develops the structure of the model from the data sample.

First, a key consideration in using RCM is the determination of source data (Narayanan
& Fahey, 1990). Since this study assessed the job satisfaction of IT professionals, it was
logical to gather data from IT workers in a variety of industries. Interviews were
conducted with employees of IT departments, and responses were analyzed to produce
the model presented later in the chapter.

Second, the researchers identified causal statements from the original transcripts or
documents. The third step in the procedure is to combine concepts based on coding rules

Table 1. Steps for revealed causal mapping technique

Step Description
1 Identify source data
2 Identify causal statements
3 Create concept dictionary
4 Aggregate maps
5 Produce RCM and analyze maps
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(Axelrod, 1976; Wrightson, 1976), producing a concept dictionary (see Appendix A).
Synonyms are grouped to enable interpretation and comparison of the resultant causal
maps. Care must be taken to ensure that synonyms are true to the original conveyance
of the participant. For example, two interviewees might use different words that hold
identical or very similar meanings such as “computer application” and “computer
program.” In mapping these terms, the links are not identical until the concepts are coded
by theresearcher. It is preferable for investigators to err on the side of too many concepts,
rather than inadvertently combine terms inappropriately for the sake of parsimony.

Next, the maps of the individual participants were aggregated by combining the linkages
between the relevant concepts. The result of this step is a representative causal map for
the sample of participants (Markoczy & Goldberg, 1995).

RCM produces dependent maps, meaning that the links between nodes indicate the
presence of an association explicitly revealed in the data (Nadkarni & Shenoy, 2001). The
absence of a line does not imply independence between the nodes, however. It simply
means that a particular link was not stated by the participants. This characteristic of RCM
demonstrates the close relationship of the graphical result (map) to the data set.
Therefore, it is vital that the sample be representative of the population of interest. The
following section introduces belief functions and the importance of evidential reasoning
inmanagerial decision making.

Dempster-Shafer Theory of Belief
Functions

Dempster-Shafer (D-S) theory of belief functions, which is also known as the belief-
function framework, is a broader framework than probability theory (Shafer and Srivastava,
1990). Actually, Bayesian framework is a special case of belief-function framework. The
basic difference between the belief-function framework and probability theory or
Bayesian framework is in the assignment of uncertainties to a mutually exclusive and
collectively exhaustive set of elements, say ©,with elements {al, a, aj,...an}. This set of
elements, © = {al, a, aj,...an}, is known as a frame of discernment in belief-function
framework. In probability theory, probabilities are assigned to individual elements, i.e.,
to the singletons, and they all add to one. For example, for the frame, ©® :{al, a,a, ..
a,}, with n mutually exclusive and collectively exhaustive set of elements, a,’s, with i =
1,2,3,...n, one assigns a probability measure to each element, 1.0 2 P(a,) 2 0, such that

ip(ai) =1

Under belief functions, however, the probablity mass is distributed over the super set
ofthe elements O instead of just the singletons. Shafer (1976) calls this probability mass
distribution the basic probability assignment function, whereas Smets calls it belief
masses (Smets 1998, 1990a, 1990b). We will use Shafer’s terminology of probability mass
distribution over the superset of ©.
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Basic Probability Assignment Function (m-Values)

In the present context, the basic probability assignment function represents the
strength of evidence.