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Preface

Signal processing (SP) is a key research area in mobile communications. The recent years have known a real
explosion in research addressing different aspects of mobile communications signal processing. This area
is continuously expanding with emerging applications and services such as interactive multimedia and
Internet. SP has to meet the new challenges presented to future mobile communication systems such as
very low bit error rates, very high transmission rates, real-time multimedia access, and differential quality
of service (QoS).

Today’s publications in this area are scattered worldwide across multiple journals and conference pro-
ceedings. Like any other discipline that seeks to reach maturity, now is the time for mobile communications
signal processing to be presented to the readers in a comprehensive way and in one single book that stands
by itself. This book brings together most SP techniques, delivering, for the first time in the history of SP,
an in-depth survey of these techniques in a tutorial style.

The book is supported with more than 300 figures and tables, which makes it very easy to understand
and accessible to students, researchers, professors, engineers, managers, and any professional involved in
mobile communications.

The book investigates classical SP areas such as adaptive equalization, channel modeling and identifi-
cation, multi-user detection, and array processing. It also investigates newer areas such as adaptive coded
modulation, multiple-input multiple-output (MIMO) systems, diversity combining, and time-frequency
analysis. It explores emerging techniques such as neural networks, Monte Carlo Markov Chain (MCMC)
methods, and Chaos. It offers an excellent tutorial survey of promising approaches for future mobile
communications such as cross-layer design in multi-access networks and adaptive wireless networks.

In addition to wireless terrestrial communications, the book covers most applications areas of mobile
communications signal processing, such as satellite mobile communications, networking, power control
and resource management, voice over IP, positioning and geolocation, cross-layer design and adaptation,
etc.

I thank all the contributors for their excellent work. Thanks also to my research group at Queen’s
University who have dynamically contributed in writing three chapters and in the review process. Many
thanks to the different reviewers (about 80) whose valuable input, remarks, and suggestions have definitely
improved the technical quality of the chapters.

A special thank you to my wife, my son, and our families who have been a great support since the
beginning until the final stage of this project.

Mohamed Ibnkahla
Queen’s University

Kingston, Ontario, Canada
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1
Signal Processing for

Future Mobile
Communications

Systems: Challenges
and Perspectives

Quazi Mehbubar Rahman
Queen’s University

Mohamed Ibnkahla
Queen’s University

1.1 Introduction
1.2 Channel Characterizations

Large-Scale Propagation Models • Small-Scale Propagation
Models

1.3 Modulation Techniques
Modulation Schemes: The Classification
• Different Modulation Schemes

1.4 Coding Techniques
Shannon’s Capacity Theorem • Different Coding Schemes
• Coding in Next-Generation Mobile Communications:
Some Research Evidence and Challenges

1.5 Multiple Access Techniques
Fundamental Multiple-Access Schemes • Combination
of OFDM and CDMA Systems • OFDM/TDMA • Capacity
of MAC Methods • Challenges in the MAC Schemes

1.6 Diversity Technique
Classifications of the Diversity Techniques • Classifications
of Diversity Combiners • Diversity for Next-Generation
Systems: Some Research Evidence • Challenges in the
Diversity Area

1.7 Conclusions

Abstract

This chapter briefly reviews background information on different signal processing issues of wireless mobile
communications systems targeting the next-generation scenarios. The overview includes the channel
characterization at the beginning of the chapter and then it steps through modulation techniques, multiple
access schemes, coding, and diversity techniques. Here, along with the presentation of current research
evidence, key challenges for the next-generation systems have been addressed.
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1.1 Introduction

The ability to communicate on the move has evolved remarkably since Guglielmo Marconi first demon-
strated radio’s ability to provide continuous contact with ships sailing the English Channel. That was
in 1897, and since then people throughout the world have enthusiastically adopted new wireless com-
munications methods and services. Currently, when the telecommunications industries are deploying
third-generation (3G) systems worldwide and researchers are presenting many new ideas for the next-
generation wireless systems (termed 4G), several challenges are yet to be fulfilled. These include high data
rate transmissions (up to 1 Gbps), multimedia communications, seamless global roaming, quality of service
(QoS) management, high user capacity, integration and compatibility between 3G and next-generation
components, etc. To meet these challenges, researchers are presently focusing their attentions on different
signal processing issues after careful channel characterizations. This chapter will provide brief background
information on these issues. It will also include some information on the current research works and
challenges in these areas. The outline of the chapter follows: Section 1.2 discusses basic information on the
channel characterization aspects. Section 1.3 presents an overview of the different modulation schemes
that are getting the most attention in the research area. Coding techniques are discussed in Section 1.4.
Section 1.5 talks about different multiple access schemes, while Section 1.6 presents different diversity
scenarios. Finally, conclusions are drawn.

1.2 Channel Characterizations

The time-varying nature of the wireless mobile channel makes channel characterization and its analysis an
important issue. In a mobile wireless scenario, the time-varying nature of the channel could be encountered
in many different ways, e.g., a relative motion between the transmitter and the receiver, time variation in
the structure of the medium, etc. All these scenarios make the channel characteristics random, and do
not offer any easy analysis on the signals, transmitted through this channel. In general, as an information
signal propagates through the channel, the strength of this signal decreases as the distance between the
transmitter and receiver increases. The strength of the received signal depends on the characteristics of the
channel and on the distance between the transmitter and the receiver. In a broad sense, the channel can be
modeled in two different categories, large-scale propagation model and small-scale propagation model.
These models will be discussed in the following subsections.

1.2.1 Large-Scale Propagation Models

Large-scale propagation model characterizes the received signal strength over large transmitter–receiver
separation distances of several hundreds or thousands of meters. These are broadly classified in to two cate-
gories: deterministic and stochastic. Both deterministic and stochastic approaches are useful in describing
a time-varying channel, even though they embrace different aspects: the stochastic model is better suited
for describing global behaviors, whereas the deterministic one is more useful for studying the transmission
through a specific channel realization.

1.2.1.1 Deterministic Approach

1.2.1.1.1 Free-Space Propagation Model
According to this model, the received signal power decays as a function of the distance between the
transmitter and the receiver when they maintain a clear line of sight between them. In this case, the free-
space signal power Pr (d), received by a receiver antenna at a distance d (meters) from the transmitter, is
given by

Pr (d) = Pt G t Gr λ
2

(4π)2 d2 L
, d ≥ d0 (�= 0) ≥ d f (1.1)
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TABLE 1.1 Path Loss Exponent for Different
Communication Environments

Communication Environment Path Loss Exponent

Indoor with line of sight 1.6–1.8
Free space 2
In factories with obstructions 2–3
Cellular radio in the urban area 2.7–3.5
Cellular radio in the shadowed urban area 3–5
Indoor with obstructions 4–6

where Pt represents the transmitted signal power, G t andGr are the transmitter and receiver antenna
gains, respectively, L (≥1) is the system loss factor, independent of signal propagation, λ (meters) is the
wavelength, d f is the far-field distance (also known as Fraunhofer distance), and d0 is the received-power
reference distance. The far-field distance d f is given by

d f = 2D2

λ
d f >> D (1.2)

where D is the largest physical linear dimension of the antenna. Using Equation 1.1, the free-space received
power at a distance d > d0 can be written as

Pr (d) = Pr (d0)

(
d

d0

)−2

(1.3)

1.2.1.1.2 Log-Distance Path Loss Model
This model shows that the average path loss1 increases logarithmically with distance between the transmitter
and the receiver of a communications system, which is given by

P lavg (dB) = P lavg (d0)+ 10n log

(
d

d0

)
(1.4)

where n is the path loss exponent that indicates the rate at which the path loss for the transmitted signal
increases with distance. The value of n depends on the specific propagation environment (e.g., see Table 1.1
[Rap96]). In Equation 1.4, d and d0 hold the same definitions as in Equation 1.1.

1.2.1.2 Stochastic Approach

1.2.1.2.1 Lognormal Shadowing Model
The phenomenon that describes the random shadowing effects occurring over a large number of mea-
surement locations having the same transmitter and receiver separation with different levels of clutter on
the propagation path is referred to as lognormal shadowing. The corresponding path loss model states
that the path loss Pl(d) at a particular location is lognormally (normal in dB) distributed about the mean
distance-dependent value [Cox84] [Ber87]. The analytical expression of this model is given by

P l(d)= P lavg(d)+ Xσ

= P lavg(d0)+ 10n log

(
d

d0

)
+ Xσ (1.5)

where Xσ (dB) is a zero-mean Gaussian distributed random variable with a variance of σ 2dB. In gen-
eral, the values of n (defined earlier) and σ 2 are computed from measured data (e.g., see Table 3.6 in

1Path loss, expressed in dB, is defined as the difference between the effective transmitted signal power and the
received signal power.
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Rappaport [Rap96]), using linear regression in such a way that the contrast between the estimated and
measured path losses is minimized.

Other than the general large-scale propagation models described above, there are some specific models
based on the outdoor and indoor environments separately. These channel models are based on the profile
of the particular area. Examples of some outdoor propagation models include the Longley–Rice model
[Lon68] and Durkin’s model [Dad75]. Examples of some indoor models are the Erricson multiple break-
point model [Ake88] and the attenuation factor model [Sei92]. In addition to these models, Ray tracing
and site-specific modeling techniques are also used for both outdoor and indoor environments.

1.2.2 Small-Scale Propagation Models

These models characterize the received signal strength of a radio signal over a short period of time or travel
distance of typically 5λ to 40λ, λ being the wavelength of the signal. In this scenario, the instantaneous
received signal fluctuates very rapidly and may give rise to fading, which is termed small-scale fading.
In this section we will discuss different small-scale propagation models upon presenting all the relevant
parameters that are required to discuss these models.

1.2.2.1 Parameters of Mobile Multipath Channel

A multipath channel is characterized by many important parameters. Among these parameters delay
spread and coherence bandwidth describe the time-dispersive nature of the channel in a local area. On the
other hand, Doppler spread and coherence bandwidth describe the time-varying nature of the channel in a
small-scale region. Including these major parameters, here we will briefly discuss the channel parameters,
which will provide a clear description of a mobile multipath channel.

1.2.2.1.1 Fading
Fading, also known as small-scale fading, is the result of interference between two or more attenuated
versions of the transmitted signal arriving at the receiver in such a way that these signals are added
destructively. These multiple versions of the transmitted signal result from the multiple paths present in
the channel or from the rapid dynamic changes of the channel. In this case, the speed of the mobile and
the transmission bandwidth of the signal also play a vital role.

1.2.2.1.2 Doppler Shift
The apparent change in frequency of the transmitted signal due to the relative motion of the mobile is
known as the Doppler shift, which is given by

fds = v

λ
cos θ (1.6)

where v is the velocity of the mobile, λ is the signal wavelength, and θ is the spatial angle between the
direction of motion of the mobile and the direction of arrival of the wave.

1.2.2.1.3 Excess Delay
This is the relative delay of the i th multipath signal component, compared to the first arriving component
and is given by τi .

1.2.2.1.4 Power Delay Profile, Φc (τ )
This is the average output signal power of the channel as a function of excess time delay τ . In practice, �c (τ )
is measured by transmitting very narrow pulses, or equivalently a wide band signal, and cross-correlating
the received signal with a delayed version of itself. Power delay profile is also known as multipath intensity
profile and delay power spectrum. It gets the latter name because of its frequency domain component,
which gives the power spectrum density. The mean excess delay, root mean squared (rms) delay spread,
and excess delay spread (XdB) are multipath channel parameters that can be determined from a power
delay profile. The mean excess delay (τmean) is the first moment of the power delay profile, the rms delay
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spread (στ ) is the square root of the second central moment of the power delay profile, and the maximum
excess delay (XdB) of the power delay profile is defined as the time delay during which multipath energy
falls to X dB below the maximum value. τmean and στ are expressed as

τmean =

∑
i

P (τi )τi∑
i

P (τi )
and (1.7a)

στ =
√

mean[(τ )2]− τ 2
mean (1.7b)

where

mean[(τ )2] =

∑
i

P (τi )τ 2
i∑

i
P (τi )

(1.7c)

1.2.2.1.5 Delay Spread (Tm)
Delay spread, also known as multipath spread, of the channel is the range of values of excess time delay τ ,
over which �c (τ ) is essentially nonzero.

1.2.2.1.6 Coherence Bandwidth (BWcoh)
The frequency band in which all the spectral components of the transmitted signal pass through a channel
with equal gain and linear phase is known as coherence bandwidth of that channel. Over this bandwidth
the channel remains invariant. BWcoh can be expressed in terms of rms delay spread, though there is no
exact relationship between these two parameters. According to Lee [Lee89], with a frequency correlation
of approximately 90%, BWcoh can be shown as

BWcoh ≈ 1

50στ

(1.8)

1.2.2.1.7 Doppler Spread (Bd )
Spreading of the frequency spectrum of the transmitted signal resulting from the rate of change of the
mobile radio channel is known as Doppler spread. With the transmitted signal frequency fc , the resultant
Doppler spectrum has the components in the range between ( fc − fd ,max) and ( fc + fd ,max), fd ,max being
the maximum Doppler frequency shift.

1.2.2.1.8 Coherence Time (Tcoh)
The time period during which the channel impulse response remains invariant is known as coherence
time of the channel. Tcoh is inversely proportional to the Doppler spread, and with the maximum Doppler
frequency shift, fd ,max, it is given by

Tcoh ≈ 1

fd ,max
(1.9)

1.2.2.2 Types of Small-Scale Fading

Small-scale fading is divided into two broad classes, which are based on the time delay spread and Doppler
spread. The time delay spread-dependent class is divided into two categories, flat fading and frequency-
selective fading, while the Doppler spread-dependent class is categorized as fast and slow fading. It is
important to note that fast and slow fading deal with the relationship between the time rate of change of
the channel and the transmitted signal, and not with propagation path loss models.
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1.2.2.2.1 Flat Fading
The received signal in a mobile radio environment experiences flat fading if the channel has a constant
gain and linear phase response over a bandwidth that is greater than the bandwidth of the transmitted
signal. The main characteristics of a flat fading channel follow:

� Symbol period of the transmitted signal is greater than the delay spread of the channel. As a rule of
thumb it should be at least 10 times greater.

� Bandwidth of the channel is greater than the bandwidth of the transmitted signal. Since the band-
width of the transmitted signal is narrower than the channel bandwidth, the flat fading channels
are also known as narrowband channels.

� Typical flat fading channels result in deep fades, and this requires 20 to 30 dB more transmitter
power to achieve low bit error rates (BERs) during times of deep fades, compared to systems
operating over nonfading channels.

1.2.2.2.2 Frequency-Selective Fading
The received signal in a mobile radio environment experiences frequency-selective fading if the channel
has a constant gain and linear phase response over a bandwidth that is smaller than the bandwidth of the
transmitted signal. The main characteristics of a frequency-selective fading channel follow:

� Symbol period of the transmitted signal is smaller than the delay spread of the channel. As a rule
of thumb it should be at least 10 times smaller.

� Bandwidth of the channel is smaller than the bandwidth of the transmitted signal. Since the band-
width of the transmitted signal is wider than the channel bandwidth, the frequency-selective fading
channels are also known as wideband channels.

� Frequency-selective channel results in intersymbol interference (ISI) for the received signal.
� This type of fading channels is difficult to model compared to the flat fading channels since each

multipath signal needs to be modeled individually and the channel has to be considered as a linear
filter.

1.2.2.2.3 Fast Fading
The received signal, in a mobile radio environment, experiences fast fading as a result of rapidly changing
channel impulse response within the symbol duration. The main characteristics of a fast fading channel
follow:

� Coherence time of the channel is smaller than the symbol period of the transmitted signal. Thus
this is also called time-selective fading.

� Doppler spread is greater than the transmitted signal bandwidth.
� Channel varies faster than the baseband signal variations.
� In fast-flat fading channels the amplitude of the received signal varies faster than the rate of change

of the transmitted baseband signal.
� In fast-frequency-selective channels the amplitudes, phases, and time delays of the multipath com-

ponents vary faster than the rate of change of the transmitted signal.

1.2.2.2.4 Slow Fading
The received signal, in a mobile radio environment, experiences slow fading as a result of slowly varying
channel impulse response within the symbol duration. The main characteristics of a slow fading channel
follow:

� Coherence time of the channel is greater than the symbol period of the transmitted signal. In this
case, the channel can be assumed to be static over one or several symbol durations.

� Doppler spread is smaller than the transmitted signal bandwidth.
� Channel varies slower than the baseband signal variations.
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1.2.2.3 Statistical Representation of the Small-Scale Propagation Channel

For the signal processing applications and analyses, the mobile propagation fading channels are modeled
statistically in many different ways. The most popular statistical models of the fading channels are the
Rayleigh, Ricean, and Nakagami fading channel models, which will be discussed briefly in this section.

1.2.2.3.1 Rayleigh Fading Channel
When the channel impulse response c(τ, t) at a delay τ and time instant t is modeled as a zero-mean
complex-valued Gaussian process, the envelope |c(τ, t)| at that time instant t is known to be Rayleigh
distributed. In this case the channel is said to be a Rayleigh fading channel. The Rayleigh distribution has
the probability density function (PDF)

p(r ) =
{

r
σ 2 exp

(
− r 2

2σ 2

)
(0 ≤ r ≤ ∞)

0 (r < 0)
(1.10)

where r is the envelope of the received signal and σ 2 is the time average power of the received signal before
envelope detection.

1.2.2.3.2 Ricean Fading Channel
When there are fixed scatterers or signal reflectors present in the mobile channel, in addition to the randomly
moving scatterers, the channel impulse response c(τ, t) can no longer be modeled as a zero-mean complex-
valued Gaussian process. In this case the envelope has a Ricean distribution and the corresponding channel
is known as a Ricean fading channel. The Ricean distribution has the PDF

p(r ) =
{

r
σ 2 exp

(
− (r 2+A2)

2σ 2

)
I0

(
Ar
σ 2

)
(A ≥ 0, r ≥ 0)

0 (r < 0)
(1.11)

where A denotes the peak amplitude of the dominant received signal arriving at the receiver either from a
fixed scatterer or through a line of sight path and I0 (.) represents the zero-order modified Bessel function
of the first kind. Ricean distribution is often described in terms of the Ricean factor K , which is defined
as the ratio between the dominant signal power and the variance of the scattered power, which is given by

K = A2

2σ 2
(1.12)

When K = 0, the channel exhibits Rayleigh fading, and when K = ∞, the channel remains constant.

1.2.2.3.3 Nakagami Fading Channel
Nakagami fading characterizes rapid fading in long-distance channels [Nak60]. Nakagami distribution is
selected to characterize the fading channel because it provides a closer match to some experimental data
than either the Rayleigh or Ricean distributions. The PDF of this distribution is given by

pR(r ) = 2mmx2m−1

�(m)	m
exp

(
−mr 2

	

)
m ≥ 1

2
(1.13)

where 	 = E (R2). The parameter m, defined as the ratio of moments, is called the fading figure, which
is given by

m = 	2

E [(R −	)2]
(1.14)

Some advantages of this distribution follow. This distribution can model fading conditions that are
either more or less severe than Rayleigh fading. When m = 1, the Nakagami distribution becomes the
Rayleigh distribution, when m = 0.5 it becomes a one-sided Gaussian distribution, and when m → ∞
the distribution becomes an impulse (a constant). The Rice distribution can be closely approximated by
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using the following relationship between the Ricean factor (K ) and the fading figure (m) [Nak60]:

K =
√

m2 −m

m−√m2 −m
m > 1 (1.15)

m = (K + 1)2

(2K + 1)
(1.16)

Since the Ricean distribution contains a Bessel function, while the Nakagami distribution does not,
the Nakagami distribution often leads to convenient closed-form analytical expressions that are otherwise
unattainable.

1.2.2.4 Statistical Models for Multipath Fading Channels

Many statistical channel models are proposed and researched for the terrestrial and satellite channel
environments. Examples include Clarke’s model [Cla68], the Saleh and Valenzuela model [Sal87], and the
two-ray fading channel model. In this section we will discuss only the two-ray fading channel model since
it gives a clear idea about the channel’s fading effect. Besides, we will discuss some recently researched
channel models, which are based on different types of fading channel environments.

1.2.2.4.1 Two-Ray Fading Channel Model
A commonly used multipath fading model is the Rayleigh fading two-ray channel model, as shown in
Figure 1.1. Assuming that the phase of the transmitted signal does not change on both the paths, the
impulse response of this channel is given by

h(t) = a0δ(t)+ a1δ(t − t0) (1.17)

where δ(t) is the Kronecker delta function, defined as

δ(t) =
{

1 for t = 0

0 otherwise
(1.18)

With the input signal x(t) the output of the channel y(t) is expressed as

y(t) = a0x(t)+ a1x(t − t0) (1.19)

a0exp ( jθ1)

a1exp(jθ2)

Input x(t)

Output y (t)

Delay t0

FIGURE 1.1 Two-ray fading channel model.
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where a0 and a1 are independent and Rayleigh distributed. Letting a0 = 1 and using Fourier transform
on both the sides of Equation 1.19, the transfer function H( f ) of the channel can be found as

H( f ) = 1+ a1 exp( j 2π ft0) (1.20)

The amplitude response of the channel transfer function gives

|H( f )| =
√

1+ a2
1 + 2a1 cos 2π ft0 (1.21)

From Equation 1.21 it is found that the amplitude response of the channel shows frequency selectivity
of the channel, and by varying t0, it is possible to create a wide range of frequency-selective fading effects.
With a1= 1, the channel results in deep fades, and with a1≈ 0, the channel becomes a flat Rayleigh fading
channel.

1.2.2.4.2 Motif Model
This is a relatively new channel modeling concept [Pec00] [Pec01] [Kle02] where a semideterministic
approach is developed, based on a simple ray launching technique, the Monte Carlo method, and general
statistics. The model is initially developed for indoor wideband and narrowband channels. In this modeling
approach an algorithm is used in which a bitmap of an indoor floor plan is utilized as a main input. This
input may be obtained as a scanned blueprint with filled pixels representing walls, partitions, and obstacles.
In this scanned input, different materials are distinguished from each other by different colors and textures
of the pixels, where the size of a pixel is predetermined by a wavelength. For all the empty elements the
prediction is calculated at once. Then the rays are launched from a transmitter antenna. Unlike the classical
ray launching method, here the rays are propagated using very fast pixel graphics. When a ray hits a colored
element (not empty), its neighboring elements in the bitmap are separated into a matrix called motif. To
deal with all possible floor plans, many different previously generated motifs are kept stored in the database,
from where the appropriate motif is selected. Upon selecting the suitable motif, a probability radiation
pattern is assigned to it and a specific angle of arrival of the ray is chosen. These two components control
the ray behavior in the next step. Using a random number generator and the probability radiation pattern,
the next direction of the ray is chosen. A ray absorption probability is also assigned to each individual
motif. A new ray is launched from the transmitter antenna when a ray reaches the boundary of the bitmap
or gets absorbed in the motif.

In this model, the impulse response of the channel can easily be obtained in every empty element by
recording the length of all the passing rays, each of which specifies its time delay. After dividing the time
delay axis of the impulse response into discrete intervals, the incoming rays are distributed into these inter-
vals according to their respective delays. The number of rays in each interval represents the relative power
for the relevant time delay in the final impulse response. A similar procedure is carried out for calculating
the angle of arrival. The main drawback of the motif concept is the requirement of computer memory,
which becomes huge when motifs for many different materials are of interest.

1.2.2.4.3 Finite-State Markov Chain Model
Finite-state Markov chain (FSMC) models are widely in use in the analysis of radio channels in both the
terrestrial and satellite domains [Lin02] [Hsi01] [Gua99]. The study of the finite-state Markov channel
emerges from the early works of Gilbert [Gil60] and Elliott [Ell63]. They studied a two-state Markov
channel known as the Gilbert–Elliott channel. Later Guan [Gua99] and Wang [Wan95] generalized FSMCs
for arbitrary states.

To get an idea about this model, the example [Gua99] shown in Figure 1.2 can be taken into account. Here
the model is presented for a noninterleaved fading process where all the possible fade amplitudes are divided
into several nonoverlapping intervals known as channel states. In this case, the channel takes on different
channel states during the transmitted symbol durations and makes transitions from one state to another
according to the fading process. These transitions (Figure 1.2b) are characterized by transition probabilities
between different states, while the probabilities depend on different physical channel parameters.
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FIGURE 1.2 Finite-state Markov-chain model of a non-interleaved fading channel.

As shown in Guan [Gua99], with the aid of probabilistic theory, the equilibrium channel state probability
p(u) for state u, and the state transition probability p(v |u) from channel state u to v , can be expressed as
follows:

p(u) = Pr(xu−1 ≤ x < xu) =
∫ xu

xu−1

pdf x (x)dx (1.22)

p(v |u) = p(v , u)

p(u)
= Pr (xv−1 ≤ x < xv , xu−1 ≤ x̃ < xu)

p(u)
==

xv∫
xv−1

xu∫
xu−1

j pdf x ,x̃ (x , x̃) dxdx̃∫ xu

xu−1
pdf x (x)dx

(1.23)

In the above equations, x and x̃ represent the fading amplitudes, with xu−1 and xu being the lower and
upper boundaries of the fading amplitudes, respectively; Pr(x) and Pr(x , y) represent the probability of
x and joint probability of x and y, respectively; and pdfx (x) and pdfx ,y(x ,y) correspond to the PDF of x
and joint PDF of x and y, respectively.

1.2.2.4.4 Loo’s Satellite Channel Model
Loo [Loo85] [Loo87] [Loo94] [Loo96] [Loo98] developed some channel models for mobile satellite
scenarios that represent simple and accurate probability density functions for the received signal envelope
and phase. These PDFs have been shown to be dependent on the weather conditions. Loo [Loo98] has
shown that for a fixed satellite Ka-band (20 to 30 GHz) channel, the signal envelope and phase can be
modeled as Gaussian random variables, and their expressions are given by

pw (r ) = 1√
2πσr

exp
[−(r −mr )2/2σ 2

r

]
(1.24)
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and

pw (φ) = 1√
2πσφ

exp
[−(φ −mφ)2/2σ 2

φ

]
(1.25)

where mr , σr and mφ , σφ are the mean and variance of the envelope and phase, respectively.
For the satellite mobile channel in the L band (1.3 to 2 GHz), Loos’s model assumes that the line of sight

(LOS) component under shadowing is lognormally distributed and that the multipath effect is Rayleigh
distributed. The signal is then the sum of a lognormal variable z and a Rayleigh variable w (corresponding
to multipath fading):

r exp( jθ) = z exp( jφ0)+ w exp( jφ) (1.26)

where the lognormally distributed (corresponding to shadowing) random variable z has the standard
deviation

√
d0 and mean μ. The phases φ0 and φ are uniformly distributed random variables in the range

of 0 to 2π .
The signal envelope PDF is shown to be modeled as [Loo96, Loo98]

p(r ) = r

b0
√

2πd0

+∞∫
0

1

z
exp

[ −(ln z − μ)2

2b0{2d0 − (r 2 + z2)}
]
× I0

(
r z

b0

)
dz (1.27)

where b0 represents the average scattered power due to multipath (Rayleigh fading) and I0(.) is the zero-
order modified Bessel function of the first kind.

It is clear from Equation 1.27 [Loo96] [Loo98] that when z is constant (i.e., the LOS is directly received
with no shadowing), the signal envelope follows Ricean distribution:

p(r ) = r

b0
exp[−(r 2 + A2)/2b0]× I0(r A/b0) (1.28)

In the case where there is shadowing z, but no multipath fading (i.e., w = 0), the envelope PDF is
lognormal, and is given by

p(r ) = 1

r
√

2πd0
exp[−(ln r − μ)2/2d0] (1.29)

In the case where there is no shadowing and no LOS (i.e., z = 0), the signal envelope PDF is Rayleigh
distributed, giving

p(r ) = r

b0
exp(−r 2/2b0) (1.30)

1.2.2.4.5 Multiple-Input Multiple-Output Channel Models
1.2.2.4.5.1 Matrix Channel Model
The structure of this multiple-input multiple-output (MIMO) channel model, presented in Durgin
[Dur03], is shown in Figure 1.3. Here the transfer functions Hpq (τ ; t) are shown between the set of
signals {a p(t)}, sent from each of the M transmitter antennas, and the set of signals {bq (t)}, received at the
N receiver antennas. The two different time components t and τ in the channel transfer function show
that these channels may be a function of time t to model a time-varying channel and a function of delay
τ to model the dispersion incurred by wideband transmission.

In general a vector/matrix notation is used to keep track of all the transmitted and received signals in a
MIMO system. A vector of received signals 	b(t)at the input of the N receiver antennas may be calculated
from the vector of transmitted signals 	a(t). The output vector is related to the input vector by the channel
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× ×

FIGURE 1.3 Matrix MIMO channel model.

transfer matrix H (τ ; t) as

	b(t) = 1

2

∞∫
−∞

H(τ ; t)	a(τ )dτ (1.31)

where

	a(t) =

⎡
⎢⎢⎢⎢⎣

a1(t)

a2(t)
·
·

aM(t)

⎤
⎥⎥⎥⎥⎦, 	b(t) =

⎡
⎢⎢⎢⎢⎣

b1(t)

b2(t)
·
·

bN(t)

⎤
⎥⎥⎥⎥⎦, and H(τ ; t) =

⎡
⎢⎢⎢⎢⎣

H11(τ ; t) H21(τ ; t) · HM1(τ ; t)

H12(τ ; t) H22(τ ; t) · HM2(τ ; t)
· · · ·
· · · ·

H1N(τ ; t) H2N(τ ; t) · HMN(τ ; t)

⎤
⎥⎥⎥⎥⎦ (1.32)

In the above representation, Hpq (τ ; t) is the channel impulse response from the pth transmitter antenna
to the q th receiver antenna. For the narrowband, time-invariant MIMO channel model, the channel transfer
matrix becomes a constant (H) that simplifies Equation 1.31 as

	b (t) = 1

2
H	a (τ ) (1.33)

where

H =

⎡
⎢⎢⎢⎢⎣

H11 H21 · HM1

H12 H22 · HM2

· · · ·
· · · ·

H1N H2N · HMN

⎤
⎥⎥⎥⎥⎦ (1.34)

1.2.2.4.5.2 Physical Scattering Model
This model [Oes03] predicts MIMO channel characteristics conforming well to experimental observations
in macrocell environments. The methodology considers a predefined power delay profile valid for a specific
range, system bandwidth, and antenna beam widths. A distribution of scatterers that characterizes the
MIMO channel is then derived to fit the predefined power delay profile. The scattering environment
is constituted by the location and scattering coefficient of each scatterer. Geometrical localization of
individual antennas and scatterers is represented in an arbitrary two-dimensional coordinate system. The
channel matrix is calculated using a ray-based approach, similar to geometrical optics. The proposed
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model is shown to be valid for any Ricean factor, including the Rayleigh fading case. This MIMO modeling
approach accounts for the range dependency on a physical basis.

For more information on MIMO channel models see Chapters 13 to 15 of this book, and for further
updates on other channel modeling techniques refer to Part 2 of this book.

1.3 Modulation Techniques

Digital modulation transforms digital symbols into waveforms that are attuned with the characteristics of
the channel. In this section we focus on digital modulation techniques that are in use in different commu-
nication environments, some of which are being considered for the 3G and 4G mobile communications
systems.

1.3.1 Modulation Schemes: The Classification

Different modulation schemes can be classified into two categories: memoryless modulation and memory
modulation techniques. When a modulator maps a digital information sequence into an analog coun-
terpart, under the constraint that an analog signal waveform at any time interval depends on one or
more previously transmitted waveforms, the resultant modulation is known as the memory modulation
technique. On the other hand, when mapping is performed without such constraints, the resultant modu-
lation is known as the memoryless modulation technique. Examples include pulse amplitude modulation
(PAM), phase shift keying (PSK) for memoryless modulation, and differential PSK (DPSK) for memory
modulation schemes. Digital modulation schemes can also be classified as linear and nonlinear modula-
tion techniques. In a linear modulation scheme, a modulator maps a digital information sequence into an
analog counterpart by following the principle of superposition, while in the nonlinear case this principle
is not followed. Examples of linear modulation schemes include PAM, PSK, etc., whereas examples of the
nonlinear counterpart include continuous-phase modulation (CPM), frequency shift keying (FSK), etc.
One special class of modulation technique (discussed in Section 1.3.2.9) also available in this field can
use any combination of the above classes in its structure. The specialty of this modulation technique is its
multiplexing capability, which can be smartly used in the area of high-data-rate applications.

1.3.2 Different Modulation Schemes

1.3.2.1 Phase Shift Keying

In this type of digital modulation technique the modulating data signals shift the phase of the constant
amplitude carrier signal between M number of phase angles. The analytical expression for the mth signal
waveform in PSK modulations has the general form

sm(t) = g (t) cos [2π fc t + θm], m = 1, 2, . . . , M 0 ≤ t ≤ T (1.35)

where g (t) is the signal pulse shape and θm = 2π(m − 1)/M; m = 1, 2, . . . , M are the M(M = 2 for
binary PSK and M = 4 for quadrature PSK) possible phase angles of the carrier frequency fc that convey
the transmitted information for M = 2k possible k-bit (k being a positive integer) blocks or symbols. The
mapping of k information bits is preferably done through Gray encoding so that the most likely errors
caused by noise will result in single bit error in the k-bit symbol.

In binary phase shift keying (BPSK), the modulating data signals shift the phase of the constant amplitude
carrier signal between 0 and 180 degrees, as shown in the state diagram of Figure 1.4a. A more common
type of PSK modulation is quadrature phase shift keying (QPSK), where the modulating data signals shift
the phase of the constant amplitude carrier signal in increments of 90 degrees, for example, from 45 to 135,
−45, or−135 degrees (Figure 1.4b). QPSK (22 = 4 states) is a more spectral-efficient type of modulation
than BPSK (21 = 2 states). For greater spectral efficiency in the MPSK system, we can increase the value of
M(2x = M, x is an integer > 0) to a higher number, but in this case we need more signal power (Figure 1.5)

Copyright © 2005 by CRC Press LLC



s4

(a)

s1

s1

s2

s2

s3

(b)

FIGURE 1.4 Phase shift keying state diagrams: (a) BSPK, (b) QPSK.
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FIGURE 1.5 BER comparison between MQAM and MPSK techniques in the AWGN channel with optimum detection.

to achieve the same bit error rate performance for the MPSK system with smaller M. In other words, we
gain spectral efficiency2 at the cost of power efficiency3 with higher-level (M) PSK. For an additive white
Gaussian noise (AWGN) channel, the symbol error rate (SER) Pe for the MPSK system, using optimum
detection technique, can be approximated [Pro95] for a high signal-to-noise ratio (SNR) as

Pe = 2Q
(√

2γs sin
π

M

)
(1.36)

where γs is the SNR per symbol, Q(.) is the Q function, and M is the level of PSK schemes.

2Spectral efficiency demonstrates the ability of a system (modulation scheme) to accommodate data within an
allocated bandwidth.

3Power efficiency represents the ability of a system to reliably transmit information at the lowest practical power
level.
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There are many variations in the PSK modulation format that are in use because of better power and
spectral efficiency requirements. Offset QPSK (OQPSK), differential QPSK (DQPSK), and π /4 DQPSK
are a few examples of these PSK modulation formats. In OQPSK, the in-phase and quadrature bit streams
are offset in their relative alignment by one bit period. As a result, the signal trajectories are modified in
such a way that the carrier amplitude does not go through or near zero (the center of the constellation).
In this case the spectral efficiency of a OQPSK-based system remains the same as that in a QPSK-based
system, but the reduced amplitude variations for the former one allow a more power efficient, less linear
radio frequency (RF) power amplifier to be used. For DQPSK modulation, the information is carried
by the transition between states. In some cases there are also restrictions on allowable transitions. For
example, in π /4 DQPSK modulation, the carrier trajectory does not go through the origin [Bur01]. The
π /4 DQPSK modulation format uses two QPSK constellations offset by 45 degrees (π /4 radians). Like
OQPSK, π /4 DQPSK is a power efficient modulation method, and with root cosine filtering it has better
spectral efficiency than Gaussian minimum shift keying (GMSK) [Bur01] modulation.

BPSK and QPSK modulation techniques are used mostly for satellite links because of their simplified
form, reasonable power and spectral efficiencies, and immunity to noise and interference. Examples include
the Iridium (a voice/data satellite system) and Digital Video Broadcasting Satellite (DVB-S) systems.
Besides, in both IS95 and CDMA20004 (also known as 3G IS-2000) cellular systems, BPSK/QPSK and
OQPSK modulation techniques are used in the forward and reverse links, respectively. Eight PSK finds its
application in enhanced data rate for GSM evolution (EDGE) cellular technology. π /4 DQPSK modulation
is used for IS54 [North American Digital Cellular (NADC) system] and cordless personal communications
services in North America, for pacific digital cellular (PDC) services [Rap96] in Japan, and for Trans
European Trunked Radio (TETRA) systems in Europe. In a 3G cellular data-only system (IS856, also
known as cdma2000 1xEV-DO), BPSK modulation is used in the reverse link, while QPSK and eight PSK
modulations along with the quadrature amplitude modulation (QAM) technique (discussed later) are
used in the forward link to support multirate data applications. In the next-generation mobile systems,
researchers are still focusing on different PSK modulations as major modulation techniques. Certainly,
in addition to this, coding and orthogonal frequency division multiplexing (OFDM) techniques are also
considered.

1.3.2.2 Pulse Amplitude Modulation

In this type of digital modulation technique the modulating data signals shift the amplitude of the constant-
phase carrier signal between M number of discrete levels. PAM is also known as amplitude shift keying
(ASK) modulation. The analytical expression for the mth signal waveform in the PAM technique can be
expressed in a general form as

sm(t) = Amg (t) cos [2π fc t + θ], m = 1, 2, . . . , M 0 ≤ t ≤ T (1.37)

where g (t) is the signal pulse shape and Am= (2m − 1 + M)d ; m= 1, 2, . . . , M are the M possible
amplitude levels of the constant-phase (θ) carrier frequency fc that convey the transmitted information
for M= 2k possible k-bit (k being a positive integer) blocks or symbols. The parameter d is related to the
distance between the adjacent signal amplitudes, which is 2d . As in the case of PSK, Gray encoding is also
preferred here for mapping the k information bits into M different amplitudes. The PAM technique finds
its application when it is combined with the PSK modulation technique, as shown later.

1.3.2.3 Quadrature Amplitude Modulation

QAM is simply a combination of the PAM and PSK modulation techniques. In this scheme, two orthogonal
carrier frequencies (in-phase and quadrature carriers), occupying identical frequency bands, are used to
transmit data over a given physical channel. The analytical expression for the mth signal waveform in the

4http://www.qualcomm.com/cdma/3g.html.
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FIGURE 1.6 8-QAM Constellations: (a) 4-4; (b) rectangular.

QAM technique can be expressed in a general form as

sm(t) = Amg (t) cos[2π fc t + θm], m = 1, 2, . . . , M 0 ≤ t ≤ T (1.38)

where Am =
√

A2
mc + A2

ms and θm = tan−1(Ams /Amc ), g (t) is the signal pulse shape, fc is the carrier
frequency that conveys the transmitted signal information, and Amc and Ams are the information-bearing
signal amplitudes of the quadrature carriers. In Equation 1.38, for constant θm, sm(t) represents the PAM
signal, while for constant Am it represents PSK signal.

By choosing the different amplitudes and phases, different constellations of QAM signals can be formed
(Figure 1.6). In this case the power efficiency of the communication system will vary depending on the
type of signal constellation [Gil92] used for the QAM technique. Due to the flexibility of using different
amplitudes and phases, even with high-level (M > 4) QAM, the choice of decision region in QAM is not as
critical as in PSK. As a result, M-QAM-based systems are more power efficient than M-PSK-based systems
[Pro95]. Furthermore, the penalty in SNR for increasing M is much less in M-QAM- than in M-PSK-based
systems (Figure 1.5). In an AWGN channel with optimum detection techniques, the SER of an M-QAM
system with a rectangular constellation and even k(M = 2k) value is given by [Pro95]

Pe = 1−
[

1− 2

(
1− 1√

M

)
Q

(√
3γs a

M − 1

)]2

(1.39)

where γsa is the average SNR per symbol and M and Q(.) are as defined for Equation 1.36.
QAM is used in different applications, such as microwave digital radios, Digital Video Broadcasting Cable

(DVB-C) systems, and modems. In 3G cellular data-only systems (IS856), the 16-QAM technique, along
with QPSK and 8QPSK modulations, is used in the forward link to support multirate data applications.
These days, QAM is getting enormous attention in the field of satellite communications for both its spectral
and power efficiencies [Par02].

1.3.2.4 Frequency Shift Keying

In the FSK digital modulation technique the modulating data signals shift the frequency of the constant
amplitude carrier signal between M number of discrete values of the frequency components. Here, shifting
between the frequency components occurs in such a way so that the phase of the shifted signal advances
by an integer multiple of 2π radians, and as a result, the phase appears to be constant in the operation.
The analytical expression for the mth signal waveform in FSK modulations can be expressed in a general
form as

sm (t) = g (t) cos [2π fmt + θ] , m = 1, 2, . . . , M 0 ≤ t ≤ T (1.40)

where g (t) is the signal pulse shape and fm= fc+m f ; m = 1, 2, . . . , M, are the M possible equal-energy
orthogonal frequencies with constant-phase angle θ that convey the transmitted information for M = 2k
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possible k-bit (k being a positive integer) blocks or symbols. FSK is used in many applications, including
cordless and paging systems.

1.3.2.5 Continuous-Phase FSK

In FSK the switching between different frequencies is carried out between M different oscillator outputs
tuned in M different frequencies. When this switching is performed in successive signaling intervals, it
results in spectral broadening outside the main frequency band, and consequently, an enormous bandwidth
is required to transmit the signal successfully. One of the solutions to this spectral broadening problem
is to use a single-frequency component whose frequency changes continuously with the change of the
information-bearing signal. In this case, the resulting frequency-modulated signal is phase continuous,
and hence it is known as continuous-phase FSK (CPFSK). In CPFSK the phase of the carrier is constrained
to be continuous; thus it is a memory modulation technique.

To represent the CPFSK signal analytically, let us express the baseband PAM signal as

b p(t) =
∑

m

Amr (t −mT) (1.41)

where {Am} denotes the sequence of amplitudes obtained by mapping k-bit binary digits from the infor-
mation sequence into amplitude levels±1,±3, . . . ,±(M−1), and r (t) is a rectangular pulse of amplitude
1/2T and duration T seconds. The signal b p(t) is used to frequency-modulate the carrier. Consequently,
the carrier-modulated signal is expressed as

s (t) = g (t) cos[2π fc t + β(t; τ )+ θ] (1.42)

where g (t) is the signal pulse shape, θ is the initial phase of the carrier, and β(t; τ ) is the time-varying
phase of the carrier, which is defined as

β(t; τ ) = 4πTf d

t∫
−∞

b p(τ )dτ (1.43)

and solved as

β(t; τ ) = ψm + 2πh Amv(t −mT) (1.44)

where the parameters h, ψm, and v(t) are defined as

h = 2 fd T (1.45)

ψm = πh
m−1∑

k=−∞
Ak (1.46)

v(t) =

⎧⎪⎨
⎪⎩

0, (t < 0)

t/2T, (0 ≤ t ≤ T)

1/2, (t > T)

(1.47)

The parameter h defined in Equation 1.45 is known as the modulation index, and fd in Equation 1.43 and
Equation 1.45 is known as the peak frequency deviation. In Equation 1.43, even though b p(τ ) contains
discontinuities, the integral of b p(τ ) is continuous. As a result, we have a continuous-phase signal.
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1.3.2.6 Continuous-Phase Modulation

CPM is a generalized form of CPFSK where the carrier phase is given by

β(t; τ ) = 2π

m∑
k=−∞

hk Akv(t − kT), mT ≤ t ≤ (m− 1)T (1.48)

where {Ak} is the sequence of M-ary information symbols selected from the alphabet of ±1,±3, . . . ,
±(M−1); {hk} is a sequence of modulation indices; and v(t) is some normalized waveform shape. When
the modulation index varies from one symbol to another, the CPM signal is called multi-h.

1.3.2.7 Minimum Shift Keying

MSK is a special form of binary CPFSK in which the modulation index h= 0.5, which ensures the orthog-
onality between two signals with minimum frequency separation. In this case, the peak-to-peak frequency
deviation is equal to half the bit rate. The analytical expression for this signal is given by

s (t) = g (t) cos [2π fc t + β(t; τ )] (1.49)

where the phase of the carrier is given by

β(t; τ ) = ψm + π

2
Am

(
t −mT

T

)
, mT ≤ t ≤ (m− 1)T (1.50)

The MSK scheme is used in the global systems for mobile communications (GSM) cellular system.

1.3.2.8 Gaussian MSK

GMSK is a derivative of MSK where the required signaling bandwidth is reduced by passing the modulating
waveform through a Gaussian filter. The Gaussian filter minimizes the instantaneous frequency variations
over time. GMSK is a spectrally efficient modulation scheme and is particularly useful in mobile radio
systems. This constant-envelope spectrally efficient modulation technique is a self-synchronizing one and
it provides good BER performance.

1.3.2.9 Orthogonal Frequency Division Multiplexing

Orthogonal frequency division multiplexing (OFDM) is a wideband modulation scheme that is specifically
designed to cope with the problems of multipath reception. It achieves this by transmitting a large number
of narrowband digital signals over a wide bandwidth. The idea of OFDM appeared in the literature in the
sixties [Cha66] [Cha68] [Sal67]. In OFDM, the data are divided among a large number of closely spaced
orthogonal carriers, which results in high spectral efficiency. In this scheme, only a small amount of data
is carried on each carrier, and this significantly reduces the influence of intersymbol interference [She95].
Here, the parallel transmission gives the capability of supporting high-bit-rate environments. Because of
the orthogonal property among the carriers, the OFDM signal can be arranged in such a way so that
the sidebands of the individual carriers overlap (Figure 1.7) and the signals can still be received without
adjacent carrier interference.

The OFDM signals can be easily transmitted and received using the fast Fourier transform (FFT) devices
[Nee99] [Cim85] without increasing the transmitter and receiver complexities. This technique has some
demerit points, too. It has a large peak-to-average power ratio (PAPR), which reduces the power efficiency
and increases the cost of the power consumption of the transmitter amplifier. In this case, the operating
point in the amplifiers can be backed off, but this leads to inefficient power usage. Moreover, OFDM
techniques are susceptible to frequency offset and phase noise. Coding methods have been proposed in
Young-Hwan [You03], Fernando [Fer98], and Cimini [Cim99] to reduce the peak-to-average power ratio.

The successful use of the OFDM technique began in the sixties for high-frequency military systems
(KINEOLEX, ANDEFT, KATHRYN). In the eighties the OFDM technique found application in high-
speed modems, digital mobile communications, and high-density recording. In the nineties the use of
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FIGURE 1.7 Spectrum associated with OFDM signal.

the OFDM technique found commercial wired applications in the digital subscriber line (DSL) [Cho91]
[Sis93]. During that period, in the wireless area, OFDM became the basis for several television and radio
broadcast applications, including European digital audio broadcasting (DAB) and high-definition TV
(HDTV) terrestrial broadcasting [ETS97] [ETS97(2)], as well as North American digital radio broadcasting.
At the beginning of the 21st century, it was adopted as a standard for new high-rate wireless local area
networks (WLANs), such as IEEE 802.11, HIPERLAN II, and the Japanese Multimedia Mobile Access
Communications (MMAC) [Ner99]. Currently much research is being conducted to devolve an OFDM-
based system [Sam02] [Dow02] to deliver mobile broadband data service at data rates comparable to those
of wired services, such as DSL and cable modems. Moreover, OFDM technology is a very attractive candidate
when targeting high-quality and highly flexible mobile multimedia communications over satellite systems
[Nee99].

1.3.2.10 Challenges in the Next-Generation System Concerning Different Modulation
Techniques

Now that the next-generation (4G) scheme visualizes the wireless mobile communication system as a
single entity by considering both the satellite and terrestrial domains, some of the challenges related to
modulation issues in the satellite domain, especially in the downlink scenario, need to be tackled.

For the 4G mobile communications systems OFDM is considered to be one of the precise techniques
[Vau02]. In this case the challenges include all the demerits of the OFDM technique, as discussed earlier.
Although much research is being carried out to overcome these demerits, the main challenge is yet to be
fulfilled. This challenge comes from the requirement of a single standard OFDM version. Currently many
OFDM versions, such as vector OFDM, wideband OFDM, F-OFDM, and MIMO OFMD, are present
in the application area [Vau02]. In this case OFDM needs standardization to enable its widespread use,
encourage adoption, and thereby grow the market for the 4G mobile communications systems.

As shown in Costa [Cos02], Park [Par02], and Rafie [Raf89], among the spectrally efficient modulation
schemes, M-QAM offers the best trade-off between implementation complexity and performance in
the nonlinear channels. Consequently, for the satellite channel where both spectral and power efficiencies
are the prime requirements, QAM becomes one of the strong candidates. Here one of the challenges is to
come up with an optimal constellation for the QAM technique in terms of both bit-error-rate performance
and complexity. Moreover, for multimedia applications where the bit rate needs to be in the gigabit range,
the integration of the OFDM technique with QAM will be another challenge. In both cases, the inclusion
of a fading channel scenario will be an added obstacle for the complete setting. It is worth mentioning that

Copyright © 2005 by CRC Press LLC



in the terrestrial domain the combination of OFDM and QAM is already in the application area for the
IEEE 802.11 standard WLAN.

As shown in Figure 1.5, as we increase M for the M-level modulation technique, the power efficiency
decreases. These results suggest the use of the adaptive modulation technique, which would be another
interesting area to explore. Some of the aforementioned challenges are already being addressed in the
research phase [Bou02] [Rah03] [Yua03] [Ala03] [Alo00] [Gol97].

At a high data rate, carrier acquisition and tracking of the incoming signal, which make coherent
detection possible in the receiver, are extremely difficult. As a solution to this problem, a differential
modulation technique (such as DQPSK) can be used with differential detection. However, it suffers from
performance degradation when compared to ideal coherent detection. For a power-limited system, such
as a satellite with an onboard power amplifier, this degradation cannot be tolerated. Multiple-symbol
differential detection [Div90] can be used to avoid this degradation by slightly increasing the length of the
observation interval. All these studies need to be extended to the fading channel scenario. Part 3 of this
book provides some analytical results for some of the issues discussed in this section.

1.4 Coding Techniques

A coding technique in general is of two types: source coding and channel coding. The source coding
technique refers to the encoding procedure of the source information signal into digital form. On the
other hand, channel coding is applied to ensure adequate transmission quality of the signals. Channel
coding is a systematic approach for the replacement of the original information symbol sequence by a
sequence of code symbols in such a way as to permit its reconstruction. Here we will focus on the channel
encoding technique.

Channel coding can improve the severe transmission conditions in terrestrial mobile radio communi-
cations due to multipath fading. Moreover, it can help to overcome very low SNRs for satellite communi-
cations due to limited transmit power in the downlink. The encoding process generally involves mapping
every k-bit information sequence into a unique n-bit sequence, where the latter is called a code word. The
amount of redundancy introduced by the encoding process is measured by the ratio k/n, whose reciprocal
is known as the code rate. The output of the channel encoder is fed to the modulator, whose output is
transmitted through the channel. At the receiver end, demodulation, decoding, and detection processes are
carried out to decide on the transmitted signal information. In the decision process, two different strategies
are used, soft decision and hard decision. When the demodulator output consists of discrete elements 0
and 1, the demodulator is said to make a hard decision. On the other hand, when the demodulator output
consists of a continuous alphabet or its quantized approximation (with greater than two quantization
levels), the demodulator is said to make a soft decision.

It is theoretically shown by Shannon [Sha48] that the coding technique in general improves the BER
performance of a communications system. Before discussing different channel coding techniques we will
take a look at this theory.

1.4.1 Shannon’s Capacity Theorem

Shannon [Sha48] shows that the system capacity C bits/second of an AWGN channel is a function of the
average received signal power, S, the average noise power, N, and the bandwidth, W hertz, which is given
by

C = W log2

(
1+ S

N

)
(1.51)

Theoretically, it is possible to transmit information with arbitrarily small BERs over such a channel at
any rate, R, where R≤C , using a complex coding scheme. For an information rate of R > C it is not
possible to find a code that can achieve an arbitrarily small error probability. Shannon’s works show that
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the values of S, N, and W set a limit on the transmission rate, not on the error probability. In Equation 1.51,
the detected noise power, N, is proportional to the bandwidth, which is given by

N = N0W (1.52)

where N0 is the noise power spectral density. Substituting Equation 1.52 into Equation 1.51, we get

C

W
= log2

(
1+ S

N0W

)
(1.53)

Now, assuming R=C , the ratio between the binary signal energy (E b) and the noise spectral density
(N0) can be written as:

E b

N0
= ST

N0
= S

N0 R
= S

N0C
(1.54)

which can be used in Equation 1.53 to yield

C

W
= log2

[
1+ E b

N0

(
C

W

)]
(1.55)

From Equation 1.55 it can be shown that there exists a limiting value of E b/N0 below which there can
be no error-free communication at any information rate. This limiting value is known as Shannon’s limit,
which can be calculated by letting

x = E b

N0

(
C

W

)
(1.56)

Substituting the above parameter in Equation 1.55 we get

C

W
= log2[1+ x] (1.57)

Equation 1.57 can be rewritten as

C

W
= x log2[1+ x]1/x = E b

N0

(
C

W

)
log2[1+ x]1/x (1.58)

Now, using the identity lim
x→0

(1+ x)1/x = e in the limit C /W → 0, Equation 1.58 becomes

E b

N0 Shannon
= 1

log2 e
= 0.693 (1.59)

In decibel (dB) scale it is

E b

N0 Shannon dB
= −1.59 dB (1.60)

Equations 1.59 and 1.60 give the numerical values of the Shannon’s limit.

1.4.2 Different Coding Schemes

Channel coding can be classified into two major areas: waveform coding and structured sequences. The
objective of waveform coding is to provide an improved waveform set so that the detection process is
less subject to errors. Examples of this coding technique include M-ary signaling, antipodal, orthogonal,
bi-orthogonal, and trans-orthogonal signaling. Structured sequences deal with transforming data se-
quences into better sequences having ordered redundancy in bits. The redundant bits can then be used for
the detection and correction of errors. Examples of structured sequence coding include block and convolu-
tional coding schemes. In this section we will mainly focus on the structured sequence type coding schemes.
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Here the discussion will consider only those coding techniques that are being addressed in the recent
trend of mobile and satellite communications systems. These schemes include linear block codes (e.g.,
Hamming codes, BCH codes, Reed–Solomon codes, etc.) and convolutional codes. Space–time codes and
turbo codes will also be considered; they are getting enormous attention in the current developments
of both 3G and 4G telecommunications systems. To provide improvement in power efficiency without
sacrificing bandwidth efficiency, coded modulation techniques (e.g., trellis coded modulation (TCM)
[Ung87]) that combine coding and modulation techniques are good choices. This section talks briefly
about coded modulation techniques too.

1.4.2.1 Block Codes

In this coding scheme each k-bit information symbol block is converted to an n-bit coded symbol block
with (n − k) redundancy bits added to the k-bit symbols. These redundancy bits could be parity bits or
check bits that do not carry any information. The resulting code is referred to as the (n, k) block code.
Here the redundancy of the code is defined as the ratio between the redundant bits and k-bit symbol, i.e.,
(n − k)/k, while the code rate is defined as k/n. In block codes 2kk-bit message sequences are uniquely
mapped into 2k n-bit codes, out of a possible 2n n-bit codes.

1.4.2.1.1 Vector Space and Subspace
A vector space Vn is defined as the set that contains all possible n-bit block codes. On the other hand, a
subset S of the vector space Vn is called a subspace if an all-zero vector is in S and the sum (modulo-2) of
any two vectors in S is also in S (closure property). The subspace properties are the basis for the algebraic
characterization of linear block codes.

1.4.2.1.2 Linear Block Code
The block codes, where each of the code words can be formed by the modulo-2 sum (EX-OR) of two or
more other code words, are called linear block codes. The code words are said to be linearly dependent on
each other.

1.4.2.1.3 Coding Gain
Coding gain is defined as the improvement in the SNR in decibels at a specified bit-error-rate performance
of an error-correcting coded system over an uncoded one with an identical system scenario.

1.4.2.1.4 Hamming Codes
This is a linear block code characterized by the following (n,k) structure:

(n, k) = (2m − 1, 2m − 1−m) (1.61)

where m = 2, 3, . . . . These codes are capable of correcting all single bit errors and detecting all combinations
of two or fewer bits in error, which can be seen from the following example. A rate 4/7, i.e., (n, k) = (7, 4),
hamming code is shown in Table 1.2 where each output data block differs from all the other blocks by at
least three bits. Hence, if a one- or two-bit error occurs in the transmission of a block, the decoder will
detect that error. In the case of a single bit error, it is also possible for the receiver to match the received
block to the closest valid block and thereby correct the single bit error. If a three-bit error occurs, the
original block may be transformed into a new valid block and all the errors go undetected.

1.4.2.1.5 Hamming Distance
The difference in the number of bits between two coded blocks is known as the Hamming distance. A
block code of a Hamming distance d can detect up to (d − 1) errors and correct (d − 1)/2 errors.

1.4.2.1.6 Implementation Complexity
An increase in the coded block length results in two drawbacks in the block coding techniques, which are
stated below.
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TABLE 1.2 Hamming Code of Rate 4/7

Block Number Input Data Block Output Data Block

0 0000 000 0000
1 1000 110 1000
2 0100 011 0100
3 1100 101 1100
4 0010 111 0010
5 1010 001 1010
6 0110 100 0110
7 1110 010 1110
8 0001 101 0001
9 1001 011 1001

10 0101 110 0101
11 1101 000 1101
12 0011 010 0011
13 1011 100 1011
14 0111 001 0111
15 1111 111 1111

� Transmission delay: The time taken to collect k-bits to form a block increases with increasing block
length, introducing delay in the transmission process, which may be unacceptable for real-time
applications such as voice transmission.

� Decoder complexity: This increases almost exponentially with block length as the decoder searches
through 2k valid code words to find the best match with the incoming 2n possible coded blocks. In
addition to the complexity, the decoding delay can be significant.

1.4.2.1.7 BCH (Bose–Chaudhuri–Hocquenghem) Codes
These codes are generalizations of Hamming codes that allow multiple error corrections. BCH codes
[Ste64] are important because at a block length of a few hundred, these codes outperform all other block
codes with the same block length and code rate. For very high coding overhead with long block length,
this coding scheme can be used where reliability of transmission is the key factor and data throughput is
less important.

1.4.2.1.8 Reed–Solomon Codes
Reed–Solomon (RS) codes are a subclass of BCH codes that operate at the block level rather than the bit
level. Here the incoming data stream is first packaged into small blocks, and these blocks are then treated
as a new set of k symbols to be packaged into a supercoded block of n symbols. As a result, the decoder is
able to detect and correct complete error blocks. This is a nonbinary code set that can achieve the largest
possible code minimum distance for any linear code with the same encoder input and output block lengths.
For nonbinary codes, the distance between two code words is defined as the number of nonbinary symbols
in which the sequences differ. The code minimum distance for the RS codes is given by [Fal68]

dmin = n − k + 1 (1.62)

These codes are capable of correcting any combination of (n − k)/2 or fewer symbol errors. RS codes
are particularly useful for burst type error corrections, and so they are very effective with the channel with
memory. They are also used in error-correcting mechanisms in CD players.

1.4.2.1.9 Interleaving
The block codes work best when errors are distributed evenly and randomly between incoming blocks.
This is usually the case for AWGN channels such as landline telephone link. In a mobile radio environment,
however, errors often occur in bursts as the received signal fades in and out due to the multipath propagation
and the user’s motion. In order to distribute these errors more evenly between coded blocks, a process
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FIGURE 1.8 Rate convolutional encoder with constraint length of 3.

known as interleaving is used. In general, to accomplish interleaving, the encoded data blocks are read as
rows into a matrix. Once the matrix is full, the data can be read out in columns, redistributing the data
for transmission. At the receiver, a de-interleaving process is performed using a similar matrix filling and
emptying process, reconstructing the original blocks. At the same time, the burst errors are uniformly
redistributed across the blocks. The number of rows or columns in the matrix are sometimes referred to
as the interleaving depth. The greater the interleaving depth, the greater resistance to long fades, but also
the greater the latency in the decoding process as both the transmitter and receiver matrices must be full
before encoding or decoding can occur.

1.4.2.2 Convolutional Codes

A convolutional code is implemented on a bit-by-bit basis from the incoming data source stream. The
encoder has memory and it executes an algorithm using a predefined number of the most recent bits to
yield a new coded output sequence. Convolutional codes are linear, where each branch word of the output
sequence is a function of the input bits and (k − 1) prior bits. Since the encoding procedure is similar to
the convolution operation, the coding technique is known as convolutional coding. The decoding process
is usually a serial process based on present and previous received data bits (or symbols). Figure 1.8 shows
an (n, k) = (2, 1) convolutional encoder with a constraint length of Cln = 3, which is the length of the
shift register.

There are n = 2 modulo-2 adders that result in a two-bit coded word for each input bit upon EX-OR
operation. The output switch samples the output of each modulo-2 adder, thus forming the two-bit code
symbol associated with the single input bit. The sampling is repeated for each input bit that results in a
two-bit code word. The choice of the connections between the adders and the stages of the register gives
rise to the characteristics of the code. The challenge in this case is to find an optimal connection pattern
that can provide codes with best distance properties. Convolutional codes have no particular block size;
nonetheless, these are often forced into a block structure by periodic truncation. This requires a number
of zero bits to be added at the end of the input data sequence for clearing out the data bits from the
encoding shift register. Since the added zeros carry no information, the effective code rate falls below k/n.
The truncation period is generally made as long as practical, to keep the code rate close to k/n.

Both the encoder and decoder can be implemented using recursive techniques, with one of the most
efficient and well known being the Viterbi convolutional decoder [Bur01].

1.4.2.2.1 Pictorial Representation of Convolutional Encoder
A convolutional encoder can be represented pictorially in three different ways: state diagram, tree diagram,
and trellis diagram.
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FIGURE 1.9 State diagram for the rate convolutional encoder with constraint length of 3 as shown in Figure 1.8.

1.4.2.2.1.1 State Diagram
In this case, the encoder is characterized by some finite number of states. The state of a rate 1/n convolutional
encoder is defined as the contents of the rightmost K − 1 stages (Figure 1.8) of the shift register. The
necessary and sufficient condition to determine the next output of a convolutional encoder is to have the
knowledge of the current state and the next input. The state diagram for the encoder shown in Figure 1.8
can easily be drawn as shown in Figure 1.9. The states shown in the boxes of the diagram represent the
possible contents of the rightmost K − 1 stages of the register, and the paths between the states represent
the output branch words resulting from such state transitions. Table 1.3 will help to understand the state
transition mechanism in Figure 1.9. Major characteristics of the state diagram follow:

� 2k.(K−1) states
� 2k branches entering each state while the same number of branches leave each state

1.4.2.2.1.2 Tree Diagram
The tree diagram in the convolutional encoder incorporates the time dimension in the state transition,
which is not provided by the state diagram. Here the possible code sequences generated by an encoder are
represented as branches of a tree. With the aid of time dimension one can easily describe the encoder as a
function of a particular input sequence. For examples of tree diagrams, see Proakis [Pro95], Lee [Lee97],
and Sklar [Skl88]. Since the number of branches in the tree increases as a function of 2S , S being the
sequence length, for a very long sequence this representation is not feasible. Characteristics of the tree

TABLE 1.3 State Transition Mechanism for the State Diagram

Present State (Content of Next State (Content of Branch Output

Input Bit Register Content the Rightmost K-1 Stages) the Leftmost K-1 Stages) at Present State

0 000 00 00 00
1 100 00 10 11
1 110 10 11 00
1 111 11 11 10
0 011 11 01 01
0 001 01 00 10
0 010 10 01 11
1 101 01 10 01
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diagram include:

� 2k branches emanating from each node
� The whole tree repeating itself after the Kth stage

1.4.2.2.1.3 Trellis Diagram
The trellis diagram is an intelligent pictorial representation of the tree diagram where the repetitive

nature of the tree diagram is smartly utilized [Pro95] [Lee97] [Skl88]. It is called a trellis diagram because
it looks like a garden trellis. Major characteristics of the trellis diagram include:

� 2k.(K−1) states
� 2k branches entering each state while the same number of branches leave each state

For examples of trellis diagrams, see Proakis [Pro95], Lee [Lee97], and Sklar [Skl88].

1.4.2.3 Space--Time Coding

This is basically a spatial type diversity technique (discussed in Section 1.6) where multiple antennas in
the transmitter end are used with either one or more receiving antennas. This technique is known as
space–time coding since it involves redundancy by transmitting the same signal using different antennas.
With multiple antennas at the transmitter end, when the receiver end also uses multiple antennas, the
system is known as a multiple-input multiple-output (MIMO) system. Recently, space–time coding has
been getting vast recognition [Dou02] as a robust coding technique in the field of research due to its
application in the 3G scenario.

1.4.2.4 Turbo Coding

Turbo coding (TC) is a specific decoding technique that was developed from two older concepts, concate-
nated coding and iterative decoding. These codes are built from parallel concatenation of two recursive
systematic block [Bur01] or convolutional codes with nonuniform interleaving. The term Turbo is used to
draw an analogy of this decoding process with a turbo engine in which a part of the output energy is fed
back to the input to carry out its operation. Before discussing the principle of the TC technique, we will
look at the concept of concatenated coding. In the concatenated coding method, two or more relatively
simple codes are combined to provide much more powerful coding. In its operation, as shown in the block
diagram of Figure 1.10, the output of the first encoder (outermost) is fed to the input of the second, and
so on. In the decoder, the last (or innermost) code is decoded first, and then its output is fed to the next,
and so on to the outermost decoder.

The principle of the decoding process of the TC technique can be explained briefly with the aid of the
block diagram shown in Figure 1.11 and in terms of code array. In this case, the decoder first performs
row decoding, which generates initial estimates of the data in the array. Here, for each data bit, a tentative
decision and a reliability estimate for that decision are provided. The columns in the code array are then

1stEncoder nth Encoder

1stDecoder nth Decoder Channel

FIGURE 1.10 Concatenated coding method.
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decoded by taking both the original input and the previous decoder signals into consideration. In the
current decoder the previous decoded signal information is known as a priori information on the data.
This second decoding further refines the data decision and its reliability estimate. The output of this second
decoding stage is fed back to the input of the first decoder. In this case, the information that was missed
in the first row decoding is now decoded. The whole procedure continues until the data estimates are
converged.

1.4.2.5 Coded Modulation Techniques

In both block and convolutional coding schemes, the coding gain is achieved with the price paid for the
bandwidth. Since in these schemes the k-bit information signal is replaced by n-bit coded words (n > k),
the required bandwidth gets increased, which is a major bottleneck for the band-limited channels, such as
telephone channels. To overcome this problem, combined modulation and coding schemes are considered.
In this case, the coding gain is achieved with the price paid for the decoder complexity. Here different
coded modulation techniques are briefly addressed.

1.4.2.5.1 Trellis Coded Modulation
TCM is based on the trellis, as used in convolutional coding. In TCM, the trellis branches, instead of being
labeled with binary code sequences, are represented as constellation points from the signaling constellation.

1.4.2.5.2 Block Coded Modulation
In block coded modulation (BCM) the incoming data are divided into different levels, and in each level
those data streams are block coded at an equal rate.

1.4.2.5.3 Multilevel Coded Modulation
In multilevel coded modulation (MCM), which is a generalized form of BCM, the incoming data are split in
different levels/branches (serial to parallel), and each of these data levels are block coded or convolutionally
coded at either equal or unequal rates. Finally, the multiplexed signal results in the MCM.

1.4.2.5.4 Turbo Coded Modulation
Based on the combinations of TC and either TCM or MCM, there are many versions of turbo coded
modulation techniques available in the research area, for example, turbo trellis coded modulation (T-
TCM) [Gof94] [Rob98], multilevel turbo coded modulation (ML-TCM) [Wac95], etc.

1.4.3 Coding in Next-Generation Mobile Communications: Some Research
Evidence and Challenges

In this section we will mention some of the current research results on coding techniques, which are getting
attention in next-generation mobile communication systems, taking into account both the terrestrial and
satellite domains.
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The authors in Doufexi [Dou02] have utilized measured MIMO channel data to evaluate the per-
formance of the proposed 4G space–time coded OFDM (COFDM) system. In the simulation results the
authors assumed that the channel responses are constant during the period of two COFDM symbols. BERs
for the half-rate convolutional coded QPSK have been presented for 2-Tx (two transmit antennas) 1-Rx
(one receive antenna) and 2-Tx 2-Rx scenarios. Polarization diversity is also considered in the analysis.
The results indicated that high gains can be obtained for 2-Tx 2-Rx architecture with channel correlation
coefficients in the order of 0.3 to 0.5.

Turbo coded adaptive modulation and channel coding (AMC) has been examined in Classon [Cla02]
for future 4G mobile systems to observe the throughput gain. Here a method of generating soft infor-
mation for higher-order modulations, based on the reuse of the turbo decoding circuitry, is provided.
It is shown that 3G style turbo coding can provide a 0.5- to 4-dB-link gain over 256-state convolutional
codes, depending on the frame size, modulation, and channel. Here the link gains from channel coding
do not directly translate into throughput gain for AMC, but they are still expected to improve throughput
significantly.

In Doufexi [Dou02] space–time coded OFDM for the 4G cellular network has been proposed where
the individual carriers of the OFDM techniques are modulated using BPSK, QPSK, and 16-QAM with
coherent detection. The channel encoder consists of a half-rate convolutional encoder. Here the channel
model considers a wide range of possible delay spreads. The results show that the space–time block codes
provide diversity gain and enhance the BER performance.

In Saifuddin [Sai97], to avoid a high degree of complexity in Viterbi decoding, the authors use concate-
nated codes based on MCM. In this case, the outer RS code is concatenated with an MCM for high-data-rate
application over satellite channels. The results show a significant coding gain in terms of BER with con-
siderably less complexity.

Block turbo codes (BTCs) with trellis-based decoding are proposed in Vilaipornsawai [Vil02] for asyn-
chronous transfer mode (ATM) transmission in digital video-broadcasting–return channel via satellite.
In Sumanasena [Sum01] an adaptive coding and modulating transmission scheme for 3G mobile satel-
lite systems is proposed. Here the adaptation mechanism is based on the Rice factor of the channel,
which is estimated in real time using an estimation algorithm at the receiver. The transmitter, upon
receiving the channel information from the receiver, determines the optimal coding and modulation
scheme using a lookup table. For the coding scheme the authors use convolutional coding of rates 1/2
and 1/3, while for the modulation scheme QPSK and 8PSK modulation formats are used. The sim-
ulation results in the satellite UMTS (universal mobile transmission systems) environment show that
the dynamic range of the transmission power is greatly reduced, which in turn eases the power control
requirements.

Besides all the above research outputs, many investigations are in progress considering coding for both
the satellite and terrestrial areas. Instead of discussing all these investigation approaches and results, we
will look at some challenges laid forth in this area.

Now that the 3G system is already in use somewhat successfully in the terrestrial domain, attention
in coding challenges is currently focused mainly on the satellite domain for the 4G system. In designing
4G mobile satellite systems, transmitted power is a critical concern. In this case, because of the limited
satellite onboard power and the limited life span of the mobile terminal battery, the main challenge is
to come up with a power-efficient coding technique. The adaptive coded modulation (ACM) technique
in Sumanasena [Sum01] has already been shown to be a smart solution to this challenge. But in this
case, power efficiency can be achieved at the expense of spectral efficiency. To explore more on the ACM
technique, visit Chapter 6 of this book.

The use of the coded QAM technique with adaptation between different QAM constellations could be a
good choice to gain both power and spectral efficiencies. It is difficult to say whether, by taking into account
the huge complexity involved in this process, we can still meet our target. This doubt remains strong due
to the channel, which plays an important role in the complexity issue. The use of the adaptive OFDM
technique with coding can also be explored in this situation upon successfully addressing the demerits of
the OFDM method discussed earlier.
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1.5 Multiple Access Techniques

In general, a multiple-access (MAC) scheme offers many users in the communications system the ca-
pability to share the same spectrum resource. Different MAC schemes are either in use or in the re-
search domain in both the terrestrial and satellite areas for providing capacity improvement in the system
without significantly disturbing the system’s performance. Currently, wideband code division multiple
access (W-CDMA) and OFDM/time division multiple access (OFDM/TDMA) techniques are success-
fully in use in terrestrial mobile multimedia systems. These two MAC schemes are also getting con-
siderable attention [Pap01] in mobile multimedia communications for nongeostationary satellite inter-
faces. Along with these multiple-access techniques, in this section we will briefly discuss different MAC
schemes with their merits and demerits. The discussion will also cover the combination of OFDM and
CDMA techniques. The capacity of the fundamental MAC schemes in the AWGN channel will also be
addressed.

1.5.1 Fundamental Multiple-Access Schemes

1.5.1.1 Frequency Division Multiple Access

This is a method of combining multiple users on a given channel bandwidth using unique frequency
segments. Frequency division multiple access (FDMA), by nature, is a narrowband MAC system. Here, an
available frequency band (which is generally wide) is split into some smaller nonoverlapping orthogonal
bands (or channels), and different information signals from different users are transmitted through these
channels (Figure 1.12). In this case, each transmitter or receiver for each user uses a separate frequency
band (channel) for communications. Application: Advanced mobile phone systems (AMPS).

1.5.1.1.1 Merits
In this narrowband system, the symbol duration is large compared to the average delay spread that results
in low intersymbol interference (ISI). Since it is a continuous transmission scheme, system overhead in
terms of bits is less than in the TDMA scheme. It is also less complex compared to the other MAC schemes.

1.5.1.1.2 Demerits
There are some cost-related demerits for the FDMA system, which vary from system to system. For example,
this system has higher cell-site system costs than TDMA systems. This system is also performance limited
by the nonlinear effects of the power amplifier and the stability of the system clock that generates different
frequencies of interest.

Frequency
(Different Channels)

Time

Users/Codes

FIGURE 1.12 FDMA scheme.
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FIGURE 1.13 TDMA scheme.

1.5.1.2 Time Division Multiple Access

In this method, multiple users, using unique time segments on a given channel bandwidth, are combined.
In this case, a single carrier frequency is shared between different transmitters (users), each of which is
assigned a nonoverlapping time slot (Figure 1.13). Application: Global systems for mobile communications
(GSM).

1.5.1.2.1 Merits
Since the data transmission occurs in burst, the transmitter or receiver can be turned off when it is not
in use, resulting in low battery consumption. Due to the discontinuous nature of transmission, handoff
process is simpler in the TDMA system.

1.5.1.2.2 Demerits
High synchronization overhead is required for TDMA-based systems. The system performance is limited
by the stability of the digital clock that generates different time slots of interest.

1.5.1.3 Code Division Multiple Access

This is a method of combining multiple users on a given channel bandwidth using unique spreading
codes or hopping patterns to distinguish any given user. In CDMA systems, several transmitters (users)
simultaneously and asynchronously access a channel by modulating and spreading their narrowband
information-bearing signals with preassigned wideband spreading codes. This spreading code makes it
possible for the system to multiplex several users in the same time and frequency domain (Figure 1.14).
Chapter 10 of this book provides more information on the CDMA technique.

1.5.1.3.1 Wideband CDMA
W-CDMA follows the same principle as the CDMA technique [Vit95]. It gets its name from its wide band-
width (e.g., 5 MHz) requirement. Readers are cautioned here to not get this mixed up with ultrawideband5

(UWB) technology.

1.5.1.3.2 Merits
Multipath fading in the CDMA (or W-CDMA)-based system can be substantially reduced because the
signal is spread over a large spectrum. If the spread-spectrum bandwidth (BW) is greater than the coherence

5UWB is defined by the Federal Communications Commission (FCC) as a radio system having −10 dB of signal
bandwidth greater than 500 MHz. To read more about UWB, see Chapter 28 of this book and the references therein.
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FIGURE 1.14 CDMA (W-CDMA) scheme.

BW of the channel, the inherent frequency diversity [Ada98] will mitigate the effects of small-scale fading.
Additionally, the system can support multi-signaling-rate services simultaneously with a frequency reuse
feature. In the satellite domain, where multiple signals from different satellites are linearly combined,
W-CDMA (or CDMA) with universal frequency reuse and a Rake receiver is very efficient for soft handoff
application [Vit94] [Eva98]. In this scenario, in addition to improving the received signal quality, the soft
handoff technique performs much better in terms of probability of call dropping compared to the hard
handoff technique; additionally, it simplifies the radio frequency (RF) interface.

1.5.1.3.3 Demerits
In the CDMA-based system, good synchronization is necessary for the spreading codes to exhibit their
mutual orthogonal properties. If the mobile terminals are not synchronized, the orthogonality between
the spreading codes is compromised and the overall performance is severely degraded. The capacity of a
CDMA system is not a single constant number; it depends on the locations of the users as well as on their
number, and it is also a function of how low a signal-to-noise ratio (SNR) is deemed to be acceptable.

Other than the basic MAC schemes stated above, there are some other versions of MAC schemes,
such as space division multiple access (SDMA) [Rap96] and geographic MAC [App97]. Combinations of
different basic MAC schemes are also available in the research areas, some of which are being considered
for practical applications. These combinations include hybrid FDMA/CDMA (FCDMA) [Eng93], hybrid
direct sequence/frequency hopped multiple access (DS/FHMA) [Dix94], time division CDMA (TCDMA)
[Rap96], and time division frequency hopping (TDFH) [Gud92]. Currently, some remarkable research
is going on with the combination of OFDM and CDMA techniques, and OFDM and TDMA techniques.
Below, we briefly discuss these techniques.

1.5.2 Combination of OFDM and CDMA Systems

The combination of OFDM signaling and the CDMA scheme has one major advantage: it can lower the
symbol rate in each subcarrier so that a longer symbol duration makes it easier to quasi-synchronize the
transmission. To exploit this advantage and all the advantages of OFDM and CDMA systems discussed
earlier, the combinations of these two systems have been proposed in three different ways by different
researchers. These are multitone CDMA (MT-CDMA) [Van93], multicarrier CDMA (MC-CDMA) [Faz93]
[Yee93] [Cho93], and multicarrier direct-sequence CDMA (MC-DS CDMA) [Das93]. A brief overview
of these different schemes is given below.
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FIGURE 1.15 MT-CDMA scheme: (a) transmitter; (b) power spectrum of the transmitted signal.

1.5.2.1 MT-CDMA Scheme

In this system the transmitter spreads the OFDM signals and sends them through the channel. Figure 1.15a
shows the MT-CDMA transmitter of the j th user using the PSK scheme. The transmitter spreads the
serial-to-parallel (S/P) converted data stream after MT operation. Since before spreading it is nothing
but the OFDM signals, the spectrum of each subcarrier prior to the spreading operation can satisfy the
orthogonality condition with the minimum frequency separation [Van93]. After spreading, the resulting
spectrum of each subcarrier no longer satisfies the orthogonality condition. When spreading is placed on
top of the MT signal, as proposed in Vandendorpe [Van93], the main feature of the system is that for a
constant BW, the ratio between the number of chips and the number of tones has to be constant. Hence,
when the number of tones increases, the number of chips per symbol does as well. Figure 1.15b shows the
power spectrum of the MT-CDMA transmitted signals for a number of tones Nt = 4.

1.5.2.2 MC-CDMA Scheme

In this system the transmitter spreads the input symbol first and then converts the spread symbol to OFDM
signals, sending them through the channel. In other words, a fraction of the symbol corresponding to a
chip of the spreading code is transmitted through a different subcarrier. In this case, the MC-CDMA
transmitter spreads the original data stream over different subcarriers using a given spreading code in
the frequency domain [Faz93] [Yee93] [Cho93]. The main feature of the MC-CDMA system is that as
MC-CDMA spreads an information bit over many subcarriers, it can make use of information contained
in good subcarriers to recover the original symbol in a deep-frequency-selective fading channel.

1.5.2.3 MC-DS CDMA Scheme

The MC-DSCDMA transmitter spreads the S/P converted data streams using a given spreading code so
that the resulting spectrum of each subcarrier can satisfy the orthogonality condition with the frequency
separation [Das93]. This scheme was originally proposed for an uplink communication channel because
the introduction of OFDM signaling into the DSCDMA scheme is effective for the establishment of a
quasi-synchronous channel.
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FIGURE 1.16 Block diagram of an OFDM/TDMA system.

1.5.3 OFDM/TDMA

The OFDM/TDMA-based system is a combination of OFDM transmission and TDMA techniques, which
exploits all the advantages of these two techniques. Figure 1.16 illustrates the fundamental principle of this
system. Here the overall channel BW is divided into a number of subcarriers, each carrying an individual
bit stream with a relatively small signaling rate [Nee99] [Cim85]. In general, within a given time slot, a
mobile station may use all or some of the allocated subcarriers; hence, the transmission rate of each mobile
station may dynamically vary from slot to slot. This general situation actually represents the OFDM access
technique [Nee99].

1.5.3.1 Merits

OFDM/TDMA technology allows the transmission of high-speed multiple-data-rates over extremely hos-
tile channels at a relatively low complexity. Different merits of OFDM system have been discussed in the
previous section. In addition to those advantages, the combination of TDMA and OFDM techniques
provides the advantage of using different time slots and variable transmission rates simultaneously.

1.5.3.2 Demerits

Although the OFDM/TDMA technique provides the means for extended flexibility and multirate trans-
mission, it requires precise synchronization between the mobile stations and thus calls for very high
implementation complexity. Besides, we need to consider all the demerits of the OFDM-based system,
which are discussed in the previous section.

1.5.4 Capacity of MAC Methods

Here we will address the capacity of different fundamental MAC schemes (FDMA, TDMA, and CDMA)
in an ideal AWGN channel of bandwidth W accessed by K different users, each of which is transmitting
an information signal with the same power P .
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1.5.4.1 FDMA Capacity

In an ideal band-limited AWGN channel of bandwidth W, the capacity of a single user is given by [Pro95]

C = W log2

(
1+ P

WN0

)
(1.63)

where N0/2 is the power spectral density of the additive noise. In FDMA each user occupies a bandwidth
of W/K Hz. Hence the capacity of each user becomes

CK = W

K
log2

(
1+ KP

WN0

)
(1.64)

For K users it becomes

KCK = W log2

(
1+ KP

WN0

)
(1.65)

Comparing Equation 1.63 and Equation 1.65 we find that the total capacity is equivalent to that of a single
user with average power KP.

1.5.4.2 TDMA Capacity

In this system, since each user, with an average power of KP, transmits the information signal for 1/K of
the total available time period, the capacity per user is given by Equation 1.64. In other words, the TDMA
capacity per user is identical to the FDMA capacity per user. But in this case, there is a practical limit
beyond which the transmitter power cannot be increased with the increase in the number of users.

1.5.4.3 CDMA Capacity

In a CDMA system, each user transmits a pseudorandom (PN) signal of a bandwidth W and average power
P . The capacity of the system depends on the level of cooperation among K users. When the receiver for
each user signal does not know the spreading waveforms of other users, the other users’ signals appear as
interference at the receiver of each user. The multiuser receiver consists of a bank of K single-user receivers.
Assuming that each user’s PN sequence is Gaussian, each user signal is corrupted by Gaussian interference
of power (K − 1)P and additive Gaussian noise power WN0. So, the capacity per user becomes

CK = W log2

(
1+ P

W N0 + (K − 1)P

)
(1.66)

On the other hand, if all K users are synchronous in time and the multiuser receiver performs joint
demodulation and detection with all known PN sequences, it can be shown [Pro95] that the capacity of
the CDMA system is identical to that of the FDMA and TDMA systems.

1.5.5 Challenges in the MAC Schemes

Many challenges are yet to be fulfilled for the MAC issue in both the terrestrial and satellite mobile
communications areas. The complexity due to synchronization can be relaxed for W-CDMA-based systems
using spreading coding schemes with very small cross-correlation peak values [Din98]. Profound research
needs to be carried out to generate this kind of spreading coding schemes. In the case of OFDM/TDMA
schemes the PAPR and frequency-offset issues of the OFDM technique, along with the synchronization
issue of the TDMA scheme, need to be addressed for optimal solutions. If the shortcomings of the OFDM
technique can be overcome, the combination of OFDM and CDMA techniques that results in MC-CDMA,
MT-CDMA, and MC-DSCDMA schemes can be used for both MAC schemes and high-multiple-data-rate
applications for the next-generation mobile communications systems.
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1.6 Diversity Technique

Diversity is a family of techniques that reduces the effects of fading. In these techniques, several repli-
cas of the same information signal transmitted over independently fading channels are supplied to the
receiver. In this case, the probability of all the signal components fading simultaneously is reduced con-
siderably. That is, if p is the probability that any signal will fade below some critical value, then pL

will be the probability that all L independently fading replicas of the same signal will fade below the
critical value. When all these independently fading signals are combined, the technique is known as di-
versity combining. Figure 1.17 shows a block diagram of the simplest form of the diversity combining
technique.

In general, a diversity system can be constructed if the following criteria are met:

� A copy of the same signal is received over two or more different paths.
� Each path fades differently.
� Some type of diversity combining on the signal replicas, received over the paths, is possible.

1.6.1 Classifications of the Diversity Techniques

There are several ways by which the receiver can be provided with L independently fading replicas of the
same information-bearing signal.

In frequency diversity the same information-bearing signal is transmitted on L carriers, where the
separation between the successive carriers equals or exceeds the coherence bandwidth (BWcoh) of the
channel. In time diversity the same information-bearing signal is transmitted in L different time slots,
where the separation between successive time slots equals or exceeds the coherence time (Tcoh) of the
channel. In space diversity (also known as antenna diversity) multiple antennas are used. These antennas
are commonly used in the receiver section (in transmit diversity [Cai00], multiple transmitter antennas
are used). These antennas are spaced sufficiently far apart so as to obtain signals that fade indepen-
dently. The space diversity technique is one of the most popular forms of diversity used in wireless
systems.

Another method of obtaining diversity is based on the use of a signal having a bandwidth much greater
than the coherence bandwidth (BWcoh) of the channel. Such a signal with bandwidth Bs resolves the
multipath components and thus provides the receiver with several independently fading signal paths. The
time resolution is 1/Bs . Consequently, with a multipath spread of Tm seconds, there are Tm Bs resolv-
able signals components. Since Tm = 1/BWcoh, the number of resolvable signal components may also be
expressed as Bs /BWcoh. Thus, the use of a wideband signal may be viewed as just another method for
obtaining frequency diversity of the order of L ≈ Bs /BWcoh. Sometimes it is called multipath frequency
diversity.

Path 1

Path 2 Tx

Rx

Rx

CombinerInput
Output

FIGURE 1.17 A simplified diversity (space) configuration.
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There is one special diversity technique, known as transmit diversity, that uses multiple antennas in the
transmitter end. This technique is also known as space–time coding (see the coding section) since it involves
redundancy by transmitting the same signal using different antennas. It is known as the MIMO system
too, as mentioned in the coding section. Currently, transmit diversity is getting notable consideration
[Der02] among researchers due to its application in the 3G scenario. There are four types of transmit
diversity techniques: space–time spreading (STS), also known as space–time coding; orthogonal transmit
diversity (OTD); phase sweep transmit diversity (PSTD); and time delay transmit diversity (TDTD). All
four techniques are being used in IS-2000 systems, while the last two are being used in IS-95 system. STS
[Hoc01] performs true maximal ratio combining (discussed later) at the receiver end. In OTD [Tar99], all
even numbered symbols are transmitted from one antenna, while odd numbered symbols are transmitted
by the other antenna (2-Tx antennas). Thus, in the OTD technique, performance improvement is observed
by filling out the long fades in the channel. In the PSPD [Kun02] technique, the same signal is trans-
mitted by each transmitting antenna with carrier frequencies offset by f0ff from each other, which results
in artificial oscillation in the fading of each multipath component; that in turn decreases the duration of
long fades and improves receiver performance. In the TDTD [Ong01] technique, one transmitting antenna
transmits the same signal by adding a small delay τ d to the signal transmitted by the second antenna (2-Tx
antennas), resulting in extra multipath components in the channel by aiming to improve receiver (RAKE)
diversity.

There are other diversity techniques such as angle-of-arrival diversity and polarization diversity. However,
these techniques (e.g., see Popovic [Pop02] and Vaughan [Vau90]) have not been as widely used as those
described above.

1.6.2 Classifications of Diversity Combiners

There are two basic types of diversity combiners, predetection type and postdetection type, which are
discussed below.

1.6.2.1 Predetection Diversity Combiners

A predetection diversity combiner cophases, weights, and combines all the signals received on the different
branches before signal detection. Here, the cophasing function is a difficult task to implement. The most
common predetection combiners are the selection combiner (SC), equal gain combiner (EGC), and maximal
ratio combiner (MRC). Recently, a minimum mean squared error (MMSE) diversity combiner specifically
designed to combat ISI due to delay spread was proposed in Clark [Cla92].

1.6.2.1.1 Selection Diversity Combining
This is the simplest diversity combining technique, where the branch output having the maximum instan-
taneous SNR, among L diversity branches, is selected for further processing and detection.

1.6.2.1.2 Maximal Ratio Combining
Here the diversity branch signals are cophased (phase-aligned) and weighted according to their individual
signal-to-noise power ratios and then summed.

1.6.2.1.3 Equal Gain Combining
EGC is based on the same principle of operation as MRC, except that all the branch weights are set to unity.
For detailed information on all the above combiners, see Jakes [Jak74], Rappaport [Rap96], and Proakis
[Pro95].

1.6.2.2 Postdetection Diversity Combiners

Postdetection diversity combiners weight and combine all diversity branches after signal detection and
do not require the difficult-to-implement cophasing function. Since the combiner structure can be much
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simpler, postdetection diversity is more attractive for mobile radios. All the predetection combining
techniques can also be used for postdetection combining.

1.6.3 Diversity for Next-Generation Systems: Some Research Evidence

The examples of space–time coding [Dou02] [Dou02(2)], already given in the coding section, are equally
appropriate to refer to as examples of the transmit diversity technique. In those papers the transmit diversity
technique is considered to be one of the strong candidates for the 4G mobile communications systems and
the diversity gain in the analysis is clearly shown. Transmit diversity is also addressed in many other recent
investigations, such as Zhou [Zho03] and Petré [Pet03]. In Rahman [Rah01] the authors have considered
postdetection diversity combining for MT-CDMA systems, one of the probable candidates for the next-
generation system. In this paper the performance of the system is analyzed in terms of BER in the Ricean
fading channel. The study considers indoor environment with DQPSK modulation. The analytical results,
at high SNR, show that without tracking the phase of the received signal the system performs equally well
when compared with its coherent counterpart.

With the aim of improving the overall performance of next-generation communications systems, the
satellite diversity combining technique is also considered in the research phase. In Caini [Cai01], the system
model for the satellite diversity is based on the consideration that the coverage of the various satellites
is only partially overlapping. Here, to evaluate the impact of diversity, the authors have considered the
overlapping areas only. The RAKE receiver with MRC is used on the receiver side. In the analysis it is
assumed that the number of fingers in the RAKE receiver is always sufficient to track all the N satellites in
view, so that the kth user experiences a soft handoff of order N. In this case the i th finger of the RAKE
receiver is considered to be tracking the i th satellite. Based on the numerical results presented in the paper,
it is shown that satellite diversity is not only essential to achieve a satisfactory level of service availability,
but also advantageous to improve the user capacity of the system, particularly in the realistic channel
conditions. In Yuan [Yua03(2)], the authors have carried out some theoretical analysis on the symbol
error rate (SER) over the satellite fading channel in the presence of satellite nonlinearity, using rectangular
16-QAM. The analysis is carried out over Rayliegh, Ricean, and Nakagami fading channel models for both
MRC type diversity and nondiversity cases in the downlink. With close agreement with the simulation
results, the theoretical analysis shows a significant improvement in terms of SER performance in the
presence of diversity. In Fischer [Fis01], space diversity is used using turbo codes where the coded bits of
the two coders are split between different satellites. Some low-complexity diversity combining schemes
are presented in Chapter 17 of this book.

1.6.4 Challenges in the Diversity Area

Currently transmit diversity is considered to be a contender in the 3G diversity combining technique.
But as researchers provide new ideas for the next-generation systems, the transmit diversity technique
imposes many challenges that need further investigation. A design of a robust transmit diversity technique
that exhibits satisfactory performance in various channel environments is a challenging task. In this case,
optimum techniques to mitigate multipath fading effects and to suppress ISI, multiple-access interference
(MAI), and other interferences are highly desirable. The trade-off between the data transmission rate and
performance robustness needs to be addressed too. Some research [Gam02] [Sun02] [Yin02] is already
underway to address these challenges.

For the satellite domain, in favorable channel conditions with no critical blockage, satellite diversity may
be an unnecessary luxury. But when diversity combining is implemented due to the presence of hostile
channels, optimum use of the available satellites to minimize the probability of call dropping becomes the
main challenging task. In this case, it is necessary to have an efficient handoff algorithm for transferring
control from one satellite to another and, more frequently, from one beam to another. CDMA-based
systems are already offering the capability of soft handoffs [Vit94] [Eva98], but as the high-bit-rate-
supporting multicarrier modulation techniques are getting attention [Ohn00] for the next-generation
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systems, a substantial amount of research needs to be carried out to provide satellite diversity considering
these modulation techniques.

1.7 Conclusions

In this chapter we have presented an overview of different signal processing aspects for the next-generation
mobile communications systems. Each section provided background information, current research evi-
dences, and challenges on different signal processing issues. The chapter started with a presentation on the
physical characteristics of the mobile channel. Then it discussed different signal processing technologies,
including modulation techniques, coding schemes, multiple-access techniques, and diversity combining.
Some analytical formulation on all the above issues, with different challenges, can be found in the rest of
the book (e.g., Chapters 4, 7, and 17).
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Abstract

This chapter presents an overview of channel modeling for broadband communications. Because broad-
band communications require a large bandwidth, the channel models have to correctly reproduce the
frequency selectivity of the channel; in addition, new techniques like smart antennas may also require
knowledge of the directional properties of the channel. This chapter first reviews formal description meth-
ods for propagation channels, in particular the WSSUS (wide-sense stationary uncorrelated scattering)
model. Next, we discuss various approaches for modeling such channels. Deterministic methods, like
stored measurement results and ray tracing, are suitable for site-specific channel modeling and network
planning, while stochastic methods, like tapped delay lines and geometry-based stochastic channel models,
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are better for the simulation of algorithms and systems. Next, we give an overview of typical values for
channel parameters, e.g., delay spread, angular spread, and arrival time statistics. Those values strongly
depend on the operating environment; for example, the delay spread typically attains 10 ns in residential
buildings, while it can easily reach 10 μs in urban macrocells. A summary of channel models that have
been adopted by international standards organizations for systems like GSM (second-generation cellular),
W-CDMA (third-generation cellular), IEEE 802.11 (wireless local area networks), and IEEE 802.15.3a
(ultrawideband systems) concludes the chapter.

2.1 Introduction

Claude Shannon [203] showed that the channel determines the ultimate performance limits (information-
theoretic capacity) of any communications system operating in that channel. From a more practical
perspective, the performance of any transceiver, signal processing algorithm, channel code, etc., depends
on the channel it is operating in [179]. For wireless systems, this channel is the wireless propagation channel,
whose properties differ significantly from the wired channel. A correct understanding and modeling
of the propagation channel is thus a vital prerequisite for understanding the performance of wireless
communications systems.

The difficulties in wireless channel modeling are due to the complex propagation processes that form the
basis of a wireless channel, involving reflections, scattering, diffraction, and transmission through a large
number of irregular objects. For all practical purposes, it is thus necessary to derive simplified descriptions.
The degree of admissible simplification, in turn, depends on the system for which the channel is intended.

In the past 20 years, wireless systems have changed dramatically. While the first-generation systems,
like NMT (Nordic Mobile Telephony) and AMPS (Advanced Mobile Phone System) were analog and
used only for speech communications, second-generation systems like GSM (Global System for Mobile
Communications) used digital transmission for both speech and simple data services. Third-generation
cellular systems and wireless local and personal area networks use digital transmission with much higher
data rates (2 to 200 Mbit/s) to allow new applications like video telephony, web browsing, etc. Those
high data rates are enabled by some new air–interface technologies, like CDMA and multiple-antenna
techniques [94], [97].

As the systems have evolved, so have the channel models needed for the design and evaluation. For
first-generation systems, it was sufficient to model narrowband channels, i.e., the attenuation between
transmitter and receiver [100]. For second- and some third-generation systems, the description of the
frequency selectivity, or its correspondence in the time domain — the delay spread — became an additional
requirement [146]. These provide a description of the variation of the (complex) attenuation over the
bandwidth of the system. Finally, recent advances in multiple-antenna systems necessitate the description
of the directional properties of the channel [54].

There are two basic groups of propagation channel models: deterministic and stochastic. A deterministic
model aims to correctly predict the channel characteristics (e.g., impulse response), in a specific location,
using information about the location of the transmitter and receiver, as well as the surrounding environ-
ment. The resulting channel model is thus valid only in this specific location. Such models are commonly
used for network planning, i.e., estimating how well a given system will work in a specific environment.
Typical applications are the search for good base station sites in cellular networks and wireless local area
networks (LANs).

A stochastic model, on the other hand, does not try to correctly predict each channel realization (channel
at a specific location). Rather, it models the statistical properties of the channel. This concept can be most
easily understood for narrowband channels, where the received field strength is the most important
quantity. While a deterministic model would try to predict the correct field strength at, for example, each
point in a room, a stochastic model would just specify that the probability density function of the field
strength is Rayleigh distributed. Stochastic models can be made more refined by dividing the environments
of interest into different “classes” and using different model parameters in each of those classes.
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This chapter gives an overview of both deterministic and stochastic channel models for broadband
wireless communications systems. The emphasis lies on frequency-selective channels and directional
channel models; for narrowband modeling, we describe only the basics and otherwise refer to the literature.
Also, the emphasis is on the generic structures of the models, as these influence their interplay with other
aspects of signal processing. The actual parameterization in different environments and the relationship to
physical propagation processes is important but will be treated only briefly, with references to the relevant
literature. The remainder of the chapter is organized in the following way: In Section 2.2, we discuss the
different formal description methods for propagation channels, stressing the difference and relation between
stochastic and deterministic models. Based on this exposition, Section 2.3 develops generic channel modeling
approaches that can approximate arbitrary propagation channels. Next, in Section 2.4, we describe how
the environment influences the propagation channel, leading to the parameterization of the models of
Section 2.3. Finally, in Section 2.5, we give an overview of standardized wideband and directional channel
models. A list of symbols and abbreviations can be found at the end of the chapter.

As a “handbook” chapter, the purpose of this work is to give an overview of channel modeling and
present a guideline through this wide area. For the many finer — but important! — points, refer to the list
of references. In particular, introductory, overview, and tutorial material can be found in the papers [6],
[18], [68], the textbooks [183], [213], and the books [171], [196]. References [54], [61], [148], and [242]
emphasize spatial channel models, and the books [17], [20], and [227] the physical propagation effects
and their impact on channel models.

2.2 Narrowband, Wideband, and Directional Channel Modeling

2.2.1 Intuitive Description

The wireless channel is characterized by the fact that there often are multiple propagation paths between
transmitter and receiver (see Figure 2.1). The signals arriving via the different paths are called echoes
or multipath components (MPCs).1 The MPCs reach the receiver via different ways; therefore, they have
different delays. The bandwidth of the system determines how many of these MPCs can be resolved, i.e.,
distinguished from each other. This is to say that the larger the bandwidth, the more components that can
be resolved. We can interpret the effect of the different delays either in the time domain, as delay dispersion
(i.e., an impulse response that is not a delta function, but has a finite support), or in the frequency domain,
as frequency selectivity (i.e., a transfer function that is not constant over all frequencies) [100], [183], [196].

Consider the case where the locations of scatterers, and their radar cross sections, are known.2 Implicitly,
this gives the delays, as well as the amplitudes, of the MPCs. All scatterers lying on an ellipse (or rather an
ellipsoidal annulus) result in a delay in the range [τ, τ + δτ ], (see Figure 2.2), and the MPCs associated
with them add up, though with different phases. As the mobile station or the scatterers move, the phases
of the MPCs change, so that the MPCs in each annulus add up in a different way. This time variance of the
channel is known as fading. If the number of scatterers in each annulus is large, this results in the classical
Rayleigh or Rice fading described in [100]. Due to movements, also the absolute delay of scatterers can
change with time; however, significant changes of the delay usually require much larger movements than
significant changes of the phases.

The delay difference δτ that a system can resolve, often called a delay bin width, is approximately the
inverse of the system bandwidth. A receiver with a small bandwidth (e.g., for a first-generation cellular

1The terminology MPC is mostly used when describing the different components that make up the impulse response,
i.e., when the transmitted signal is a delta pulse.

2We assume here that only single-scattering processes occur. A discussion of that assumption is found in Section
2.3.5. We are also using scattering somewhat broadly, encompassing diffuse scattering as well as other interaction
processes.
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FIGURE 2.1 Multipath propagation.
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FIGURE 2.2 Scatterers on the ellipsoid result in the same delay.

system) can normally not resolve any MPCs; this is equivalent to saying that the transfer function will not
vary within the bandwidth of the system.3 In many digital wireless systems, the system has a bandwidth
that is wide enough so that the channel transfer function varies noticeably within it but is small enough that
several MPCs fall into each delay bin. This is the case if τspread > 1

BW > τ where τspread is the so-called
delay spread (maximum excess delay) and τ is the delay between subsequent MPCs with significant
amplitude. If both inequalities are fulfilled, the channel is wideband, but fading. If the bandwidth BW is
smaller than 1/τspread, the channel is narrowband; if it is larger than 1/τ , the channel is wideband but
nonfading [227].

An alternative interpretation is to consider the channel (possibly including the transmit and receive
antennas) as a “black box.” A signal is transmitted from the transmitter (TX), and an attenuated, distorted
version of the transmitted signal arrives at the receiver (RX). (Note that the antennas are often considered

3This statement can be reversed: a narrowband system is defined as a system with a bandwidth that is so small that
the transfer function does not change significantly over the system bandwidth.
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part of the channel; see also Section 2.2.5.) Without requiring any knowledge of the actual propagation
processes, the channel can be described as a linear filter. Due to the presence of fading, the filter is time
variant and thus characterized by the time-variant impulse response h(t, τ ) [210]. If the impulse response is
known at each moment in time, the description is completely deterministic. However, in many situations,
this is either not possible or not necessary. In that case, it is common to provide a statistical description
of the channel, where the probability density functions (pdfs) of the components in the impulse response
are provided [100]. For the simulation of a system, the impulse responses at different times are generated
from these pdfs. This concept is basically the same for wideband and narrowband channels.

2.2.2 Mathematical Description: Deterministic Case

In this section, we make the concepts outlined in Section 2.2.1 more precise. The mathematical description
of time-varying channels was derived in a seminal paper [12]; for a tutorial exposition, see [54], [171],
and [227]. We will start out with the deterministic interpretation. The input x(t) and output y(t) of
the channel are related by the time-variant impulse response h(t, τ ) by y(t)= ∫∞−∞ x(t − τ )h(t, τ )dτ .
This relationship is analogous to the input–output relationship in linear time-invariant systems [164]; the
difference lies in the fact that now the impulse response is time variant.

It is often useful to transform the impulse response into the Fourier domain. As there are two temporal
variables, there are also two transform pairs. Absolute time t corresponds to Doppler frequency ν, while
delay τ corresponds to frequency f . This results in the following functions [12], [105]:

� Performing the transformation τ ⇒ f results in the time-variant transfer function H(t, f ).
� Transformation t⇒ ν gives the delay–Doppler spread function s (ν, τ ), also known simply as spread-

ing function. This function can be interpreted physically by giving the amplitude of scatterers
with specific delay and angle. If the scatterers are static and all the time variance is created by
the movement of the mobile station, then the Doppler frequency is related to the angle of arrival
(relative to the direction of movement) by a simple transformation [100]. Thus, the value of the
spreading function for a specific (τi , νi ) is related to the amplitude of the MPC with this delay and
angle.

� Finally, the bi-spreading function B(ν, f ) is defined as the Fourier transformation of h(t, τ ) with
respect to both t and τ .

Figure 2.3 shows the different transformations of the time-variant impulse responses, as well as the names
given to them.
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�−1

�−1

�

��

�

s(ν,τ)
spreading function

h(t,τ)
impulse response

H(t,f )
transfer function

B(ν,τ)
bi-spreading function

FIGURE 2.3 System functions.
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We next consider the speed of the time variations and its influence on the channel characterization.
Define first the quantities τspread and νspread as the support of the spreading function in delay and
Doppler coordinates, respectively (i.e., τspread is the difference between the largest and the smallest delay
of significant MPCs). Furthermore, let the total spread be total=τν.

Iftotal << 1, then the interpretation of the time-varying channel impulse response is simple: the channel
stays essentially time invariant during the coherence time. The coherence time, which can be approximated
by the inverse of the Doppler spread 1/ν [66], is then much longer than the duration of the impulse
response. The channel is described for this time duration by h(ti ,τ ). The other characteristic functions
can be interpreted in a similar way. Also, if the symbol duration is much smaller than the coherence time,
then a system “sees” a slowly time-varying channel, i.e., effectively constant for each symbol. In that case,
the usual transfer function calculus, Y (ti , f )= H(ti , f )X(ti , f ) can be used [132]. Many systems also use
data “bursts,” so that there is data transmission for some time, followed by a longer period of silence.
If the burst duration is smaller than the coherence time, and the silence duration is larger, then we can
approximate the channel as block fading, i.e., having one (time-invariant) impulse response during one
burst, and a completely different one in the next.

If the total spread is smaller than unity, but not much smaller, then the characterization of the system
becomes more difficult. The output is still the convolution of the input with the impulse response as
described above. However, the usual transfer function calculus is not valid anymore. Interested readers
should go to [12] and [112] for a more comprehensive description of this case.

Finally, a channel is called overspread if total > 1 [112]. In that case, it is impossible to completely
identify the channel; a determination of the time-varying impulse response (or its equivalents) is possible
only if we make additional assumptions, like stipulating the validity of a parametric model. Fortunately,
most practical wireless channels are significantly underspread.

2.2.3 Mathematical Description: Stochastic Case

As explained in Section 2.2.1, a purely deterministic description of the channel is often not possible
or desirable. Rather, the impulse response is interpreted as a stochastic process, whose realizations are
selected from an ensemble. (For a discussion on how to physically interpret ensemble in the wireless
context, see [23], [105], [151].) A complete stochastic description of the impulse response would require
its multidimensional pdf. This is often too complicated, so that [12] suggested a description by the
autocorrelation function (ACF) only:

Rh(t, t ′; τ, τ ′) = E {h∗(t, τ )h(t ′, τ ′)} (2.1)

where ∗ denotes complex conjugation. Equivalently, we can define the ACFs of the Fourier transforms of
the impulse response:

Rs (ν, ν ′; τ, τ ′) = E {s ∗(ν, τ )s (ν ′, τ ′)} (2.2)

RH (t, t ′; f, f ′) = E {H∗(t, f )H(t ′, f ′)} (2.3)

RB (ν, ν ′; f, f ′) = E {B∗(ν, f )B(ν ′, f ′)} (2.4)

In addition, we define the mean value of the impulse response, E {h(t, τ )} or its equivalents.
To further simplify the autocorrelation functions, we can assume that the random process describing

the channel is wide-sense stationary (WSS) and the scatterers are uncorrelated (US). In that case, the ACFs
depend on only two instead of four variables:

Rh(t, t +t, τ, τ ′)= δ(τ − τ ′)Ph(t, τ ) (2.5)

RH (t, t +t, f, f + f )= RH (t,  f ) (2.6)

Rs (ν, ν ′, τ, τ ′)= δ(ν − ν ′)δ(τ − τ ′)Ps (ν, τ ) (2.7)

RB (ν, ν ′, f, f + f )= δ(ν − ν ′)PB (ν,  f ) (2.8)
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where Ph(t, τ ) is known as the delay cross-power spectrum, RH (t,  f ) is the time–frequency correlation
function, Ps (ν, τ ) is the scattering function, and PB (ν,  f ) is the Doppler cross-power spectral density
[12], [105], [108], [155]. If the fading statistics are complex Gaussian, then the mean and the ACF
completely characterize the random process. The combination of the Gaussian assumption with the
WSSUS assumption is also called GWSSUS and is in widespread use. Finally, note that the stationarity
of the statistics can be fulfilled only over limited areas [12], where the size of that area depends on
environmental parameters as well as the considered bandwidth [54].

The function RH (0,  f ) is known as the frequency correlation function; RH (t, 0) is the time correla-
tion function. The function P (τ )= Ph(0, τ ) is usually called the power delay profile (PDP), or delay power
density spectrum, and it describes the expected received power for different delays τ . Assuming ergodicity,
the PDP can be computed directly from measured values of the impulse response

P (τ ) = E t{|h(t, τ )|2} (2.9)

Note that in order to be physically meaningful, the expectation should be taken only over impulse responses
within the area of stationarity [151].

The instantaneous PDP is defined as P (t, τ )= |h(t, τ )|2 and is purely deterministic. An extensive
discussion of the usefulness of the instantaneous PDP is given in [23].

2.2.4 Condensed Parameters

In many cases, the impulse response or the scattering function is still too complicated to quickly see the
most important effects of the channel. A stronger condensation of the information is achieved by the root
mean squared (rms) delay spread, which is the second central moment of the PDP:

Sτ =

√√√√∫∞−∞ P (τ )τ 2dτ∫∞
−∞ P (τ )dτ

−
(∫∞

−∞ P (τ )τdτ∫∞
−∞ P (τ )dτ

)2

(2.10)

Note that there is also an instantaneous rms delay spread Sτ (t) that is obtained by replacing P (τ ) by P (t, τ )
in Equation 2.10 [48], [151]. This quantity must not be confused with the rms delay spread [23].

A related quantity is the coherence bandwidth. Let us first define the normalized frequency correlation
function

R̃H ( f ) = E t{H∗(t, f )H(t, f + f )}
E t{|H(t, f |2} (2.11)

Then the coherence bandwidth Bc of level k is defined as the smallest number so that |R̃H (Bc )| < k, where
k= 0.5, 0.75, 0.9 has been used in the literature. The definition given in Equation 2.11 uses the complex
transfer function. Similarly, coherence bandwidths for the envelope and for the phase can be defined
[100].

The frequency correlation function (Equation 2.11) can also be shown to be the Fourier transform of
the normalized power delay profile. This fact leads to an uncertainty relationship between rms delay spread
and coherence bandwidth, namely [66],

Bk ≥ arccos(k)

2π

1

Sτ

(2.12)

Note that many papers set the coherence bandwidth simply equal to the inverse of the delay spread (times
some constant), e.g., [71], [103], but this is an approximation that is valid only for specific shapes of the
PDP.

The rms delay spread is the parameter that is used most frequently to describe the delay dispersion of
a multipath channel. A huge number of papers report measurement campaigns whose final result is the
rms delay spread. Part of the reason for its popularity is the fact that in slightly dispersive channels without
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line of sight (LOS) between transmitter and receiver, the unequalized bit error probability is proportional
to S2

τ [13], [33], [146]. It is also popular to test a wireless system with a prescribed shape of the PDP (e.g.,
exponential), and just set Sτ (equal to the time decay constant of an exponential profile) equal to the
measured Sτ . However, the rms delay spread is not a quantity that encompasses all (or even all important)
properties of the delay dispersion. There are also other quantities that describe the delay dispersion, like
the signal-to-self-interference ratio and the delay window, but they are not in widespread use. For a more
extensive discussion, see [151], [183].

It must also be stressed that the extraction of the delay spread from measurements is nontrivial.
Weak contributions at large delays have a considerable influence on the delay spread computed from
Equation 2.9 and Equation 2.10. If noise is not eliminated, the measured delay spread can become infinite
even for channels with finite-duration impulse responses. Furthermore, the windowing functions used in
transformations from frequency domain to time domain also have a decisive influence on the actual value
of the delay spread [189], [226].

2.2.5 Directional Description

The above descriptions of the channel model only the temporal properties of the channel. The direction
of the MPCs does not enter the description; furthermore, the antenna is considered part of the channel,
weighting (with the antenna pattern) and summing up the MPCs from the different directions. In other
words, the impulse response describes the channel from the antenna connector at the TX to the antenna
connector at the RX. This is undesirable when we want to analyze the effect of different antennas or for
the case of multiple antenna elements.

The most fundamental deterministic description of the propagation channel is the double-directional
impulse response [212],4 which consists of a sum of contributions from the MPCs:

h(	rT , 	r R , τ, 	, �) =
L (	r )∑
l=1

hl (	rT , 	r R , τ, 	, �) (2.13)

The impulse response depends on the locations of transmitter 	rT and receiver 	r R , the delay τ , the direction
of departure (DOD) 	, the direction of arrival (DOA) �, and the number of MPCs, L (	r ), for the specific
transmitter–receiver location. The hl (	rT , 	r R , τ, 	, �) is the contribution of the l-th wave, which can be
written as

hl (	rT , 	r R , τ, 	, �) = al e
jϕl δ(τ − τl )δ(	−	l )δ(� −�l )

Note that the absolute amplitude a , the delay, the DOA, and the DOD vary slowly (over several wavelengths)
with the position, while the phase ϕ varies quickly.5 However, the way the phases change with position
(relative to some reference phase) is already implicit in the directional information so that it is admissible
to write the double-directional impulse response as h(τ, 	, �).

The single-directional impulse response can be obtained by integrating the double-directional impulse
response (weighted by the transmit antenna pattern) over the DODs. Integrating the single-directional
impulse response (weighted by the receiver antenna pattern) over the DOA results in the conventional
impulse response [148].

Another representation of directional channels gives the impulse response of the channel at the el-
ements of an antenna array. Thus, the impulse response becomes a matrix if we have arrays at both
link ends, and a vector for an array at one link end [54]. We denote the transmit and receive element

4To be completely general, we would have to include a description of polarization as well. To avoid the cumbersome
matrix notation, we omit this case here and refer interested readers to [152].

5To keep notation compact, we have not written these dependences on location explicitly in the above equation.
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coordinates as 	rT
(1), 	rT

(2), . . . 	rT
(NT ) and 	r R

(1), 	r R
(2), . . . 	r R

(NR ), respectively, so that the impulse response
from the i-th transmit to the j-th receive element6 becomes (under the assumption of plane, narrowband
waves)

hi, j = h
(
	r (i)

T , 	r ( j )
R

)
=
∑

l

hl

(
	r (0)

T , 	r (0)
R , τ1, 	l , �l

)
GT (	l )GR(�l ) exp

(
j < 	k(	l ), 	r (i)

T >

)
exp
(

j < 	k(�l ), 	r (i)
R >

)
(2.14)

where GT and GR are the patterns of the transmit and receive antenna elements, respectively, 	k is the unit
wave vector in the direction of the l-th DOD or DOA, and < ., . > denotes the inner product. We thus see
that it is always possible to obtain the impulse response matrix from a double-directional impulse response
(and the knowledge of antenna positions and patterns), while the converse is not true.

If the receive arrays are uniform linear arrays, we can write Equation 2.14 as [197]

H =
∫ ∫

h(τ, 	, �)GT (	)GR(�)	aR(�)	a H
T (	)d�d	 (2.15)

where we used the steering vectors 	aT (	) = 1√
Nt

[1, exp(− j 2π d
λ

sin(	)), . . . exp(− j 2π(Nt−1) d
λ

sin(	))]

and analogously defined 	aR(�).
The stochastic description of directional channels is analogous to the nondirectional case [67]. The

autocorrelation function of the impulse response can be generalized to include the directional dependence
so that it depends on six (or eight) variables. We can also introduce a generalized WSSUS condition that
contributions coming from different directions are fading independently [107]. Note that the directions
at the mobile station and the Doppler spreading are linked, and thus ν and 	 (or �) are not independent
variables anymore.

Analogously to the nondirectional case, we can define condensed descriptions of the wireless channel.
The angular delay power spectrum (ADPS) and the angular power spectrum (APS) are defined (as seen
from the base station antenna) via

E {s ∗(	, τ, ν)s (	′, τ ′, ν ′)} = Ps (	, τ, ν)δ(	−	′)δ(τ − τ ′)δ(ν − ν ′) (2.16)

ADPS(	, τ )=
∫

Ps (	, τ, ν)dν (2.17)

APS(	)=
∫

APDS(	, τ )dτ (2.18)

Note also that an integration of the ADPS over 	 recovers the PDP.
The azimuthal spread is defined as the second central moment of the APS if all MPCs are incident in

the horizontal plane. In many papers, e.g., [72], [176], it is defined in a form analogous to Equation 2.10,
namely,

Sφ =
√∫

APS(φ)φ2dφ∫
APS(φ)dφ

−
(∫

APS(φ)φdφ∫
APS(φ)dφ

)2

(2.19)

However, this definition is ambiguous because of the periodicity of the angle: by this definition, APS=
δ(φ − π/10)+ δ(φ − 19π/10) would have a very different angular spread from APS= δ(φ − 3π/10)+

6If we deal with an antenna array at only one link end, the impulse responses at the antenna elements constitute a
vector (instead of a matrix). However, we still write the elements of this vector as h1, j in order to avoid confusion with
hl , the contribution of the l-th multipath component.
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δ(φ − π/10), even though the two APSs differ just by a constant offset. A better definition was proposed
in [67]. The first-order moment of the vector ensemble is defined as

μφ =
∫

exp( jφ)APS(φ)dφ (2.20)

where the APS has been normalized to ∫APS(φ)dφ= 1. Then the rms angular spread is

Sφ =
√∫

|exp( jφ)− μφ |2APS(φ)dφ (2.21)

Also note that the angular spread is only a partial description of the angular dispersion. It has been
shown [10] that the correlation of signals at the elements of a uniform linear array depends only on the
rms angular spread and not on the shape of the APS; however, this is valid only under some very specific
assumptions [150]. Alternative condensed angular parameters were suggested in [53].

2.3 Modeling Methods for Multipath Channels

In the previous section, we have given a mathematical description of the multipath channel. In this
section, we explain how it can be used to obtain generic simulation model structures. The actual pa-
rameter choices for those models will be discussed in Sections 2.4 and 2.5. Again, we can distinguish
between deterministic and stochastic methods. The deterministic methods encompass measured im-
pulse responses and ray tracing; the stochastic methods include tapped delay line models, frequency
domain modeling, and geometry-based stochastic modeling. Deterministic models depend on the ge-
ography and morphology of the considered environment and are thus mainly suitable for site-specific
modeling. This type of modeling is used for the deployment of networks. On the downside, these
models do not necessarily describe the behavior in a typical environment, as they are tied to a specific
location.

2.3.1 Measured Channel Impulse Responses

The most realistic deterministic models are based on direct channel measurement results. However, when
using stored measurement data, it is important to know how it was measured and the limitations inherent
to it. We thus briefly review the available measurement devices for impulse responses, also called channel
sounders (for extensive reviews, see [41], [171], [172], [200]). Subsequently, we explain how directional
measurements can be made.

The following techniques have been proposed to measure h(t, τ ) or its equivalents:

1. Pulse generator. A direct measurement of the impulse response with short, intense excitation pulses
is most straightforward conceptually, but is difficult to implement as the required peak-to-average
power is very high. It has been used for ultrawideband measurements [39].

2. Correlation sounders. This is the most widespread sounding technique. The sounder transmits a
pseudorandom sequence, and the receiver correlates with the same sequence [64]. Alternatively,
chirp signals can be used [194]. If the ACF of the sequence approximates an impulse and if the
channel is slowly time varying, then the output of the correlator approximates the channel impulse
response. For quickly varying channels, corrections are required [133].

3. Swept time delay cross-correlator. This method, which is described in detail in [38], samples
the received signal at a lower rate. This reduces the requirements for the analog-to-digital (A/D)
converter but at the same time reduces the maximum admissible Doppler frequency for the channel
to remain identifiable (i.e., underspread).
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4. Network analyzer. This measurement device performs essentially a slow-frequency sweep of an
exciting sine wave, thus directly measuring the transfer function. Network analyzers are readily
available in most laboratories and thus very popular (e.g., [40], [87], [208]). However, they usually
require a cable connection between transmitter and receiver and require the measurement envi-
ronment to remain static for several seconds or minutes. Network analyzers are thus most suitable
for indoor environments.

A nondirectional channel sounder can be used as a basis for constructing a directional channel sounder.
The simplest way is to combine it with a directional antenna [168]. A stepper motor is used to point the
antenna different directions. For each direction, the impulse response is recorded. The drawbacks of this
method are the long measurement time and the fact that the resolution is limited by the beam width of
the directional antenna. Alternatively, directional information can be obtained from an antenna array. In
a physical array arrangement, one single-channel channel sounder receiver is connected to each antenna
element so that the impulse responses at the different elements, hi, j , can be measured simultaneously
[143]. In a multiplexed array arrangement, there are several antenna elements connected to a single
sounder via a fast radio frequency (RF) switch [222]. First, the impulse response at the first antenna
element, h1,1, is measured; then the switch connects the second element, measures h1,2, and so on. Finally,
in a virtual array arrangement, there is only a single antenna element, which is moved mechanically from
one position to the next, measuring the different impulse responses, hi, j [116]. A basic assumption for the
evaluation is that the environment does not change during the measurement procedure. Virtual arrays
require between a few seconds and several minutes for one measurement run and can thus only be used
in static environments; this precludes scenarios where cars or moving persons are significant scatterers.
On the other hand, they avoid all problems with mutual coupling between antenna elements [99]. In
nonstatic environments, multiplexed arrays are usually the best compromise between measurement speed
and hardware complexity.

The measurement of double-directional channels used for multiple-input–multiple-output (MIMO)
systems is even more complicated. We need to send signals from the transmit antennas that are orthogonal
in either:

1. Time [221], [222] (i.e., first sending only from the first antenna, then only from the second, . . .)
2. Frequency [32] (transmission of offset carriers from the different antennas)
3. Code [131] (e.g., transmission of different Walsh–Hadamard sequences from the different antennas)

In any case, each receiver antenna has to sort out the contribution from each transmit antenna element.
The channel sounders often give the impulse response at regularly spaced samples in time (and possibly

space). If the channel model should follow the parametric model of Section 2.2.5, we have to extract the
multipath parameters (time of arrival, direction of arrival, direction of departure, etc.) from these values.
The simplest approach is a Fourier analysis; while its achievable resolution is usually sufficient in the
delay domain, it is too poor in the spatial domain. For this reason, high-resolution parameter estimation
approaches are often used. The most popular ones are MUSIC [198], ESPRIT [81], [191], SAGE [69],
and the minimum variance method [115]. However, these algorithms might sometimes lead to numerical
problems, and some of them are limited in the number of MPCs that can be estimated. The multipath
parameters extracted from measurements can also be combined with the assumption of random phases
for the MPCs, leading to a semideterministic channel model [153].

2.3.2 Deterministic Channel Computation

In recent years, deterministic field computation methods have developed into one of the most important
methods for obtaining channel impulse responses. Progress has been driven by two factors: availability
of faster computers that enabled computational tasks that were unthinkable only a few years ago and
development of more efficient algorithms. This has allowed the development of a site-specific propagation
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analysis that, based on a database of the environment, estimates the channel characteristics.7 For these
methods, we do not need to distinguish between directional and nondirectional models; the computation
methods described below inherently include directional information, and nondirectional models are
created just by discarding this information.

2.3.2.1 Full Electromagnetic Description

A brute-force approach is a full solution of Maxwell’s equations, through either integral or differential
equation formulations. Integral equations are most often variations of the well-known method of moments
[84], where the unknown currents induced in the scatterers are represented by a set of basis functions. As the
number of basis functions increases with the size of the considered environment, and the computation time
increases quadratically with the number of basis functions, this quickly leads to prohibitive computational
complexity. Special methods that increase the efficiency of the method include natural basis sets [156], the
fast multipole method [188], and the tabulated interaction method [22].

Differential equation formulations include the finite element method (FEM) [248], or the increasingly
popular finite difference time domain (FDTD) method [119]. In rural outdoor environments, where
essentially all scattering processes happen in one direction (neglecting back scattering), the wave equation
can be approximated by a parabolic equation, which can be solved efficiently [101].

2.3.2.2 High-Frequency Approximations

By far the most widespread computation methods are based on the high-frequency approximation of the
wave equation.8 It approximates the waves as rays and establishes the (geometrical) propagation paths of
those rays between TX and RX.

Let us first establish the physical mechanisms that can influence the propagation of a ray:

1. Specular reflection, and transmission, is conceptually the simplest process, being governed by Snell’s
law (angle of incidence equals angle of reflection) [181]. Most models implicitly assume that the
reflectors are extended infinitely, thus limiting the accuracy in real environments (for a discussion,
see [45]). Another possible source of error lies in the modeling of the actual reflection coefficients,
especially for multilayer structures and for different polarization directions [93], [120].

2. Diffraction is a mechanism that influences the received power, especially in areas that are heavily
shadowed. In microcells, diffraction around street corners is very important [58], and even the shape
(chamfering) of the corner plays a significant role [218]. Similarly, diffraction plays an important
role in indoor propagation. Diffraction is by nature a wave phenomenon, but can be treated for
high-frequency approximations by the geometrical theory of diffraction (GTD) or the uniform
theory of diffraction (UTD) [136]. Essentially, a diffraction edge serves as a secondary source for
rays into all directions. The UTD is widely used, but still shows some inaccuracies when multiple
edges are close together [5]. Another possible source of errors is the fact that, strictly speaking, the
diffraction coefficient is frequency dependent; this can have an impact in very wideband simulations
[180], [204].

3. Diffuse scattering arises because the surfaces involved in reflection, like house walls, furniture-lined
office walls, etc., are not smooth (in the sense that the deviations from a true plane are much smaller
than a wavelength). Thus, radiation can be reflected in directions other than the ones dictated by
Snell’s law. There are two prevalent theories of diffuse scattering, namely, the Kirchhoff theory and
perturbation theory [227]. Usually only the latter one, which includes information about how fast
the height of a surfaces varies, is applicable for wireless propagation. In any case, a rough surface acts

7Note that the accuracy of the database has an important impact on the accuracy of the resulting channel model
[187].

8These methods are also sometimes summarily called ray tracing. However, we will avoid this notation because ray
tracing is (in a convention that we follow) the name of a specific method using the imaging principle.
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as a secondary source giving rise to rays in different directions. The fact that most house surfaces
are not randomly rough, but rather show horizontal and vertical fine structures, can also have
important effects [57].

More details about the physics and mathematical formulations of these processes can be found in [17],
[227].

The way the tracking of the rays is done distinguishes ray tracing from ray launching. Ray tracing uses the
imaging method for prediction of point-to-point impulse responses. Reflections at a wall are represented
by an image source. The ray tracer establishes all image sources of the transmitter that can contribute
at a given receiver position. This is straightforward when all involved surfaces are planes and only single
reflections are taken into account. However, double reflections lead to an image of an image, and so on.
This implies that the number of images increases exponentially with the number of reflection processes
that are taken into account. Furthermore, since the method is inherently point to point, a new simulation
has to be performed for each new TX or RX location. Acceleration methods that have been proposed in the
literature include a bipartition algorithm [224] and the establishment of an image table [11]. This table
includes all the various wall reflections, transmissions, and diffractions, and the areas in which they can
lead to appreciable contributions. The information from this table is then used to compute the impulse
response at each mobile station (MS) location.

Ray launching is an alternative method that sends off (launches) rays into all directions. The launching
direction can be either random [199] or chosen from a regular, e.g., geodesic, pattern [52]. The algorithm
follows the rays along their propagation path until they become too weak to be significant. This technique
allows the computation of the power in a large area (for a given TX position) and is thus more efficient
for comprehensive site-specific modeling. A preprocessing scheme [95] also allows fast computation for
multiple transmitter locations; the environment is subdivided into tiles, and the interactions between all
tiles are computed. Then, for each TX and RX position, only the interactions between the TX and the
tiles that can act as first reflectors have to be computed. Ray launching is also capable of dealing with
diffraction in a straightforward way; each diffraction edge serves as a secondary source of rays. Similarly,
diffuse reflection (sending energy from a reflection process into all directions) can be included in the
algorithm. A probabilistic scheme [173] chooses a random direction for the ray after each diffraction,
with the pdf of the direction taken from measurements or fitting curves. One difficulty in ray launching
is the determination of rays that actually can be received at a given location. It is usually assumed that
a ray has to “hit” a so-called reception sphere in order to contribute to the received energy, but the
construction of this sphere is quite tricky [52]. Alternatively, a transmitter can launch ray tubes instead
of rays [114]; these alleviate the problem of determining the received power, but are more complicated to
trace.

For both ray tracing and ray launching, a considerable simplification can be achieved by considering
only a two-dimensional geometry; however, this might lead to exclusion of important propagation paths
and thus inaccurate results. A compromise solution is 2.5-dimensional ray tracing, which adds up the
contributions in the vertical and horizontal propagation planes [124]. Even more refined methods for
combining results from two dimensional simulations to obtain three dimensional results are available,
e.g., in [190], [245].

Note also that it is practically impossible to predict the correct phases for the different rays (in both
ray tracing and ray launching) because of the inaccuracies of the databases of the geometry of reflectors
and the reflection coefficients of the materials. Thus, only the average power and PDP (averaged over
the small-scale fading) can be predicted deterministically, while the small-scale fading has to be treated
stochastically [43]. Similarly, when comparing measurements to ray tracing results, only average powers
can be compared [117]. It is remarkable that the powers as computed by tracing can be predicted quite
well (typical standard deviation is 6 dB), but the PDPs and delay spreads usually deviate considerably [36].
The reason for this is that for average powers, errors in the ray amplitudes tend to cancel out; however, for
the PDP, it is required that each resolvable ray is predicted correctly. This situation becomes even more
pronounced when considering directionally resolved impulse responses.
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2.3.3 Tapped Delay Lines

Most applications in signal processing require a discrete representation of the channel impulse response.
Such a representation can be approached from two viewpoints: it can result from the physical modeling
process or from critical or overcritical sampling of a continuous model of the channel.

The former approach follows naturally from the model of Section 2.2.5, which describes the impulse
response as a sum of discrete echoes [183]:

h(t, τ ) =
∑

i

ai exp ( jϕi )δ(τ − τi ) (2.22)

Note that this model is a purely deterministic one if we interpret the arriving signals as completely
resolvable echoes from discrete reflectors. However, in most practical cases, the resolution of the receiver
is not sufficient to resolve all MPCs. In that case, the complex amplitudes ai exp( jϕi ) represent the sum
of several MPCs, and they thus fade; typically, the amplitudes are Rayleigh or Rice distributed, with the
phases uniformly distributed. The arrival times of the MPCs are either assumed to be fixed (at equidistant
intervals) or randomly distributed, e.g., according to a Poisson distribution (see Section 2.4). In the latter
case, the model is usually called the Hashemi–Suzuki–Turin model [85], [216], [225].

Another problem arises from the necessity to get a discrete implementation of a continuous spreading
function. When considering a band-limited system with bandwidth B , the interpolation

h̃bl (τ ) =
∑

l

Al sinc(B(τ − τl )) (2.23)

with regularly spaced τl (τl − τl−1 = Ts ) is valid [227]; it establishes a relationship between the continuous
function and the tap weights Al . Note that if the physical scatterers fulfill the WSSUS condition, but are
not equidistantly spaced, then the tap weights Al are not necessarily WSSUS [217]. However, it is common
to assume WSSUS also for this case.

The representation (Equation 2.23) is the correct interpolation according to the sampling theorem. For
many applications, it is sufficient to have a time-discrete representation of h(τ ), either because the complete
simulation is time discrete or because the band limitation and interpolation are done at a different point
in the simulation. In that case, a representation

h̃bl (τ ) =
∑

l

Al δ(τ − τl ) (2.24)

is sufficient.
Many of the standard models for wireless channels (see Section 2.5) were developed with a specific system

and thus a specific system bandwidth in mind. There is often the temptation to use those models for other
systems that exhibit a larger bandwidth (e.g., to test wireless LAN systems with a 20-MHz bandwidth with
the International Telecommunications Union (ITU) outdoor-to-indoor model). We emphasize that this
is not admissible and can cause completely misleading simulation results. On the other hand, it is often
necessary to adjust the tap locations to a different sampling grid for a discrete simulation: in other words, a
discrete simulation requires a channel representation h(τ )=�δ(τ − kTs ), but τl /Ts is a noninteger. There
are three methods in widespread use:

1. Rounding to the nearest integer. This method leads to errors, but they are usually tolerable, especially
if overcritical sampling is used.

2. Splitting the tap energy. The average energy is divided between the two adjacent taps kTs < τl <

(k+ 1)Ts , possibly weighted by the distance to the original tap. Though this method is popular, we
stress that it can give erroneous results, especially in sparse channel models. Increasing the number
of energy-carrying taps by this splitting process can, for example, alter the performance of a Rake
receiver in this channel.
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3. Resampling. This can be done by using the interpolation formula or by describing the channel in
the frequency domain and transforming it back (with a discrete Fourier transform) with the desired
tap spacing.

Another interesting question is how to represent a continuous PDP by a finite number of taps in such a
way that the representation error (for a given number of taps) is minimized [167]. This question is quite
similar to the question of how to correctly approximate a Doppler spectra with a finite number of sinusoids
— a topic that has drawn a lot of research and is reviewed in the monograph [166]. In general, we can
distinguish the following:

1. Methods that use fixed tap locations and determine the tap weights according to certain criteria
(method of equal distances, mean square error minimization) [167]. Note that equidistant tap
spacing leads to a frequency correlation function that is periodic with the inverse of Ts ; this can be
a serious pitfall in the simulation of systems using frequency domain duplexing.

2. Methods that assume fixed tap weights but adjust the tap locations (method of equal areas) [167].
3. Monte Carlo methods [92], [239].
4. The Lp-norm method, which solves a nonlinear system of equations to optimize both tap location

and amplitude [167].

When time variations of the channel are to be included, the temporal correlation function (or equiva-
lently, the Doppler spectrum) also needs to be defined. Note that this has to be done for every delay tap.
While some models assume a separable scattering function (i.e., the Doppler spectrum is independent of
the delay), the so-called clustering effect (see Section 2.4.2) requires a more detailed model. The problem
of simulating a (single) delay tap with a given Doppler spreading is equivalent to that of simulating a
flat fading channel — a topic that has been extensively researched [166]. The question of nonseparable
scattering functions is also addressed in [170]; an alternative method, using a Karhunen–Loeve expansion
of the scattering function, is described in [240]. For large movements of the MS, also arrival times, DOAs
and DODs change with time. An inheritance process can be used, where the path properties at time t2 are
the properties at time t1, plus a (stochastic) change [247].

An alternative to the tapped delay line in the time domain is frequency domain modeling. The frequency
response can, e.g., be modeled by an autoregressive process [74], [98], with the filter coefficients as
parameters.

2.3.4 Stochastic MIMO Models

A generalization of the stochastic tapped delay line model is the inclusion of the directional information for
single-directional [89], [134] or MIMO [236] models. Again, these models are based on the mathematical
description given in Section 2.2. In all these models, it is assumed that the delay dependence is represented
by the tapped delay line; thus, we are only faced with the problem of finding a representation for a flat-
fading channel (for each tap). The directional model may be different for each tap; however, it is often
assumed that directional and delay properties are separable.

A deterministic model again follows from the physical interpretation of the channel impulse response
as a sum of resolvable echoes from a finite number of propagation paths, as given in Section 2.2.5. As in
the nondirectional case, it is sometimes assumed that the wave from each direction consists of several,
nonresolvable waves, so that their amplitudes are fading. However, the directional information allows the
resolving of some MPCs that would not be resolvable in the delay domain alone.

Alternatively, the impulse response matrix (Equation 2.14) of a MIMO channel can be described by
a stochastic model. In this case, the channel is characterized by not only the amplitude statistics of each
matrix entry (which is usually Rayleigh or Ricean), but also the correlation between those entries [242].
The correlation matrix (for each tap) is defined by first stacking all the entries of the channel matrix in
one vector 	hstack= [H1,1, H1,2, . . . H1,Nt , H2,1, . . . HNr ,Nt ]

T and then computing the correlation matrix as
R= E {	hstack	hT∗

stack} where superscript T∗ denotes the Hermitean transpose. One popular simplified model
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assumes that the correlation matrix can be written as a Kronecker product of the correlation matrices at
the transmitter and receiver, R=RTX⊗RRX [110], [241]. This model implies that the correlation matrix at
the receiver is independent of the direction of transmission. While some papers have found the Kronecker
model to approximate measurement data well (within a few percent relative error) [128], [138], [241],
other papers found larger discrepancies [162], especially for large arrays [215]. If the model is valid, then
the channel transfer function matrix can be generated as

H = RRX
1/2GRTX

T/2 (2.25)

where G is a matrix with independent identically distributed (i.i.d.) complex Gaussian entries. In LOS
conditions, the correlation matrix should be extracted only from the diffuse non-LOS (NLOS) part of the
channel, and the total channel matrix should be generated as a sum of a deterministic matrix HLOS and a
stochastic matrix HNLOS, which is generated according to Equation 2.25.

A more general model was proposed by [73], modeling the channel matrix as

H = RRX
1/2GRTXRX

1/2G̃RTX
T/2 (2.26)

where G and G̃ are matrices with i.i.d. Gaussian entries and RTXRX describes the correlation of the propaga-
tion from scatterers near the transmitter to scatterers near the receiver. This model is capable of reproducing
the so-called keyhole effect, where the channel transfer matrix has a low rank, even though the correlation
matrices at the transmitter and receiver have full rank [4], [31], [73]. An even more general model, which
allows taking the correlation between DODs and DOAs into account, is given in [231].

An alternative to the transfer function matrix model is the virtual channel representation of [197]. This
model provides a simple geometrical interpretation of the channel but also captures the influence of the
channel on capacity and diversity. The virtual channel is represented as

H =
∑

m

∑
k

HV (k, m)	aR(�̃k)	a H
T (	̃m) = ÃRHV ÃH

T (2.27)

where the steering vectors 	aR(ψ̃k) and 	aT (	̃m) are defined in Section 2.2.5, with the virtual angles defined
as ψ̃k = k/NR and 	̃m = m/NT , with−NR ≤ k ≤ NR and−NT ≤ m ≤ NT .

Interpreted physically, this is a representation of the scatterers in a beam domain, stating which power
is coming from which direction. This representation has the advantage of being easily interpreted. Apart
from that, it has essentially all the advantages and drawbacks of a transfer function matrix representation,
as it is a Fourier transform of this quantity.

2.3.5 Geometry-Based Stochastic Channel Models

In any geometrical model, the impulse response is related to the location of scatterers. In a completely
deterministic geometrical approach (for example, ray tracing), the location of the scatterers is prescribed
deterministically from a database. In a geometry-based stochastic channel model (GSCM), on the other
hand, the location is chosen stochastically, following a certain probability density function. The actual
impulse response is then found by a simplified ray-tracing procedure, assuming that only single-scattering
processes occur. The ray tracer thus needs to follow only the path from the TX to the scatterer and from
there to the receiver (see Figure 2.4). This path gives the propagation delay, the direction of departure
from the transmitter, and the direction of arrival at the receiver. Additional phase shifts from the reflection
process can be taken into account by assigning a random phase shift (in addition to the phase shifts due to
the propagation delay) to each MPC. Each path has an attenuation of its own — usually proportional to
a power law (e.g., d−4). The model was introduced independently in [19], [70], [126], [161], and [175]; a
three-dimensional version is discussed in [144].

The above approach has a series of advantages. It emulates the physical reality and thus reproduces many
effects implicitly. The small-scale fading is created by the superposition of waves from individual scatterers.
The delays and directions of the waves (from which the correlations between the hi, j values follow) are
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FIGURE 2.4 Geometry-based stochastic channel model (GSCM).

also implicit in the scatterer location and are thus reproduced automatically (including changes caused
by large-scale movements of the MS). It is also relatively easy to parameterize the model, as many of the
large-scale parameters can be derived from physical considerations. For example, the delay and DOA of
signals scattered by high-rise buildings (far clusters, see below) follow immediately from the geographic
position of the building, the base station (BS), and the mobile station (MS). On the downside, the model (at
least in its straightforward form) relies on the assumption of single scattering. Furthermore, simulations
take longer than with purely stochastic models for the same accuracy [166].

If the directional information at one link end only is required, then there exists a unique mathematical
relationship between the scatterer location (using a single-scattering assumption) and the delay and angle
[56], [152], [175]. This implies that it is always possible to find a scatterer geometry that corresponds to
a measured angular delay power spectrum (ADPS), even though it might deviate from the actual physical
scatterer arrangement. However, this equivalence is not possible anymore when the directional information
at both link ends is to be taken into account. In that case, a double-scattering model must be used [147],
[214]. A general model structure that takes double scattering, as well as several other propagation effects,
into account is derived in [147].

2.4 Propagation Aspects and Parameterization

After all the mathematical and system-theoretic descriptions in the previous sections, we now turn to
the actual parameterization of the wideband models, determining what numerical values the channel
parameters take on in different environments. This section is only a very brief summary and cites only
some key papers out of the hundreds of journal and conference contributions on the topic. It should also
be noted that the mentioned typical values for parameters are just examples and vary widely.

The parameters of the channel, like path loss, delay spread, etc., depend on several key properties of the
environment, as well as the system in question.

1. The topology and morphology of the environment have a decisive influence. For example, the delay
spread and angular spread in an urban environment are significantly different from those in a rural
environment. Also, finer subdivisions (e.g., into typical urban and bad urban) are widely used.
Making finer differentiations is a trade-off between accuracy and complexity of the model, as well
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as a question of the statistical viability of the underlying data [211]. In the following chapters, we
will use a rough classification of eight different environments.

2. All parameters can vary with the carrier frequency. However, averaged over many measurements,
only the average path loss shows a distinct frequency dependence. Shadowing and delay spread
are sometimes reported to increase and sometimes reported to decrease with carrier frequency. In
neither case is the dependence very pronounced. The frequency dependence of the narrowband
parameters and the delay spread is investigated, e.g., in [2], [28], [102], [160], and [195]; for the
frequency dependence of the angular spread, see [178]. Note that most of the parameter values
cited in Sections 2.4.1 to 2.4.6 were measured at center frequencies of 1, 2, or 5 GHz, and with a
measurement bandwidth that was much smaller than the center frequency.

3. The height of the base station with respect to the surrounding buildings has a strong influence.
As a first consequence, it leads into a classification of macrocell (BS above rooftop), microcell (BS
below rooftop), and picocell (BS indoor). But also within those classes, the height of the BS has a
distinct influence on path loss, delay spread, and other parameters; see, e.g., [14], [18], [65], and
[192].

4. The antenna pattern influences the parameters, especially the delay spread. Directional antennas
usually lead to a smaller delay spread [141], unless they suppress the LOS [82]. In macrocells, the use
of pattern downtilt at the BS decreases the delay spread [14]. Furthermore, it has been observed that
the antenna polarization influences the delay spread; in particular, circularly polarized antennas
reduce the delay spread [184].

2.4.1 Amplitude Statistics

The first step in any system planning is the determination of the average narrowband power. In this context,
average means averaged over both small-scale fading and shadowing. Then the shadow fading and small-
scale effects are added on to that. For the narrowband power, many models have been developed [18],
[20], [183]; the most popular are presented below:

� For macrocells, the venerable Okumura–Hata model [88], [163] is still the most popular model
for rural as well as urban environments. It has been modified and extended in [36] to cover higher
frequencies and especially be more suitable for urban environments. The dependence of the path
loss on the distance (in dB) follows Lp[dB]= K + n1 log(d/dref), where the parameters K and n
depend on the environment, the carrier frequency, and the antenna heights; the reference distance
dref is usually chosen to be 1 m or 1 km. Typical values for n are about 2.5 for LOS situations and
3 to 4 for NLOS situations. For other types of urban environments, the Walfisch–Bertoni model
[229] and its modifications [36] are in widespread use.

� For microcells, the so-called breakpoint models are in widespread use, so that

Lp[dB] =
{

K + n1 log(d/dref) d < dbreak

K + n1 log(dbreak/dref)+ n2 log(d/dbreak) d > dbreak

(2.28)

One example for such a model is [65], but many other models have been published as well. Values
for n1 typically range from 1.7 (for LOS situations) to 2.5 (for NLOS); n2 ranges from 3 to 5. Other
models, which also include height dependence of the antenna, are presented in [36], [235].

� For picocells (indoor), two types of models are used. One is a simple power decay law, K +
n1 log(d/dref), where exponents between 1.5 and 7 have been measured [140]. The other is the
Motley–Keenan model [158], which also uses a K + n1 log(d/dref) decay law but adds an excess
loss of L excess for each floor or wall between transmitter and receiver. L excess depends on the build-
ing materials (typically 5 to 10 dB). The excess loss is less important when there are alternative
propagation paths. For example, when TX and RX are on different floors, then rays that go out of
a window, are reflected off a nearby building, and enter through a window on the next floor might
become the dominant propagation paths.
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Superimposed on the average path loss is a lognormally distributed variation, caused by shadowing
effects. The variance of this lognormal distribution varies typically between 6 and 12 dB [125]; it has also
been suggested to model the variance itself as a random variable [75]. The autocorrelation function of the
shadowing is usually modeled as an exponential [80] with a correlation length that ranges from 1 m in
picocells [125] to some 10 m in urban cells [207] to several hundred meters in rural macrocells [211].

Finally, the small-scale statistics of the amplitude (for each tap or delay bin) is either Rayleigh, with a
pdf

pdf (x) = x

σ 2
exp

(
− x2

2σ 2

)
(2.29)

where σ 2 is the average power; Ricean,

pdf (x) = x

σ 2
exp

(
− x2 + A2

2σ 2

)
I0

(
x A

σ 2

)
(2.30)

where A is the amplitude of the dominant component, A2/(2σ 2) is the Rice factor, and I0 is the zero-order
modified Bessel function of the first kind; or Nakagami,

pdf (x) = 2

�(m)

(
m

	

)m

x2m−1 exp

(
−m

	
x2

)
(2.31)

where m ≥ 1/2 is the Nakagami m-factor, �(m) is the gamma function, and 	 is the mean square value
of the amplitude. The Nakagami and Rice distributions look fairly similar and can be (approximately)
transformed into each other [213]. Note that in all three equations above, x is the amplitude and is
understood to range from zero to infinity.

In most cases, the amplitude statistics are well described by a Rayleigh distribution. In LOS conditions,
the (narrowband) Rice factor (i.e., the ratio of the power of the direct component to all other MPCs)
ranges typically from 0 to about 20 dB [8], [206]; the Rice factor in a single (i.e., the first) delay bin can
be appreciably higher, depending on the bin length [8]. Bins at larger delays typically obey a Rayleigh
distribution; an exception to this rule occurs in ultrawideband channels [26], [246]. When considering the
amplitude statistics over larger areas (combining small-scale and large-scale fading), the Suzuki distribution
[216] is in widespread use; since it is somewhat complicated, it is also sometimes approximated by a
Nakagami distribution.

2.4.2 Arrival Times

In land-based wireless communication systems, multipath components do not arrive in a continuum
because scatterers are not continuously distributed in space. (Note that this is an important difference
from ionospheric communications.) Thus, a determination of the statistics of the arrival times of the
multipath components is of interest.

The simplest assumption is that scatterers are discrete but completely randomly distributed. This gives
rise to a Poisson point process [225]. However, it does not agree well with measurements. An improvement
is the so-called -K model, which was suggested for outdoor cases in [85], [216], and [225] and for the
indoor case in [86]. It defines two states: state A, where the arrival rate of paths is λ, and state B , where
the rate is K λ. The model starts in state A. If a path arrives at time t, then a transition is made to state B
for a minimum of time . If no path arrives during that time, the model reverts to state A; otherwise, it
remains in state B . This state-dependent rate leads to a clustering of MPCs. In other words, a considerable
number of MPCs arrive within a shorter delay span, and some time later, another group of MPCs arrives.
The clustering of MPCs is also reproduced in the Saleh–Valenzuela model [193], which uses the following

Copyright © 2005 by CRC Press LLC



discrete-time impulse response:

h(t) =
L∑

l=0

K∑
k=0

ak,l δ(t − Tl − τk,l ) (2.32)

where ak.l is the tap weight of the k-th component in the l-th cluster, Tl is the delay of the l-th cluster, and
τk,l is the delay of the k-th MPC relative to the l-th cluster arrival time Tl . By definition, we have τ0,l = 0.
The distributions of the cluster arrival times and the ray arrival times are given by Poisson processes, so
that the interarrival times are exponentially distributed ([106] suggests Weibull distributions instead):

p(Tl |Tl−1)=� exp[−�(Tl − Tl−1)], l > 0
(2.33)

p(τk,l |τ(k−1),l = λ exp[−λ(τk,l − τ(k−1),l )], k > 0

where � is the cluster arrival rate ranging from 20 to 300 ns and λ is the ray arrival rate ranging from 0.5 to
10 ns [193], [208] (though the higher reported values are possibly related to limited resolution bandwidth).
The existence of multiple clusters has also been observed for outdoor environments. One cluster always
corresponds to scattering around the mobile station, while other clusters correspond to propagation
via distinct morphological or geographical features of the environment. Long-delayed echoes have been
observed as an effect of mountains [50], while in urban environments, high-rise buildings or buildings
surrounding large open areas cause the late-arriving clusters [202]. These clusters carry significant energy
mostly when the MS has an unobstructed view to them. They thus “appear” and “disappear” as the MS
moves over larger areas. A model for this process is described in [9].

Finally, the total (narrowband) shadowing of the received signal is created by the overlap of the shad-
owed contributions of the different clusters. It is physically reasonable to assume that shadowing for
different clusters is independent (or shows, at most, a partial correlation) [78], [232]. The total shadowing
distribution is thus the sum of (possibly correlated) lognormally distributed variables [25].

2.4.3 Average Time Dispersion

In many practical situations, the arrival of discrete MPCs cannot be observed; due to the limited bandwidth,
they get “smeared” into a continuum. In the simplest case of a single cluster, the PDP usually follows quite
well a one-sided exponential function [100]:

P (τ ) = Psc(τ ) =
{

exp(−τ/Sτ ) τ ≥ 0

0 otherwise
(2.34)

For fixed wireless LANs, [59] proposed the combination of a strong (quasi-) LOS path with a profile of
the form Equation 2.34. For propagation in street canyons, a modal waveguide analysis has shown good
agreement with experiments, giving rise to a power law (instead of exponential) decay [177].

In the case of multiple clusters, the PDP is the sum of exponential contributions [8]:

P (τ ) =
∑

k

P c
k

Sc
τ,k

Psc

(
τ − τ c

0,k

)
(2.35)

where P c
k , τ c

0,k , and Sc
t are the power, delay, and delay spread of the k-th cluster, respectively. Of course the

sum of all cluster powers has to add up to the narrowband power described in Section 2.4.1. For a PDP
of form (Equation 2.34), the rms delay spread characterizes the delay dispersion. In the case of multiple
clusters (Equation 2.35), the rms delay spread is defined mathematically, but often has a very limited
physical meaning. Still, the vast majority of measurement campaigns available in the literature use only
this parameter for the characterization of the delay dispersion. Typical values are presented below:

� Indoor residential buildings: Here the delay spreads are rather small, with 5 to 10 ns being typical
values [76]; however, 30 ns has also been measured [135].
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� Indoor office environments: Office environments show somewhat larger delay spreads than residential
areas. While delay spreads of 5 ns have been measured [40], [104], both corridor-cum-office
environments and “Dilbertian” environments (big halls with cubicles) typically show delay spreads
between 10 and 100 ns [28], [46], [47], [87], [111], [141], [208], [220]. The room size has a clear
influence on the delay spread [16].

� Factories and airport halls: References [83] and [182] measured delay spreads between 50 and 200 ns
(roughly uniformly distributed) in different factories.

� Microcells: In microcells, delay spreads range from around 5 to 100 ns (for LOS situations) to 100 to
500 ns (for NLOS) [65], [113], [234], [244]. Also, measurements of delay spreads in outdoor peer-to-
peer networks [90] indicate similar values. The delay spread increases with antenna height [7], [65].

� Tunnel and mines: Railway or car tunnels are special environments that are of interest because of
the importance of coverage for emergency situations. Empty tunnels typically show a very small
delay spread (on the order of 20 ns), while car-filled tunnels exhibit larger values (up to 100 ns)
[243]. Reference [127] found even smaller values in mines.

� Typical urban and suburban environments: These show delay spreads between 100 and 800 ns [109],
[165], [209], although values up to 3 μs have also been observed [103], [109], [185], while extremely
low values (around 25 ns) have been measured in [244].

� Bad urban and hilly terrain environments: These show clear examples of multiple clusters (Section
2.4.2) that lead to much larger delay spreads. Reference [202] measured delay spreads up to 18 μs,
with cluster delays of up to 50 μs, in various European cities; measurements in other European
cities [15], [77], [116], [130], [223] and American cities [185] showed somewhat smaller values.
References [50] and [145] have measured cluster delays of up to 100 μs in mountainous terrain.

The delay spread also shows considerable large-scale variations. Several papers [3], [79] find that the
delay spread has a lognormal distribution with a variance of typically 2 to 3 dB in suburban and urban
environments. Its correlation length is usually assumed to be the same as the correlation length of the
shadowing (see Section 2.4.1). For indoor environments, both lognormal [26] and normal [76], [169]
distributions have been suggested.

Even more noteworthy is that the delay spread shows a clear dependence on the distance between
transmitter and receiver (or, equivalently, on the average path loss); for a physical interpretation, see [205].
Reference [79] reviewed the literature and found that the delay spread is proportional to dε , where ε= 0.5
in urban and suburban environments and ε= 1 in mountainous regions. The distance dependence has
also been found in microcells [65], [219] and in indoor environments [24], [30], [74], [87], [238], though
some of those references propose a different functional form of this dependence.

2.4.4 Average Angular Dispersion at the BS

Similarly to the delay dispersion, we can describe the angle dispersion by the angular power spectrum; in
many cases, this is simplified to describe only the azimuthal power spectrum (APS). If only a single cluster
occurs, the APS is found to be Laplacian [174]:

APS(φ) = exp

[
−
√

2
|φ|
Sφ

]
(2.36)

while the density of MPCs is modeled as Gaussian. In the case of multiple clusters, the APS becomes

APS(φ) =
∑

k

P c
k√

2Sc
φ ,k

APSsc

(
φ − φc

0,k

)
(2.37)

where superscript c again denotes “per cluster” quantities. Reference [208] proposed a generalization of
the Saleh–Valenzuela model to include (clustered) DOAs, and [230] further extended it to the MIMO case,
i.e., including DODs.
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The cluster angular delay power spectrum (ADPS) can be approximated as a product of the PDP, the
APS, and an elevation spectrum that has a shape similar to that of Equation 2.36. However, the total ADPS
cannot be written in such a form; rather, it is the sum of cluster ADPSs.

As for the delay spread, many papers give only the rms angular spread as the result of measurement
campaigns, though some give the cluster rms spread. While fewer papers deal with angular dispersion than
with delay dispersion, the following range of values can be considered typical:

� Indoor office environments: Cluster angular spreads between 10 and 20 degrees have been observed
[34], [208] for NLOS situations; for LOS situations, they are considerably smaller. Distribution
functions for the DOAs and DODs are given in [247].

� Industrial environments: Reference [83] observed angular spreads between 20 and 30 degrees.
� Microcells: Angular spreads between 5 and 20 degrees for LOS and 10 to 40 degrees for NLOS were

found in [168], while [29] measured 5 to 15 degrees, decreasing with distance. Reference [223]
found about 30 degrees azimuthal spread and about 2 degrees cluster azimuthal spread.

� Typical urban and suburban environments: Reference [174] measured angular spreads on the order
of 5 to 15 degrees, while [121] found 3 to 20 degrees in dense urban environments. Reference
[122] found angular spreads of up to 40 degree with a distinct decrease of the angular spread with
distance. In suburban environments, the angular spread was usually smaller than 5 degrees due to
a frequent occurrence of LOS [121].

� Bad urban and hilly terrain environments: These show a considerably larger total angular spread due
to the existence of multiple clusters. References [123] and [223] found around 20 degrees azimuthal
spread and around 2 degrees cluster azimuthal spread.

� Rural environments: Angular spreads between 1 and 5 degrees have been observed [168].

In outdoor environments, the distribution of the angular spread over large areas has also been found to
be lognormal and correlated with the delay spread (correlation coefficient of approximately 0.5) [3], [8].
Actually, delay spread, angular spread, and shadowing are a triplet of correlated lognormal variables, with
a correlation of angular spread to shadowing around 0.75 [8], and similarly for the correlation between
delay spread and shadowing. Also, for indoor peer-to-peer environments, a correlation between delay
spread and angular spread has been observed [55].

The dependence of the angular spread on the distance is still a matter of discussion. Reference [174] shows
examples of increasing, constant, and even decreasing azimuth spreads. The most common assumption in
directional models is that the azimuthal spread is independent of distance. Furthermore, angular spread
was observed to decrease with increasing antenna height [176].

The elevation spectrum is also usually modeled as Laplacian. For macrocellular environments, the
elevation spread is very small, on the order of 0.3 to 3 degrees [8], [223] and around 5 degrees in microcells
[223]. In indoor environments, elevation spreads can be considerably larger, and it is also more problematic
to write the angular spectrum as a product of the azimuthal and elevation spectrums [247].

2.4.5 Average Angular Dispersion at the MS

A common assumption for the MS is that radiation is incident from all directions — and only in the hori-
zontal plane; this model dates back to the 1970s [100]. However, recent studies indicate that the azimuthal
spread can be considerably smaller, especially in street canyons. Cluster angular spreads on the order of 20
degree have been suggested [116], where there is either just one cluster or two (with 180 degree difference
in the mean). The azimuthal power spectrum is approximated as Laplacian; another proposal is the von
Mises pdf [1]:

pdf φ(φ) = exp(κ cos(φ − φ̄))

2π I0(κ)
(2.38)
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where the parameter κ determines the “peakiness” of the distribution and φis the mean angle of arrival;
I0(x) is the zero-order modified Bessel function of the first kind. Furthermore, the angular distribution is
a function of the delay. For MSs located in street canyons without LOS, small delays are related to over-the-
rooftop propagation, while later components are waveguided through the streets and thus confined to the
angular range under which this canyon is seen by the MS [116]. In indoor environments with (quasi-) LOS,
early components have a very small angular spread, while components with larger delays have an almost
uniform distribution of the APS [39]. For the outdoor elevation spectrum, Reference [116] indicated that
MPCs that propagate over the rooftops have an elevation distribution that is uniform between 0 and the
angle under which the rooftops are seen; later-arriving components, which have propagated through the
street canyons, show a Laplacian elevation distribution. It is worth noting that the angular distributions
as measured with a channel sounder can differ greatly from those that occur in the presence of a human
body close to the antenna [233].

The angular spectrum at the MS also determines the Doppler spectrum if only the MS is moving. How-
ever, moving scatterers can also introduce temporal variations of the transfer function: both pedestrians
[228] and cars [142] influence this process. For fixed wireless networks, temporal Rice factors have been
measured [206], ranging from –5 to 20 dB.

2.4.6 MIMO Parameters

Following the methodology of Section 2.3, measurements for MIMO channels can be represented either
as joint DOA–DOD distributions or as correlation matrices for the received signal. If the DOAs are
assumed to be independent of the DODs, then the Kronecker model (Section 2.3.4) is valid and the
(separate) correlation matrices at the transmitter and receiver specify the model. For outdoor environments,
measurement results for this case have been presented in [32] and [110]; for indoor, see [91], [137], and
[138]. Equivalently, the product of the DOA and DOD distributions (Section 2.4.4 and 2.4.5) completely
specifies the model. Joint DOA–DOD measurements are given in [153] and [212].

2.4.7 Polarization

Polarization has become a very important quantity for broadband wireless networks, as many recent
systems exploit polarization diversity, or polarization MIMO systems. As a first approximation, parameters
like delay spread, angular spread, etc., are the same for vertical and horizontal polarizations for NLOS
situations. The fading of the components is independent; the average power leakage between the two
polarizations is given by the cross-polarization discrimination (XPD). Values for the XPD in LOS indoor
situations are above 10 dB; around 3 dB [60] in indoor NLOS situations; 5 dB in urban outdoor; and
12 dB in suburban outdoor environments [159]. More generally, the XPD is a function of the excess path
loss: high path loss (which also implies no LOS) leads to low XPD. A model based on measurements in
suburban environments is presented in [206].

2.4.8 Millimeter Wave Propagation

As mentioned at the beginning of Section 2.4, most propagation parameters are fairly invariant to changes
of the operating frequency. Thus, millimeter wave propagation (referring here mostly to 17, 24, 30, and
60 GHz) does not differ too much from the propagation discussed in Section 2.4.1 to 2.4.7. However, there
are a few important differences:

� Diffraction is not an efficient process for propagating energy.
� Diffuse scattering is more important, because surface roughness (relative to the wavelength) is

larger.
� At 60 GHz, atmospheric gases, especially oxygen, lead to a stronger attenuation [96].
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These physical facts have important consequences for the channel modeling:

� Outdoor communications tend to rely on the existence of a LOS.
� Delay spreads are typically smaller than those for centimeter wave communications. At 17 GHz,

delay spreads around 20 ns are typical for indoor office environments [21], [129], whereas they are
less than 10 ns at 60 GHz [42], [157], though the actual environments seem to have far larger influ-
ences than the carrier frequency [51], and higher values have been measured especially in hallways
[237]. For outdoor environments, the delay spreads are somewhat larger (typically around 50 ns)
[21], though smaller values have been observed for narrow streets [37]. All those measurements
were done for low-positioned antennas. In point-to-multipoint distribution systems, delay spreads
can reach several hundred nanoseconds [186].

2.4.9 Ultrawideband Systems

UWB channels, where the measurement bandwidth can reach several gigahertz, show many similarities to
the systems we discussed above. Results for delay spread, path loss, and shadowing, based on an extensive
measurement campaign [75], [76], are fairly similar to the results of Section 2.4.1 to 2.4.6. However, there
are also some vital differences:

1. Due to the fine time resolution of ultrawideband systems, each resolvable delay bin contains only
a few multipath components. Thus, the central limit theorem is not applicable anymore, and the
amplitude statistics in each delay bin change. Both Nakagami distributions [26] and lognormal
distributions [154] have been suggested.

2. Alternatively, the impulse response can also be modeled as the sum of several discrete (deterministic)
components and Rayleigh-distributed clutter [49], [118].

3. For deterministic predictions, we have to take into account that the reflection and diffraction
coefficients are frequency dependent [180].

2.5 Standard Models

Standard models for the mobile radio channel are important tools for the development of new radio
systems. They allow the estimation of benefits for different multiple access techniques, signal processing,
and other measures for enhancing the capacity and improving performance without having to build a
hardware prototype for every considered system and testing it in the field.

Models for the mobile radio channel must fulfill conflicting requirements. On one hand, they should be
detailed enough to reflect all relevant properties of the channel; on the other hand, they should be simple
enough to allow rapid implementation and fast simulation times. The trade-off between simplicity and
accuracy in the modeling is a difficult one. Furthermore, standardization of wireless systems is influenced as
much by business aspects as by scientific considerations. Thus, standardized channel models — especially
those used directly for commercial system design — might sometimes use oversimplifications and rather
mysterious assumptions and reasoning. But even with all those caveats, standard models fulfill an important
need for wireless system design, not only for industry, but also for academia. The following sections are
intended mainly as lookup sections for practicing engineers, without extensive discussions of the merits
and possible improvements of the models.

2.5.1 The COST 207 Model

Within the European research initiative COST 207 [63], statistical wideband models were developed. These
models were the basis for defining the channel models of GSM [62]. They are very simple tapped delay line
models, where each tap is independently fading. Delays, average powers, amplitude fading distributions,
and Doppler spectra are time invariant.
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The model specifies four different environments, each characterized by a different power delay profile.

� Rural area (RA): P (τ ) =
{

exp(−9.2τ/μs) 0 < τ < 0.7μs

0 otherwise

� Hilly terrain (HT): P (τ ) =

⎧⎪⎨
⎪⎩

exp(−3.5τ/μs) 0 < τ < 2μs

0.1 exp(15− τ/μs) 15 < τ < 20μs

0 otherwise

� Typical urban (TU): P (τ ) =
{

exp(−τ/μs) 0 < τ < 7μs

0 otherwise

� Bad urban (BU): P (τ ) =

⎧⎪⎨
⎪⎩

exp(−τ/μs) 0 < τ < 5μs

0.5 exp(5− τ/μs) 5 < τ < 10μs

0 otherwise

The fading exhibits a Rayleigh distribution, with a Doppler spectrum that is either classical (Jakes),
Gaussian, or Ricean. Specifically, the Doppler categories are:

� CLASS is a Jakes spectrum PD(ν) = 1√
1−( ν

νmax
)2

for −νmax ≤ ν ≤ νmax. It is used for delays smaller
than 0.5 μs.

� GAUS1 is the sum of two Gaussian spectra with different means and variances: PD(ν)= exp
[− (ν+0.8νmax)2

2(0.05νmax)2 ]+ 0.1 exp[− (ν−0.4νmax)2

2(0.1νmax)2 ]. It is used for delays between 0.5 and 2 μs.
� GAUS2 is also a sum of two Gaussians, namely, PD(ν) = exp[− (ν−0.7νmax)2

2(0.1νmax)2 ]+ 0.032 exp[− (ν+0.4νmax)2

2(0.15νmax)2 ]
and is used for delays in excess of 2 μs.

� RICE is the sum of a classical Doppler spectrum and a delta function (corresponding to an LOS
path) and is used for the first component in rural area environments: PD(ν) = 0.41

2πνmax

√
1−( ν

νmax
)2
+

0.91δ(ν − 0.7νmax) for − νmax ≤ ν ≤ νmax.

Note that all Doppler spectra must be normalized so that∫PD(ν)dν= 1. The maximum Doppler frequency
is determined from the carrier frequency and the speed of the mobile station, which implies that all scatterers
can be considered stationary. Table 2.1 shows tap weights and Doppler spectra for some tapped delay line
implementations, as suggested by COST 207.

The COST 207 models were derived from extensive measurement campaigns throughout Europe. It is
noteworthy, however, that most of those measurements were performed with a measurement bandwidth
of 200 kHz. Thus, it is problematic to use those models for an analysis of systems with larger bandwidths.
This is especially true for the tapped delay line implementations described in Table 2.1.

2.5.2 The ITU-R Models

For the selection of the air interface of third-generation cellular systems, the International Telecommu-
nications Union (ITU) developed another set of models that is available only as a tapped delay line
implementation [249]. It specifies three environments: indoor, pedestrian (including outdoor to indoor),
and vehicular (with high base station antennas). For each of those environments, two channels are defined:
channel A (low delay spread) and channel B (high delay spread); in addition there is also a worst case
scenario. The occurrence rate of the two models is also specified; all those parameters are given in Table 2.2.
The amplitudes follow a Rayleigh distribution; the Doppler spectrum is uniform between−νmax and νmax

for the indoor case and is a classical Jakes spectrum for the pedestrian and vehicular environments.
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TABLE 2.1 Tapped Delay Line Implementation of COST 207 Channel Models

Tap No. Delay/μs Power/dB Doppler Spectrum

RURAL AREA
1 0 0 RICE
2 0.2 −2 CLASS
3 0.4 −10 CLASS
4 0.6 −20 CLASS

HILLY TERRAIN
1 0 0 CLASS
2 0.2 −2 CLASS
3 0.4 −4 CLASS
4 0.6 −7 CLASS
5 15 −6 GAUS2
6 17.2 −12 GAUS2

TYPICAL URBAN
1 0 −3 CLASS
2 0.2 0 CLASS
3 0.6 −2 GAUS1
4 1.6 −6 GAUS1
5 2.4 −8 GAUS2
6 5.0 −10 GAUS2

BAD URBAN
1 0 −3 CLASS
2 0.4 0 CLASS
3 1 −3 GAUS1
4 1.6 −5 GAUS1
5 5 −2 GAUS2
6 6.6 −4 GAUS2

TABLE 2.2 Tapped Delay Line Implementation of ITU-R Models

Tap No. Delay/ns Power/dB Delay/ns Power/dB Doppler Spectrum

INDOOR CHANNEL A (50%) CHANNEL B (45%)
1 0 0 0 0 FLAT
2 50 −3.0 100 −3.6 FLAT
3 110 −10.0 200 −7.2 FLAT
4 170 −18.0 300 −10.8 FLAT
5 290 −26.0 500 −18 FLAT
6 310 −32.0 700 −25.2 FLAT

PEDESTRIAN CHANNEL A (40%) CHANNEL B (55%)
1 0 0 0 0 CLASS
2 110 −9.7 200 −0.9 CLASS
3 190 −19.2 800 −4.9 CLASS
4 410 −22.8 1200 −8.0 CLASS
5 − − 2300 −7.8 CLASS
6 − − 3700 −23.9 CLASS

VEHICULAR CHANNEL A (40%) CHANNEL B (55%)
1 0 0 0 −2.5 CLASS
2 310 −1 300 0 CLASS
3 710 −9 8900 −12.8 CLASS
4 1090 −10 12,900 −10 CLASS
5 1730 −15 17,100 −25.2 CLASS
6 2510 −20 20,000 −16 CLASS
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In contrast to the COST 207 model, the ITU model also specifies the path loss (in dB) depending on
the distance d :

� Indoor: L p = 37+ 30 log10 d + 18N
(

Nfloor+2
Nfloor+1−0.46)

floor .
� Pedestrian: L p = 40 log10 d+30 log10 fc+49; for the outdoor-to-indoor case, the additional build-

ing penetration loss is modeled as a normal variable with 12 dB mean and 8 dB standard deviation.
� Vehicular: L p = 40(1 − 4 · 10−3h B ) log10 d − 18 log10 h B + 21 log10 fc + 80, where fc is the

carrier frequency and h B is the base station height measured from the rooftop level; the model is
valid for 0 < h B < 50 m.

In all three cases, lognormal shadowing is imposed. The variance is 12 dB for the indoor case, 10 dB for the
vehicular case, 10 dB for outdoor pedestrian users, and 12 dB for indoor pedestrian users. The autocorre-
lation function of the shadowing is assumed to be exponential, R(x) = exp(− ln(2)|x|/dcorr), where
the correlation length dcorr is 20 m in vehicular environments, but not specified for other environments.

2.5.3 IEEE 802.11/HIPERLAN Models

The GSM and ITU models were established for the development of cellular communications systems.
Wireless LANs, like the ETSI HIPERLAN and IEEE 802.11 standards, operate in a different environment
and with a larger bandwidth. The standardization bodies ETSI and IEEE 802.11 thus recommended a
different tapped delay line model developed by Medbo and Schramm [139]. The structure is again similar
to that of the GSM model, defining five different channels (tapped delay lines):

1. Model A for a typical office environment, NLOS conditions, 50-ns rms delay spread
2. Model B for a typical large open space and office environments, NLOS conditions, 100-ns rms delay

spread
3. Model C for a large open space (indoor and outdoor), NLOS conditions, 150-ns rms delay spread
4. Model D for a large open space, LOS conditions, 140-ns rms delay spread
5. Model E for a typical large open space (indoor and outdoor), NLOS conditions, 250-ns rms delay

spread

The tap settings for all those cases are given in Table 2.3.
Currently, IEEE 802.11 is also developing an extension of the model to the MIMO case; details may be

found in [60].

2.5.4 The 802.15 Ultrawideband Channel Model

In contrast to conventional communications systems that operate in a narrow part of the spectrum,
ultrawideband signals can span the frequency range from DC to tens of GHz. Since they have a large
bandwidth, the power spectral density, and thus the interference to narrowband systems, is typically very
low. The large bandwidth also means that conventional channel models do not correctly describe UWB
channels. For example, the number of MPCs that fall within each resolvable delay bin is small, so that
the central limit theorem is no longer applicable, and the amplitude statistics are not Rayleigh anymore.
Also, the channel impulse response is real, since the signals do not have a carrier frequency anymore. New
channel models are thus required. A first step has been made by IEEE 802.15.3a, which standardized a
channel model for indoor ultrawideband communications [35], [154].

The multipath model is defined in terms of a (Saleh–Valenzuela) model, as described in Section 2.4.2:

hi (t) = Xi

L∑
l=0

K∑
k=0

ai
k,l δ(t − T i

l − τ i
k,l ) (2.39)
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TABLE 2.3 Model for Indoor Wireless LANs (HIPERLAN, 802.11). All Taps have a Classical Doppler Spectrum,
Except for the First Tap of Channel D Which Has a 10 dB Spike

Model A Model B Model C Model D Model E

Tap No. Delay/ns Power/dB Delay/ns Power/dB Delay/ns Power/dB Delay/ns Power/dB Delay/ns Power/dB

1 0 0 0 −2.6 0 −3.3 0 0 0 −4.9
2 10 −0.9 10 −3.0 10 −3.6 10 −10.0 10 −5.1
3 20 −1.7 20 −3.5 20 −3.9 20 −10.3 20 −5.2
4 30 −2.6 30 −3.9 30 −4.2 30 −10.6 40 −0.8
5 40 −3.5 50 0 50 0 50 −6.4 70 −1.3
6 50 −4.3 80 −1.3 80 −0.9 80 −7.2 100 −1.9
7 60 −5.2 110 −2.6 110 −1.7 110 −8.1 140 −0.3
8 70 −6.1 140 −3.9 140 −2.6 140 −9.0 190 −1.2
9 80 −6.9 180 −3.4 180 −1.5 180 −7.9 240 −2.1

10 90 −7.8 230 −5.6 230 −3.0 230 −9.4 320 0
11 110 −4.7 280 −7.7 280 −4.4 280 −10.8 430 −1.9
12 140 −7.3 330 −9.9 330 −5.9 330 −12.3 560 −2.8
13 170 −9.9 380 −12.1 400 −5.3 400 −11.7 710 −5.4
14 200 −12.5 430 −14.3 490 −7.9 490 −14.3 880 −7.3
15 240 −13.7 490 −15.4 600 −9.4 600 −15.8 1070 −10.6
16 290 −18.0 560 −18.4 730 −13.2 730 −19.6 1280 −13.4
17 340 −22.4 640 −20.7 880 −16.3 880 −22.7 1510 −17.4
18 390 −26.7 730 −24.6 1050 −21.2 1050 −27.6 1760 −20.9

where ai
k,l are the tap weights, Xi represents the lognormal shadowing, and i refers to the i-th realization.

The distribution of arrival rates is given by Equation 2.33; the channel coefficients are defined as

ak,l = pk,l ξl βk,l (2.40)

where ξl reflects the fading associated with the l-th cluster, βk,l corresponds to the fading associated with
the k-th ray of the l-th cluster, and pk,l is equiprobable±1 to account for signal inversion due to reflections.
The distribution of the channel coefficients is given by

|ξl βk,l | = 10(μk, l+n1+n2)/20 (2.41)

where n1 ∝ N(0, σ 2
1 ) and n2 ∝ N(0, σ 2

2 ) are independent and correspond to the fading of each cluster and
ray, respectively. Further,

E [|ξl βk,l |2] = 	0e−Tl /�e−τk, l /γ (2.42)

where Tl is the excess delay of cluster l and 	0 is the mean energy of the first path of the first cluster. The
μk,l values are thus given by

μk,l = 10 ln(	0)− 10Tl /� − 10τk,l /γ

ln(10)
−
(
σ 2

1 + σ 2
2

)
ln(10)

20
(2.43)

Finally, since the lognormal shadowing of the total multipath energy is captured by the term Xi , the total
energy contained in the terms

∑∑
ak,l is normalized to unity for each realization. This shadowing term

is characterized by 20 log10(Xi ) ∝ N(0, σ 2
x ). Table 2.4 summarizes the parameters of the model for the

four environments defined by IEEE.
Based on the work of [75], IEEE 802.15 also recommends a new modeling of the path loss. While

there is still shadowing superimposed on a polynomial power decay law, now the decay exponent and the
shadowing variance also become random variables, whose realizations change from building to building.
Table 2.5 shows the path loss at 1-m distance, as well as the mean and standard deviation for LOS and
NLOS situations. The distributions of all variables are modeled as Gaussian.
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TABLE 2.4 Parameters for the Ultrawideband Channel Model

Model Parameters CM 11 CM 22 CM 33 CM 44

� (1/nsec) 0.0233 0.4 0.0667 0.0667
λ (1/nsec) 2.5 0.5 2.1 2.1
� 7.1 5.5 14.00 24.00
γ 4.3 6.7 7.9 12
σ1 (dB) 3.4 3.4 3.4 3.4
σ2 (dB) 3.4 3.4 3.4 3.4
σx (dB) 3 3 3 3

TABLE 2.5 Parameters for UWB Path Loss Model

LOS NLOS

Mean Standard Deviation Mean Standard Deviation

P L 0(dB) 47 NA 50.5 NA
n 1.7 0.3 3.5 0.97
σ (dB) 1.6 0.5 2.7 0.98

2.5.5 The 3GPP--3GPP2 Model

Up to now, we have treated single-input–single-output (SISO) standard models. However, as multiple
antennas become an integral part of many wireless systems, MIMO standard models are required. These
models also give a more accurate representation of the delay characteristics than the ITU models. On
the other hand, those models are also more complicated, and space restrictions prevent us from giving
here all the details that are necessary for implementation. Interested readers will find further resources in
the references within this chapter.

The standardization organizations for third-generation cellular systems, 3GPP (third-generation part-
nership project) and 3GPP2, have established a double-directional channel model for the evaluation of
transmit diversity and MIMO systems [27], [201], especially in the context of the high-speed data mode,
HSDPA. This model not only provides directional information that is important for multiple-antenna
systems, but also provides an improved model for the delay dispersion. Again, the model is a tapped delay
line model [236], where the taps are specified in the angular domain as well as the delay domain. Three
environments are specified: suburban macrocells, urban macrocells, and urban microcells.9

There are two major differences to the approaches described in Section 2.5.1 to 2.5.3:

1. Each tap (path, in the notation of 3GPP–3GPP2) is characterized by its delay and mean angles.
However, each path consists of several subpaths that all have the same delay, but different angles of
arrival and departure distributed around the mean angles.

2. The small-scale average rms delay spread, angular spread, and shadowing are not assumed to be
fixed anymore. Rather, they are modeled as correlated random variables.

Consequently, the first step in the simulation is the selection of the small-scale average delay spread,
angular spread, and shadowing from their joint probability density function. These spreads parameterize
the ADPS. We next choose random path delays and determine the (small-scale-averaged) powers associated
with these. Then the mean angle of arrival is determined for each path as a realization of a random variable.
Each of the taps then consists of 20 subpaths, which all have the same delay, but fixed offsets from the mean

9In addition to the performance evaluation model discussed here, the standardization document also specifies a
calibration model (sometimes erroneously called link-level model). The calibration model is extremely simplified and
should be used only to test the basic correctness of simulation engines.
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angle of arrival of this tap, fixed amplitudes (all identical), and random phases. These subpaths are created
both at the transmitter and at the receiver. In a next step, each TX subpath is associated with exactly one
randomly chosen RX subpath. Shadow fading is added to the total ADPS.

This procedure is valid for suburban and urban macrocells. In microcells, a slight modification is used,
as the generation of the PDP and the mean angles of incidence are different. Also, several options have
been defined that can be switched on to obtain a better agreement with reality:

� Polarized antennas: Following Section 2.4.7, the two polarizations are independently fading and
the XPD is chosen at random from a Gaussian distribution.

� Far scatterer clusters: One far scatterer cluster has been added for the urban environment, to reflect
the important bad urban situation (Section 2.4.3). Its placing within the cell is done at random and
follows essentially the ideas of COST 259 (see Section 2.5.6).

� Line of sight: For urban microcells, LOS is treated in a probabilistic way, with the probability of
obtaining LOS decreasing with distance.

� Urban canyons: For urban canyons the angular spectrum at the MS is modified.

A public domain implementation in MATLAB will be available at www.es.lth.se/radiocom.

2.5.6 The COST 259 Model

The European research initiative COST 259 developed a directional channel model (DCM) that has
gained widespread acceptance. It is very realistic, incorporating a wealth of effects and their interplay, all
for different environments; however, this makes it quite complex, and we can only point out some basic
features here. A more detailed description of the first version of the model is described in [211], and a final
account is found in [8] and [152].

The COST 259 DCM is even more general than the 3GPP–3GPP2 model, including small-scale as well
as continuous large-scale changes of the channel. This is achieved efficiently by distinguishing between
three different layers:

1. At the top layer, there is a distinction between different radio environments (REs), i.e., environ-
mental classes with similar propagation characteristics (e.g., typical urban). All in all, there are 13
REs: 4 macrocellular REs (base station height above rooftop), 4 microcellular REs (outdoor, base
station height below rooftop), and 5 picocellular REs (indoor).

2. Large-scale effects, which are described by their probability density functions, whose parameters
differ for the different REs.

3. Small-scale fading, whose means and variances are determined by the large-scale effects.

The large-scale effects are described in a mixed geometrical-stochastic fashion, applying the concept
of scatterer clusters as described in Section 2.4.2. At the beginning of a simulation, scatterer clusters
(one local, around the MS, and several far scatterer clusters) are distributed at random (according to
their pdfs) in the coverage area; this is the stochastic component. During the simulation, the delays and
angles between the clusters are obtained deterministically from their positions and the positions of BS
and MS; this is the geometrical component. Each of the clusters has a small-scale-averaged ADPS that
is exponential in delay and Laplacian in azimuth and elevation. The angularly resolved complex impulse
responses are then obtained from the average ADPS either directly (i.e., using a tap model; see Section
2.3.3) or by mapping it onto a scatterer distribution and obtaining the impulse responses in a geometrical
way (Section 2.3.5).

In macrocells, the positions of the clusters are random, following a certain pdf. In micro- and picocells,
the positions are more deterministic, using the concept of virtual cell deployment areas (VCDAs). A VCDA
is essentially a map of a virtual town or office building, with a route of the MS prescribed in it. For any
position of the MS, the cluster positions in delay and angle are thus known completely deterministically.
This approach is somewhat similar to a ray-tracing approach but differs in two important respects: the
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city maps need not reflect an actual city and can thus be made more typical for many different cities.
Furthermore, only the cluster positions are determined by ray tracing, while the behavior within one cluster
is still treated stochastically.

2.6 Conclusions

This chapter gave an overview of channel models for broadband wireless communications. The fundamen-
tal structure of models for frequency-selective channels has been investigated for approximately 40 years
and has reached a certain stage of maturity. Model structures for multiantenna systems (smart antennas
and MIMO), on the other hand, are still a very active research area, as can be seen from the references
cited in this chapter. For all channels, the model parameterization (and the channel measurements it is
based on) is a work in progress. Important achievements have been made in the past, and standardized
channel models, as described in Section 2.5, have played an important role in the design of second- and
third-generation wireless systems. Still, the need for new operating environments and higher accuracy will
necessitate additional models in the future.

From the wide variety of models, it becomes clear that there is no single master method for “best”
channel modeling. Any model involves the trade-off between accuracy and complexity. When selecting
(or designing) a model, it is thus important to first determine the model properties that can influence the
system of interest. System design, wave propagation, and channel modeling cannot be treated as isolated
disciplines, but rather have to work hand in hand.
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[231] Weichselberger, W., Özcelik, H., and Bonek, E., A novel stochastic MIMO channel model
and its physical interpretation, in 6th International Symposium Wireless Personal Multimedia
Communications, 2003, accepted.

[232] Weitzen, J. and Lowe, T.J., Measurement of angular and distance correlation properties of lognormal
shadowing at 1900 MHz and its application to the design of PCS systems, IEEE Trans. Vehicular
Technol. 51, 265, 2002.

[233] Welch, T.B., Musselman, R.L., Emessiene, B.A., Gift, P.D., Choudhury, D.K., Cassadine, D.N., and
Yano, S.M., The effects of the human body on UWB signal propagation in an indoor environment,
IEEE J. Selected Areas Comm., 20, 1778, 2002.

[234] Wiart, J., Pajusco, P., Levy, A., and Bic, J.C., Analysis of microcellular wide band measurements
in Paris, in Proceedings of the 6th IEEE International Symposium Personal, Indoor Mobile Radio
Communications, 1995, p. 144.

[235] Xia, H.H., Bertoni, H.L., Maciel, L.R., Lindsay-Stewart, A., and Rowe, R., Microcellular propagation
characteristics for personal communications in urban and suburban environments, IEEE Trans.
Vehicular Technol., 43, 743, 1994.

[236] Xu, H., Chizhik, D., Huang, H., and Valenzuela, R., A wave-based wideband MIMO channel
modeling technique, in Proceedings of the 13th IEEE International Symposium Personal, Indoor
Mobile Radio Communications, 2002.

[237] Xu, H., Kukshya, V., and Rappaport, T.S., Spatial and temporal characteristics of 60-GHz indoor
channels, IEEE J. Selected Areas Comm., 20, 620, 2002.

[238] Yano, S.M., Investigating the ultra-wideband indoor wireless channel, in Proceedings of the 55th
IEEE Vehicular Technology Conference, 2002 — Spring, p. 1200.

[239] Yip, K.W. and Ng, T.-S., Efficient simulation of digital transmission over WSSUS channels, IEEE
Trans. Comm., 43, 2907, 1995.

[240] Yip, K.W. and Ng, T.-S., Karhunen-Loeve expansion of the WSSUS channel output and its
application to efficient simulation, IEEE J. Selected Areas Comm., 15, 640, 1997.

[241] Yu, K. et al., Second order statistics of NLOS indoor MIMO channels based on 5.2 GHz
measurements, in Proceedings of the IEEE Global Telecommunications Conference, 2001, p. 156.

[242] Yu, K. and Ottersten, B., Models for MIMO propagation channels: a review, Wireless Comm. Mobile
Comput., 2, 653, 2002.

[243] Zhang, Y.P. and Hwang, Y., Characterization of UHF radio propagation channels in tunnel envi-
ronments for microcellular and personal communications, IEEE Trans. Vehicular Technol., 47, 283,
1998.

[244] Zhao, X., Kivinen, J., Vainikainen, P., and Skog, K., Propagation characteristics for wideband
outdoor mobile communications at 5.3 GHz, IEEE J. Selected Areas Comm., 20, 507, 2002.

[245] Zhong, J. et al., Efficient ray-tracing methods for propagation prediction for indoor wireless
communications, IEEE Antennas Propagation Magazine, 43, 41, 2001.

Copyright © 2005 by CRC Press LLC



[246] Zhu, F., Wu, Z., and Nassar, C.R., Generalized fading channel model with application to UWB, in
Proceedings of the IEEE Conference Ultra Wideband Systems Technologies, 2002, p. 13.

[247] Zwick, T., Fischer, C., and Wiesbeck, W., A stochastic multipath channel model including path
directions for indoor environments, IEEE J. Selected Areas Comm., 20, 1178, 2002.

[248] Zienkiewicz, O.C. and Taylor, R.L., Finite Element Method, Vol. 1, The Basis, Butterworth
Heinemann, London, 2000.

[249] International Telecommunication Union, Guidelines for Evaluation of Radio Transmission
Technologies for IMT-2000, Rec., ITU-RM. 1225, Geneva, Switzerland, 1997.

Definitions and Symbols
()∗ complex conjugation
()T transposition
<a,b> inner product
A amplitude of the dominant component in Rice statistics
Ai (complex) tap weights for regularly spaced taps
A matrix containing steering vectors
ak.l tap weight of the k-th component in the l-th cluster
ai

k,l tap weights
ai path amplitude
	aR(�) steering vector (of the receive antenna)
B(ν, τ ) bi-spreading function
Bc coherence bandwidth
dref reference distance
dbreak breakpoint distance
δ Dirac delta function
hB base station height measured from the rooftop level
νspread support of the spreading function Doppler coordinates
total total spread
E {} expectation value
E t {} expectation over time (time average)
f frequency
fc carrier frequency
φ azimuth
ϕi path phase
G matrix with i.i.d. complex Gaussian entries
G R pattern of the receive antenna elements
G T pattern of the transmit antenna elements
�(m) gamma function
H transfer function matrix (for MIMO systems)
H(t, f ) time-variant transfer function
h(	rT , 	r R , τ, 	, �) double-directional impulse response
h(t, τ ) time-variant impulse response
hi, j impulse responses at different elements
I0 zero-order modified Bessel function
K number of multipath components in cluster
k unit wave vector
κ the “peakiness” of the von Mises distribution
L number of clusters
Lp path loss
Lp[dB] path loss in decibels
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L (	r ) number of multipath components
� cluster arrival rate
λ ray arrival rate
N(μ, σ 2) Gaussian distribution with mean and variance
Nfloor number of floors
n decay exponents
ν Doppler frequency
	 direction of departure (DOD)
P (τ ) power delay profile (PDP) or delay power density spectrum
P (t, τ ) instantaneous power delay profile
PB (ν,  f ) Doppler cross-power spectral density
Ph(t, τ ) delay cross-power spectrum
P c

k power of the k-th cluster
Ps (ν, τ ) scattering function
R correlation matrix
RTX transmitter correlation matrix
RRX receiver correlation matrix
RB (ν, ν ′; f, f ′) bi-spreading function
RH (t, t ′; f, f ′) autocorrelation of the transfer function
RH (t,  f ) time–frequency correlation function
R̃H ( f ) normalized frequency correlation function
Rh(t, t ′; τ, τ ′) autocorrelation of the impulse response
Rs (ν, ν ′; τ, τ ′) autocorrelation of the delay–Doppler spread function
	r R location of receiver
	rT location of transmitter
s(ν, τ ) delay–Doppler spread function or spreading function
Sτ (t) instantaneous rms delay spread
Sτ rms delay spread
Sφ rms angular spread
Sc

t delay spread of the k-th cluster
σ 2 variance
Tl delay of the l-th cluster
Ts tap spacing
t time
τ delay
τ delay between subsequent MPCs with significant amplitude
τspread support of the spreading function in delay coordinates
τ c

0,k delay of the k-th cluster
τk,l delay of the k-th multipath component relative to the l-th cluster arrival time Tl

Xi lognormal shadowing
x(t) input to the channel
� direction of arrival (DOA)
y(t) output of the channel

Abbreviations

3GPP third-generation partnership project
ACF autocorrelation function
ADPS angular delay power spectrum
APS angular power spectrum
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BS base station
BW bandwidth
DOA direction of arrival
DOD direction of departure
FDTD finite difference time domain
FEM finite element method
GSCM geometry-based stochastic channel model
i.i.d. independent identically distributed
LAN local area network
LOS line of sight
MIMO multiple-input–multiple-output
MPC multipath component
MS mobile station
NLOS non-line of sight
pdf probability density function
PDP power delay profile
RE radio environment
RX receiver
TX transmitter
VCDA virtual cell deployment area
WSS wide-sense stationary
XPD cross-polarization discrimination
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Abstract

A review of various approaches to channel modeling and estimation for wireless mobile systems is pre-
sented. We begin with channel models suitable for channel estimation and equalization. Emphasis is
on linear baseband equivalent models with a tapped delay line structure, and both time-invariant and
time-variant models are discussed. Basis expansion modeling for time-variant channels is also presented
where the basis functions are related to the physical parameters of the channel (such as Doppler and
delay spreads). Channel modeling is followed by a discussion of various approaches to channel estimation,
including training-based approaches, blind approaches, semiblind approaches, and hidden pilot-based
approaches. In the training-based approach a sequence known to the receiver is transmitted in the acqui-
sition mode. In blind approaches no such sequence is available (or used) and the channel is estimated
based solely on the noisy received signal exploiting the statistical and other properties of the informa-
tion sequence. Semiblind approaches utilize a combination of training-based and blind approaches. In
the hidden pilot-based approaches a periodic (nonrandom) training sequence is arithmetically added
(superimposed) at a low power to the information sequence at the transmitter before modulation and
transmission.

3.1 Introduction

Propagation of signals through wireless channels (indoors or outdoors) results in the transmitted signal
arriving at the receiver through multiple paths. These paths arise due to reflection, refraction, or diffraction
in the channel. Multipath propagation results in a received signal that is a superposition of several delayed
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and scaled copies of the transmitted signal, giving rise to frequency-selective fading. Frequency-selective
fading (defined as changes in the received signal level in time) is caused by destructive interference among
multiple propagation paths. The environment around the transmitter and the receiver can change over
time, particularly in a mobile setting, leading to variations in the channel response with time. This gives
rise to time-selective fading. Also, the channels may have a dominant path (direct path in line-of-sight
channels) in addition to several secondary paths, or they may be characterized as having multiple “random”
paths with no single dominant path.

Multipath propagation leads to intersymbol interference (ISI) at the receiver, which in turn may lead to
high error rates in symbol detection. Equalizers are designed to compensate for these channel distortions.
One may directly design an equalizer given the received signal, or one may first estimate the channel impulse
response and then design an equalizer based on the estimated channel. After some processing (matched
filtering, for instance), the continuous-time received signals are sampled at the baud (symbol) or higher
(fractional) rate before processing them for channel estimation or equalization. It is therefore convenient
to work with a baseband-equivalent discrete-time channel model. Depending upon the sampling rate,
one has either a single-input single-output (SISO) (baud rate sampling) or a single-input multiple-output
(SIMO) (fractional sampling) complex discrete-time-equivalent baseband channel.

Traditionally, a training sequence (known to the receiver) is transmitted during the start-up (acquisition
mode). In the operational stage, the receiver switches to a decision-directed mode where the previously
equalized and detected symbols are used as a (pseudo)training sequence together with the received data
to update the channel or the equalizer coefficients. The various issues involved and the trade-offs among
various competing approaches (linear, decision feedback, maximum likelihood sequence estimation, least
mean square vs. recursive least squares, baud rate vs. fractional rate, etc.) are fairly well understood and
documented; see the well-known text [30] and references therein. More recently, there has been much
interest in blind (self-recovering) channel estimation and blind equalization where no training sequences
are available or used and the receiver starts up without any (explicit) cooperation from the transmitter.
In point-to-multipoint networks, whenever a link from the server to one of the tributary stations is
interrupted, it is clearly not feasible (or desirable) for the server to start sending a training sequence to
reestablish a particular link. It has also been argued [50] that a blind start-up is more straightforward
to implement than a start-up that requires a training sequence; this eases interoperability issues among
different manufacturers. In digital communications over fading/multipath channels, a restart is required
following a temporary path loss due to a severe fade.

As in the trained case, various approaches to blind channel estimation and equalization have been
developed. When sampled at the baud rate, the received signal is discrete-time stationary and typically
non-minimum phase. When sampled at higher than baud rate (typically an integer multiple of baud rate),
the signal is discrete-time scalar cyclostationary, and equivalently, it may be represented as a discrete-
time vector stationary sequence with an underlying SIMO model. With baud rate sampling, one has
to exploit the higher-order statistics (HOS) of the received signal either implicitly (as in [15] and [34],
where direct design of equalizers is considered) or explicitly (as in [17] and [41]–[44], where the focus
is on first estimating the channel impulse response using higher-order cumulants of the received signal).
Higher-order statistics provide an incomplete characterization of the underlying non-Gaussian process.
Joint channel and data estimation using maximum likelihood and related approaches ([20], [33] and
references therein) exploit a complete (non-Gaussian) probabilistic characterization of the noisy signal.
Computational complexity of these algorithms (explicit HOS and joint channel–data estimation) is large
when the ISI spans many symbols (as in telephone channels), but they are relatively simple when the ISI
span is short (as in mobile radio channels). However, they may suffer from local convergence problems.

When there is excess channel bandwidth, baud rate sampling is below the Nyquist rate, leading to
aliasing and, depending upon the symbol timing phase in certain cases, causing deep spectral notches in
sampled, aliased channel transfer function [14]. This renders the equalizer performance quite sensitive to
symbol timing errors. Initially, in the trained case, fractional sampling was investigated to robustify the
equalizer performance against timing error. More recently, in the blind context, it was discovered (see [37]
and references therein) that oversampling provides some new information regarding the channel, which
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can be exploited for blind channel estimation and equalization provided some technical conditions are
satisfied (the no-common-subchannel-zeros condition, also called channel disparity, for the underlying
equivalent SIMO model). A similar SIMO model results if multiple sensors are used with or without
fractional sampling. The work of [37] has spawned intense research activity in the use of second-order
statistics for blind identification and equalization. It should be noted that the requisite technical conditions
for applicability of these approaches are not always satisfied in practice; some examples are in [42].

In this chapter, we present a review of various approaches to channel modeling and estimation for
wireless mobile systems. In Section 3.2 we present the relevant channel models, including time-variant
and time-invariant models. In Section 3.3 various channel estimation methods are presented. To conclude
the chapter, in Section 3.4 we illustrate the hidden pilot-based approach via simulation examples.

3.2 Channel Models

3.2.1 Time-Variant Channels

Consider a time-varying (e.g., mobile wireless) channel (linear system) with a complex baseband, a
continuous-time, received signal x(t), and transmitted complex baseband, and a continuous-time in-
formation signal s (t) (with symbol interval Ts second) related by [30]

x(t) =
∫ ∞

−∞
h(t; τ )s (t − τ ) dτ + w(t) (3.1)

where h(t; τ ) is the time-varying impulse response of the channel denoting the response of the channel at
time t to a unit impulse input at time t − τ , and w(t) is the additive noise (typically white Gaussian). A
delay–Doppler spread function H( f ; τ ) is defined as the Fourier transform of h(t; τ ) [1],[30]:

H( f ; τ ) =
∫ ∞

−∞
h(t; τ )exp− j 2π f t dt (3.2)

If |H( f ; τ )| ≈ 0 for |τ | > τd , then τd is called the (multipath) delay spread of the channel. If |H( f ; τ )| ≈ 0
for | f | > fd , then fd is called the Doppler spread of the channel. Equation 3.1 is the most general form
of a mobile channel discussed in this chapter.

In order to capture the complexity of the physical interactions characterizing the transmission through a
real channel, h(t; τ ) is typically modeled as a two-dimensional zero-mean random process. If h(t; τ ) is wide-
sense stationary in variable t, and h(t; τ1) is uncorrelated with h(t; τ2) for τ1 �= τ2 and any t, one obtains
the well-known wide-sense stationary uncorrelated scattering (WSSUS) channel [1], [30, Section 14].

In this chapter we will confine our attention to deterministic modeling of h(t; τ ), which may be thought
of as capturing realizations of the underlying random process.

3.2.1.1 Tapped Delay Line Model

We now consider a discrete-time channel model. If a linear modulation scheme is used, the baseband
transmitted signal can be represented as

s (t) =
∞∑

k=−∞
I [k]g T (t − kTs ) (3.3)

where {I [k]} is the information sequence and g T (t) is the transmit (low-pass) filter (typically a root raised
cosine filter). Therefore, the baseband signal incident at the receiver is given by

x(t) =
∞∑

k=−∞
I [k]

∫ ∞

−∞
h(t; α)g T (t − kTs − α) dα + w(t) (3.4)
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After filtering with a receive filter with impulse response gR(t), the received baseband signal is given by

y(t) =
∞∑

k=−∞
I [k]

∫ ∞

−∞

∫ ∞

−∞
g R(t − β)h(β; α)g T (β − kTs − α) dα dβ + v(t) (3.5)

where v(t) = ∫ g R(τ )w(t − τ )dτ . If the continuous-time signal y(t) is sampled once every Ts section,
we obtain the discrete-time sequence

y[n] := y(t)|t=nTs =
∞∑

k=−∞
I [k]h[n; n − k]+ v[n] =

∞∑
k=−∞

h[n; k]I [n − k]+ v[n] (3.6)

where h[n; k] is the (effective) channel response at time n to a unit input at time n − k and

h[n; n − k] :=
∫ ∞

−∞

∫ ∞

−∞
g R(nTs − β)h(β; α)g T (β − kTs − α) dα dβ (3.7)

Note that the noise sequence {v[n]} in Equation 3.6 is no longer necessarily white; it can be whitened by
further time-invariant linear filtering (see [30]). Henceforth, we assume that a whitening filter has been
applied to y[n], but with an abuse of notation, we will still use Equation 3.6 except for replacing v[n]
with whitened w[n]. For a causal system, h[n; k] = 0 for k < 0 (∀n), and for a finite length channel of
maximum length Ts L , h[n; k] = 0 for k > L (∀n). In this case we modify Equation 3.6 as (recall the
noise-whitening filter)

y[n] =
L∑

k=0

h[n; k]I [n − k]+ w[n] (3.8)

Equation 3.6 represents a time- and frequency-selective linear channel. A tapped delay line structure
for this model is shown in Figure 3.1. For a slowly (compared to the baud rate) time-varying system, one
often simplifies Equation 3.8 to a time-invariant system as

y[n] =
L∑

k=0

h[k]I [n − k]+ w[n] (3.9)

where h[k]= h[0; k] is the time-invariant channel response to a unit input at time 0. Equation 3.9 represents
a frequency-selective linear channel with no time selectivity. It is the most commonly used model for
receiver design.

Suppose that h[n; k] = h[n]δ[k, 0] where δ[k, 0] is the Kronecker delta located at 0, i.e., δ[k, 0] = 1 for
k = 0 and δ[k, 0] = 0 for k �= 0. Then we have the time-selective and frequency-non-selective channel
whose output is given by

y[n] = h[n]I [n]+ w[n] (3.10)

I [n] I [n−2] I [n−L]

h[n;0] h[n;1] h[n;2] h[n;L]
w [n]

y [n]

z1 z1 z1z −1 z −1 z −1

× ×

+ + + +

× ×

FIGURE 3.1 Tapped delay line model of frequency- and time-selective channel with finite impulse response. z−1

represents a unit (symbol duration) delay.
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Finally, a time-non-selective and frequency-non-selective channel is modeled as

y[n] = h I [n]+ w[n] (3.11)

where h is a random variable (or a constant).

3.2.1.2 Basis Expansion Models

Suppose that we include the effects of transmit and receive filters in the time-variant impulse response
h(t; τ ) in Equation 3.1. Suppose that this channel has a delay spread τd and a Doppler spread fd . It has
been shown in [25] (see also [32]) that if 2 fdτd <1 (underspread channel), h[n; k] in Equation 3.6 has the
(approximate) expression

h[n; k] =
Q∑

q=1

hq (k)e jωq n (3.12)

where

wq = 2π

N

(
q − 1

2
− Q

2

)
, L := �τd/Ts �, Q := 2� fd NTs � + 1 (3.13)

The above representation is valid over a duration of NTs seconds (N baud rate samples). If τd and fd

are known (typically true), then h[n; k] is unknown up to only time-invariant quantities. Over disjoint
NTs -second long segments, only hq (k) values may change: Q, wq , and L remain unchanged. This is the
complex exponential basis expansion model (CE-BEM) representation considered in some detail in [35].
Equation 3.12 and Equation 3.13 apply to single-input single-output systems — one user and one receiver
with symbol rate sampling. It is easily modified to handle multiuser, multiple transmit and receive antennas
and is higher than symbol rate sampling — the basic representation remains essentially unchanged.

Let us assume that for a fixed k= 0 (fixed tap), h[n; k] follows the Jakes model [19, p. 68] and is
generated by

h J [n; k] = c(k)
1√
M

M−1∑
m=0

exp[ j (2π fd nTs cos(αm,k)+ φm,k)] (3.14)

with c(k)= 1 ∀k (each tap component has the same power), fd = Doppler spread, M= 200, Ts is the
symbol interval, and random variables αm,k and φm,k are uniformly distributed over [0, 2π] and are mu-
tually independent over m and k. For a fixed k, Equation 3.14 generates a random process {h[n; k]}n
whose power spectrum approximates the Jakes spectrum [19, p. 68] as M ↑ ∞ (see [35] and references
therein). We consider a system with carrier frequency of 1.8 GHz, data rate of 20 kB (kB = kilo-Bauds =
kilo-symbols/second), and a Doppler spread fd of 80 Hz (corresponding to a maximum mobile velocity
of 48 km/hr). We picked a block length of N = 1000 symbols (time duration of 50 msec). We chose
Q = 2� fd NTs � + 1 = 9 and estimated the parameters hq (k) using a least squares approach, given Equa-
tion 3.12 and data generated via Equation 3.14. Figure 3.2(a) shows the h[n; k] generated via Equation 3.14
and fitted Equation 3.12. In Figure 3.2(b) we plot the mean square error (averaged over n and 100 Monte
Carlo runs) between Equation 3.14 and fitted Equation 3.12 for varying Q values. It is seen that there is
little improvement beyond Q = 9.

The representation h(n; l) in Equation 3.12 is a special case of a more general representation:

h[n; k] =
Q∑

q=1

hq (k)φq (n) (3.15)

where {φq (n)}Q
q=1 is a set of orthogonal basis functions (over the time interval under consideration).

Examples include wavelet-based expansions as in [26], polynomial bases as in [2], and other possibilities
[29]. The CE-BEM representation is attractive because it can be related to physical parameters of the
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FIGURE 3.2 CE-BEM model validation for a time-selective channel. Channel MSE (mean-square error) is based on
100 Monte Carlo runs.

channel (such as delay spread, Doppler spread, and signal bandwidth, which is inversely proportional
to Ts ).

3.2.2 Time-Invariant Channels

After some processing (matched filtering, for instance), the continuous-time received signals are sampled at
the baud (symbol) or higher (fractional) rate before processing them for channel estimation or equalization.
It is therefore convenient to work with an equivalent baseband discrete-time white noise channel model
[30, Section 10.1]. For a baud rate sampled system, the equivalent baseband channel model is given by

y[n] =
L∑

k=0

f [k]I [n − k]+ w[k] (3.16)

where {w[k]} is a white Gaussian noise sequence with variance σ 2; {I [k]} is the zero-mean, independent
and identically distributed (i.i.d.) information (symbol) sequence, possibly complex, taking values from
a finite set; { f [k]} is finite impulse response (FIR) linear filter (with possibly complex coefficients) that
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I[n-2]I[n] I [n-L]

y [n]

z1 z1 z1

×

z −1 z −1 z −1

× × ×

++ ++

×f [0] f [1] f [2] f [L] w[n]

FIGURE 3.3 Tapped delay line model of the frequency-selective but time-nonselective baud-rate channel.

represents the equivalent channel, including the effects of the noise-whitening filter; and {y[k]} is the
(possibly complex) equivalent baseband received signal. A tapped delay line structure for this model is
shown in Figure 3.3.

Equation 3.16 results in a SISO complex discrete-time baseband-equivalent channel model. The output
sequence {y[n]} in Equation 3.16 is discrete-time stationary. When there is excess channel bandwidth
[bandwidth > 1

2 × (baud rate)], baud rate sampling is below the Nyquist rate, leading to aliasing and,
depending upon the symbol timing phase in certain cases, causing deep spectral notches in sampled, aliased
channel transfer functions [14]. Linear equalizers designed on the basis of the baud rate sampled channel
response are quite sensitive to symbol timing errors. Initially, in the trained case, fractional sampling
was investigated to robustify the equalizer performance against timing errors. Equation 3.16 does not
apply to fractionally spaced samples, i.e., when the sampling interval is a fraction of the symbol duration.
The fractionally sampled digital communications signal is a cyclostationary signal [10], which may be
represented as a vector stationary sequence using a time series representation (TSR) [10, Section 12.6].
Suppose that we sample at P times the baud rate with signal samples spaced Ts /P seconds apart where Ts

is the symbol duration. Then a TSR for the sampled signal is given by

yi [n] =
L∑

k=0

fi [k]I [n − k] + wi [n]; (i = 1, 2, . . . , P ) (3.17)

where now we have P samples every symbol period, indexed by i . Notice, however, that the information
sequence I [n] is still one sample per symbol. It is assumed that the signal incident at the receiver is first
passed through a receive filter whose transfer function equals the square root of a raised cosine pulse, and
that the receive filter is matched to the transmit filter. The noise sequence in Equation 3.17 is the result
of the fractional rate sampling of a continuous-time, filtered white Gaussian noise process. Therefore, the
sampled noise sequence is white at the symbol rate, but correlated at the fractional rate. Stack P consecutive
received samples in the n-th symbol duration to form a P vector y[n] satisfying

y[n] =
L∑

k=0

f[k]I [n − k]+ w[n] (3.18)

where f[n] is the vector impulse response of the SIMO-equivalent channel model given by

f[n]= [ f1[n] f2[n] · · · f P [n]
]T

(3.19)

y[n]= [y1[n] y2[n] · · · yP [n]
]T

(3.20)

w[n]= [w1[n] w2[n] · · · w P [n]
]T

(3.21)

When P = 2, one way to look at the TSR model is to note that y1[n] values are odd-numbered fractionally
spaced samples, y2[n] values are the even-numbered fractionally spaced samples, and n indexes the baud
(symbol), similarly for fi [n]. A block diagram of Equation 3.17 is shown in Figure 3.4.
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+
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+

FIGURE 3.4 Block diagram of the fractionally sampled (P× baud-rate) frequency-selective but time-nonselective
channel.

3.3 Channel Estimation

We first consider three types of channel estimators within the framework of maximizing the likelihood func-
tion. (Unless otherwise noted, the underlying channel model is given by the time-invariant Equation 3.18.)
In general, one of the most effective and popular parameter estimation algorithms is the maximum like-
lihood (ML) method. The class of maximum likelihood estimators is asymptotically optimal.

Let us consider the P vector channel model given in Equation 3.18. Suppose that we have collected M
samples of the observation Y = [yT [M − 1], . . . , yT [0]]T . We then have the following linear model:

Y =

⎛
⎜⎜⎝

I [M − 1]IP I [M − 2]IP · · · I [M − L − 1]IP

... Block Hankel Matrix

I [0]IP I [−1]IP · · · I [−L ]IP

⎞
⎟⎟⎠
⎛
⎜⎝

f[0]
...

f[L ]

⎞
⎟⎠+

⎛
⎜⎝

w[M − 1]
...

w[0]

⎞
⎟⎠

=H(I)[M P ]×[P (L+1)] F +W (3.22)

where IP is a P × P identity matrix, I and W are vectors consisting of samples of the input sequence
{I [n]} and noise {w[n]}, respectively, F is the vector of the channel parameters, and a block Hankel matrix
has identical block entries on its block antidiagonals.

Let θ be the vector of unknown parameters that may include the channel parameters F and possibly
the entire or part of the input vector I. Given the probability space that describes jointly the noise vector
W and possibly the input data vector I, we can then obtain, in principle, the probability density function
(pdf) of the observation Y . As a function of the unknown parameter θ , the pdf of the observation f (Y |θ)
is referred to as the likelihood function. The maximum likelihood estimator is defined by the following
optimization:

θ̂ = arg max
θ∈�

f (Y |θ) (3.23)

where � defines the domain of the optimization.
While the ML estimator is conceptually simple, and it usually has good performance when the sample

size is sufficiently large, the implementation of the ML estimator is sometimes computationally intensive.
Furthermore, the optimization of the likelihood function in Equation 3.23 is often hampered by the
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existence of local maxima. Therefore, it is desirable that effective initialization techniques are used in
conjunction with the ML estimation.

3.3.1 Training-Based Channel Estimation

The training-based channel estimation assumes the availability of the input vector I (as training symbols)
and its corresponding observation vector Y . When the noise samples are zero-mean, white Gaussian,
i.e., w is a zero-mean, Gaussian random vector with covariance σ 2

wIM P , the ML estimator defined in
Equation 3.23, with θ = F , is given by

F̂ = arg min
F
‖Y −H(I)F ‖2 = H†(I)Y (3.24)

where H†(I) is the Moore–Penrose pseudoinverse of the H(I) defined in Equation 3.22. This is also the
classical linear least squares estimator, which can be implemented recursively, and it turns out to be the
best (in terms of having minimum mean square error) among all unbiased estimators and is the most
efficient in the sense that it achieves the Cramer–Rao lower bound. Various adaptive implementations can
be found in [30].

3.3.1.1 Time-Variant Channels

In case of general time-varying channels represented by Equation 3.8, a simple generalization of [5] (see
also [25]) is to use a periodic Kronecker delta function sequence as training:

I [n] =
∑

j

δ[n − j P̄ ] (3.25)

With Equation 3.25 as input to Equation 3.8, one obtains

y[n] =
∑

j

h[n; n − j P̄ ]+ w[n] (3.26)

so that if P̄ > L , we have for 0 ≤ i ≤ L ,

y[k P̄ + i] =
∑

j

h[k P̄ + i ; i]+ w[k P̄ + i] (3.27)

Therefore, one may take the estimate of h[k P̄ ; i] as

ĥ[k P̄ ; i] = y[k P̄ + i] = h[k P̄ + i ; i]+ w[k P̄ + i] (3.28)

For time samples between k P̄ (k is an integer), linear interpolation may be used to obtain channel estimates.
If we use a CE-BEM representation Equation 3.12, then one directly estimates the time-invariant

parameters hq (k). From Equation 3.8 and Equation 3.12 we have

y[n]=
L∑

k=0

Q∑
q=1

hq (k)e− jωq k︸ ︷︷ ︸
h̃q (k)

I [n − k]e jωq (n−k) + w[n] (3.29)

=
L∑

k=0

I [n − k]
[
e jω1(n−k) · · · e jωQ (n−k)

]
︸ ︷︷ ︸

E [n−k]

⎡
⎢⎢⎣

h̃1(k)

...

h̃Q(k)

⎤
⎥⎥⎦

︸ ︷︷ ︸
H[k]

+ w[n] (3.30)
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Collecting M samples of the observations Y = [y[M − 1], . . . , y[0]]T , we have the linear model

Y =

⎛
⎜⎜⎝

I [M − 1]E [M − 1] · · · I [M − L − 1]E [M − L − 1]

... Block Hankel Matrix

I [0]E [0] · · · I [−L ]E [−L ]

⎞
⎟⎟⎠
⎛
⎜⎝

H[0]
...

H[L ]

⎞
⎟⎠

+

⎛
⎜⎝

w[M − 1]
...

w[0]

⎞
⎟⎠ (3.31)

Now we have a model similar to that in Equation 3.22 with a solution similar to that in Equation 3.24.

3.3.2 Blind Channel Estimation

3.3.2.1 Combined Channel and Symbol Estimation

The simultaneous estimation of the input vector and the channel appears to be ill-posed; how is it possible
that the channel and its input can be distinguished using only the observation? The key in blind channel
estimation is the utilization of qualitative information about the channel and the input. To this end, we
consider two different types of maximum likelihood techniques based on different models of the input
sequence.

3.3.2.1.1 Stochastic Maximum Likelihood Estimation
While the input vector I is unknown, it may be modeled as a random vector with a known distribution.
In such a case, the likelihood function of the unknown parameter θ = F can be obtained by

f (Y |F ) =
∫

f (Y |I, F ) f (I)dI (3.32)

where f (I) is the marginal pdf of the input vector and f (Y |I, F ) is the likelihood function when the input
is known. Assume, for example, that the input data symbol I [k] takes, with equal probability, a finite
number of values. Consequently, the input data vector I also takes values from the signal set {I1, . . . , IK }.
The likelihood function of the channel parameters is then given by

f (Y |F ) =
K∑

i=1

f (Y |Ii , F )Prob(I = Ii ) = C
K∑

i=1

exp

{
−‖Y −H(Ii )F ‖2

2σ 2

}
(3.33)

where C is a constant, ‖Y‖2 := Y H Y , Y H is the complex conjugate transpose of the complex vector Y ,
and the stochastic maximum likelihood estimator is given by

F̂ = arg min
F

K∑
i=1

exp

{
−‖Y −H(Ii )F ‖2

2σ 2

}
(3.34)

The maximization of the likelihood function defined in Equation 3.32 is in general difficult because f (Y |θ)
is nonconvex. The expectation–maximization (EM) algorithm can be applied to transform the complicated
optimization to a sequence of quadratic optimizations. Kaleh and Vallet [20] first applied the EM algorithm
to the equalization of communication channels with an input sequence having a finite alphabet property.
By using a hidden Markov model (HMM), they developed a batch (off-line) procedure that includes the
so-called forward and backward recursions. Unfortunately, the complexity of this algorithm increases
exponentially with the channel memory.

To relax the memory requirements and facilitate channel tracking, on-line sequential approaches have
been proposed in [21] for input with finite alphabet properties under an HMM formulation. Given the
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appropriate regularity conditions and a good initialization guess, it can be shown that these algorithms
converge to the true channel value.

3.3.2.1.2 Deterministic Maximum Likelihood Estimation
The deterministic ML approach assumes no statistical model for the input sequence {I [k]}. In other words,
both the channel vector F and the input source vector I are parameters to be estimated. When the noise
is zero-mean Gaussian with covariance σ 2

wIM P , the ML estimates can be obtained by the nonlinear least
squares optimization:

{F̂ , Î} = arg min ‖Y −H(I)F ‖2 (3.35)

The joint minimization of the likelihood function with respect to both the channel and the source parameter
spaces is difficult. Fortunately, the observation vector Y is linear in both the channel and the input
parameters individually. In particular, we have

Y = H(I)F +W = T (F )I+W (3.36)

where

T (F ) =

⎛
⎜⎜⎝

f[0] · · · f[L ]

. . .
. . .

f[0] · · · f[L ]

⎞
⎟⎟⎠ (3.37)

is the the so-called filtering matrix. We therefore have a separable nonlinear least squares problem that can
be solved sequentially:

{F̂ , Î} = arg min
I
{min

F
‖Y −H(I)F ‖2} (3.38)

= arg min
F
{min

I
‖Y − T (F )I‖2} (3.39)

If we are only interested in estimating the channel, the above minimization can be rewritten as

F̂ = arg min
F
‖ (I − T (F )T †(F ))︸ ︷︷ ︸

P(F )

Y‖2 = arg min
F
‖P(F )Y‖2 (3.40)

where P(F ) is a projection transform of Y into the orthogonal complement of the range space of T (F ),
or the noise subspace of the observation, and T †(F ) denotes the pseudoinverse of T (F ). Discussions of
algorithms of this type can be found in [36].

Similar to the HMM for the statistical maximum likelihood approach, the finite alphabet properties of
the input sequence can also be incorporated into the deterministic maximum likelihood methods. These
algorithms, first proposed by Seshadri [33] and Ghosh and Weber [12], iterate between estimates of the
channel and the input. At iteration k, with an initial guess of the channel F (k), the algorithm estimates the
input sequence I(k) and the channel F (k+1) for the next iteration by

I(k) = arg min
I∈S

‖Y − T (F (k))I‖2 (3.41)

F (k+1) = arg min
F
‖Y −H(I(k))F ‖2 (3.42)

where S is the (discrete) domain of I. The optimization in Equation 3.42 is a linear least squares problem,
whereas the optimization in Equation 3.41 can be achieved by using the Viterbi algorithm [30]. Seshadri
[33] presented blind trellis search techniques. Reduced-state sequence estimation was proposed in [12].
Raheli et al. [31] proposed a per-survivor processing technique.

The convergence of such approaches is not guaranteed in general. Interesting examples have been
provided in [6] where two different combinations of F and I lead to the same cost ‖Y −H(I)F ‖2.
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3.3.2.2 The Methods of Moments

Although the ML channel estimator discussed in Section 3.3.2.1 usually provides better performance,
the computation complexity and the existence of local optima are the two major difficulties. Therefore,
“simpler” approaches have also been investigated.

3.3.2.2.1 SISO Channel Estimation
For baud rate data, second-order statistics of the data do not carry enough information to allow estimation
of the channel impulse response as a typical channel is non-minimum phase. On the other hand, higher-
order statistics (in particular, fourth-order cumulants) of the baud rate (or fractional rate) data can be
exploited to yield the channel estimates to within a scale factor.

Given the mathematical model Equation 3.16, there are two broad classes of direct approaches to channel
estimation, the distinguishing feature among them being the choice of the optimization criterion. All of
the approaches involve (more or less) a least squares error measure. The error definition differs, however,
as follows:

� Fitting Error: Match the model-based higher-order (typically fourth-order) statistics to the esti-
mated (data-based) statistics in a least squares sense to estimate the channel impulse response, as in
[43] and [44], for example. This approach allows consideration of noisy observations. In general, it
results in a nonlinear optimization problem. It requires availability of a good initial guess to prevent
convergence to a local minimum. It yields estimates of the channel impulse response.

� Equation Error: This is based on minimizing an “equation error” in some equation that is satisfied
ideally. The approaches of [17] and [49] (among others) fall into this category. In general, this
class of approaches results in a closed-form solution for the channel impulse response so that a
global extremum is always guaranteed provided that the channel length (order) is known. These
approaches may also provide good initial guesses for the nonlinear fitting error approaches. Quite
a few of these approaches fail if the channel length is unknown.

Further details may be found in [46] and references therein.

3.3.2.2.1.1 Indirect Channel Estimation
Here one first carries out linear blind equalization followed by channel estimation via an input–output
formulation. One estimates {I [k]} as { Î [k]} and then, treating { Î [k]} as a known input sequence to
Equation 3.16, can estimate the underlying channel. Consider a linear equalizer

Î [k] =
N∑

n=−N

c[n]y[k − n] (3.43)

where {c[n]}n=N
n=−N are the (2N + 1) tap weight coefficients of the equalizer; see Figure 3.5. In the case

of known training sequence transmission, the linear equalizer taps c[n] are chosen to minimize the cost
E {| Î [k]− I [k]|2} where {I [k]} is the training sequence. In the blind case, there is no training sequence.

y[k+N−2]y[k+N ]

c[−N] c[−N+2] c[N]

I
^
[k]

c[−N+1]

y[k−N]
z −1 z −1 z −1

×× × ×

+++

FIGURE 3.5 Structure of a baud-rate linear transversal equalizer.
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The key to designing a blind equalizer is to design rules of equalizer parameter adjustment. With the lack
of training sequence, the receiver does not have access to the desired equalizer output I [k] to adopt the
traditional minimum mean square error criterion. The blind equalizer adaptation needs to minimize some
special, non-mean square error (MSE) type cost function that implicitly involves higher-order statistics
of the channel output signal. The design of the blind equalizer thus translates into defining a mean cost
function E {�( Î [k])}where �(x) is a scalar function. Thus, the stochastic gradient descent minimization
algorithm is easily determined by the derivative function ψ(x) := � ′(x) := d�(x)/dx . Hence, a blind
equalizer can be defined either by the cost function �(x) or, equivalently, by its derivative ψ(x) function.
Ideally, the function �(·) should be selected such that local minima of the mean cost correspond to a
significant removal of ISI in the equalizer output Î [k].

Let

C := [c[−N] c[−N + 1] · · · c[−N]
]T

(3.44)

Let C(k) denote the value of C at the k-th iteration. Then a stochastic gradient algorithm for the adaptation
of C is given by

C(k+1) = C(k) − α∇C(k) �( Î [k]) (3.45)

where∇C� denotes the gradient of � w.r.t the tap vector C and α > 0 is the step-size parameter [30]. The
best-known blind algorithms were presented in [15] and [39] with cost functions

�q (x) = 1

2q

(|x|q − Rq

)2
, where Rq := E |I [k]|2q

E |I [k]|q , q = 1, 2, . . . (3.46)

This class of Godard algorithms is indexed by the positive integer q . Using the stochastic gradient descent
approach, equalizer parameters can be adapted accordingly.

For q = 2, the special Godard algorithm was developed as the constant modulus algorithm (CMA)
independently by Treichler and Agee [39] using the philosophy of property restoral. For a channel input
signal that has a constant modulus |I [k]|2= R2, the CMA equalizer penalizes output samples Îk that do
not have the desired constant modulus characteristics. The modulus error is simply e[k] = | Î [k]|2 − R2,
and the squaring of this error yields the constant modulus cost function, which is identical to the Godard
cost function with q = 2.

A deconvolution-based approach can also be found in [3]. Promising simulation results have been
reported on the application of blind equalization in the popular wireless GSM (Global System for Mobile
Communications) cellular system [4] using a higher-order statistical deconvolution method [3] where
the estimated channel is used in conjunction with MLSE (ML sequence estimator) for symbol estimation.
Boss et al. [4] report that their HOS-based approach using just 142 data samples per frame incurs an
signal-to-noise ratio (SNR) loss of only 1.2 to 1.3 dB, while it saves the 22% overhead in the GSM data
rate caused by the transmission of training sequences. That is, on average, the HOS-based approach of [3]
requires 1.2 to 1.3 dB higher SNR than the conventional GSM system to achieve the same bit error rate.
Werner et al. [50] discuss modifications of CMA, called multimodulus algorithm (MMA) and generalized
MMA, for high-order QAM (quadrature amplitude modulation) and CAP (carrierless amplitude and
phase) signals.

3.3.2.2.2 SIMO Channel Estimation
Here we will concentrate upon second-order statistical methods, but first let us make a few comments
regarding indirect SIMO channel estimation. As noted in Section 3.1, linear equalizers designed on the
basis of the baud rate sampled received signal are quite sensitive to symbol timing errors [14]. Therefore,
fractionally spaced linear equalizers (typically with twice the baud rate sampling: oversampling by a factor
of two) are quite widely used to mitigate sensitivity to symbol timing errors. A fractionally spaced equalizer
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FIGURE 3.6 Block diagram of a fractionally spaced linear equalizer.

(FSE) in the linear transversal structure has the output

Î [k] =
N∑

n=−N

(
P∑

i=1

ci [n]yi [k − n]

)
(3.47)

where {ci [n]}n=N
n=−N are the (2N + 1) tap weight coefficients of the i-th subequalizer; see Figure 3.6. Note

that the FSE outputs data at the symbol rate. Similar to the SISO case, various criteria and cost functions
exist to design the linear equalizers in both batch and recursive (adaptive) form.

Linear equalizers do not perform well when the underlying channels have deep spectral nulls in the
passband. Several nonlinear equalizers have been developed to deal with such channels. Two effective
approaches are:

� Decision Feedback Equalizer (DFE): A nonlinear equalizer that employs previously detected symbols
to eliminate the ISI due to the previously detected symbols on the current symbol to be detected.
The use of the previously detected symbols makes the equalizer output a nonlinear function of the
data. DFE can be symbol spaced or fractionally spaced. Figure 3.7 shows a block diagram of a DFE.

� Maximum Likelihood Sequence Detector: Estimates the information sequence to maximize the joint
probability of the received sequence conditioned on the information sequence.

A detailed discussion may be found in [30].
Returning to the second-order statistical methods, for single-input multiple-output vector channels

the autocorrelation function of the observation is sufficient for the identification of the channel impulse
response up to an unknown constant [37], [42], provided that the various subchannels have no common
zeros. This observation led to a number of techniques under both statistical and deterministic assumptions
of the input sequence [36]. By exploiting the multichannel aspects of the channel, many of these techniques
lead to a constrained quadratic optimization:

F̂ = arg min
‖F ‖=1

F H Q(Y )F (3.48)
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where Q(Y ) is a positive definite matrix constructed from the observation. Asymptotically (as either the
sample size increases to infinity or the noise variance approaches zero), these estimates converge to true
channel parameters.

3.3.2.2.2.1 The Cross-Relation Approach
Here we present a simple yet informative approach [51] that illustrates the basic idea. Suppose that we
have only two channels with finite impulse responses, f1[n] and f2[n], respectively. If there is no noise,
the received signals from the two channels satisfy

y1[n] = f1[n] ∗ I [n], y2[n] = f2[n] ∗ I [n] (3.49)

where ∗ is the linear convolution. Consequently, we must have

y1[n] ∗ f2[n] = y2[n] ∗ f1[n] (3.50)

Since the convolution operation is linear with respect to the channel and yi [n] (i = 1, 2) are available, the
above equation is equivalent to solving a homogeneous linear equation:

R F̃ = 0 (3.51)

where R is constructed from the M received data samples

R = Y2 − Y1, (3.52)

Y j :=

⎛
⎜⎜⎜⎜⎜⎝

y j [L ] y j [L − 1] · · · y j [0]

y j [L + 1] y j [L ] · · · y j [1]

...
...

. . .
...

y j [M − 1] y j [M − 2] · · · y j [M − L − 1]

⎞
⎟⎟⎟⎟⎟⎠ (3.53)

and

F̃ := ( f1[0] f1[1] · · · f1[L ] f2[0] · · · f2[L ] )T (3.54)

It can be shown that under certain identifiability conditions [36] (which include knowledge of L and no
common subchannel zeros), the null space of R has dimension 1, which means that the channel can be
identified up to a constant. When there is noise, the channel estimator can be obtained from a constrained
quadratic optimization: ̂̃F = arg min

‖F̃ ‖=1
F̃ H R H R F̃ (3.55)

which implies that ̂̃F is the eigenvector corresponding to the smallest eigenvalue of Q = R H R.
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Hua [18] has shown that the cross-relation method combined with the ML approach offers performance
close to the Cramer–Rao lower bound. The main problem with this method is that the channel length L
needs to be accurately known (in addition to the no-common-subchannel-zeros condition).

3.3.2.2.2.2 Noise Subspace Approach
Alternatively, one can also exploit the subspace structure of the filtering matrix. We now consider a

method proposed by Moulines et al. [28]. Define the M × [M + L ] filtering matrix,

TM+L (fl ) =

⎛
⎜⎜⎝

fl [0] · · · fl [L ]

. . .
. . .

fl [0] · · · fl [L ]

⎞
⎟⎟⎠ (3.56)

and the [P M]× [M + L ] multichannel filtering matrix,

TM+L (F ) = ( T T
M+L (f1) T T

M+L (f2) · · · T T
M+L (fP )

)T
(3.57)

Define (M ≥ L )

Yn =
(

YT
1n YT

2n · · · YT
P n

)T
(3.58)

where

Yin = ( yi [n] yi [n − 1] · · · yi [n − M + 1] )T (3.59)

Then the correlation matrix R = E {YnYH
n } has an eigenvalue decomposition (EVD)

R =
P M∑
k=1

λk qk qH
k (3.60)

where λk values are in descending order of magnitude. It can be shown that the range space of R (signal
subspace), also the range space of TM+L (F ), is spanned by the eigenvectors qk for k = 1, 2, . . . , L + M,
whereas the noise subspace (orthogonal complement of the range space) is spanned by the remaining qk

values for k = L + M + 1, L + M + 2, . . . , P M.
Define gk = qL+M+k+1 for k = 0, 1, . . . , P M − L − M − 1. It then follows that

T H
M+L (F )gk = 0, k = 0, 1, . . . , P M − L − M − 1 (3.61)

The vectors gk can be estimated from data via one estimated correlation matrix R and its EVD. Partition
the P M− vector gk as

gk =
(

gT
1k · · · gT

P k

)T
(3.62)

to conform to TM+L (F ), where gik is M × 1. For a given k, define the [L + 1] × [L + M] matrix
TM+L (glk) just as TM+L (fl ) in Equation 3.56 except for replacing fl with glk , and similarly define TM+L (gk)
by mimicking TM+L (F ) in Equation 3.57. It has been shown by [28] that

T H
M+L (F )gk = 0 = T H

M+L (gk)F (3.63)

It has been further shown in [28] that under the knowledge of L and no common subchannel zeros, the
channel F can be estimated (up to a scale factor) by the optimization problem

F̂ = arg min
‖F ‖=1

F HQF , where Q :=
P M−L−M−1∑

k=0

TM+L (gk)T H
M+L (gk) (3.64)

The solution is given by the eigenvector corresponding to the smallest eigenvalue of Q.
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As with the cross-relation approach, the noise subspace method requires that the channel length L is
accurately known in addition to the channel satisfying the no-common-subchannel-zeros condition. A
detailed development of this class of methods may be found in [13, Chapters 3 and 5].

3.3.2.2.2.3 Multistep Linear Prediction
More recently, the problem of blind channel identification has been formulated as problems of linear

prediction [9], [11], [45] and smoothing [38]. We will first discuss the single-step linear prediction
approach followed by its extension to multistep linear prediction. It is based on the observation that for
the (noise-free) SIMO FIR channel, there exists a finite causal inverse under the no-common-subchannel-
zeros condition.

Define the signal (noise-free) part of Equation 3.18 as

s[n] =
L∑

k=0

f[k]I [n − k] (3.65)

with si [n] denoting the i-th component of s[n]. Consider Equation 3.17. Define the subchannel transfer
function

Fi (z) :=
L∑

n=0

fi [n]z−n (3.66)

If Fi (z) values for 1 ≤ i ≤ P have no common zeros (i.e., there does not exist any ρ for which Fi (ρ) = 0
∀i), then there exists FIR subequalizers Ci (z) :=∑M

n=0 ci [n]z−n with M ≥ L − 1 such that

P∑
i=1

Ci (z)Fi (z) = 1 (3.67)

Hence, there exists a causal FIR filter of length M ≤ L − 1 such that

I [k] =
M∑

n=0

P∑
i=1

c̃ i [n]si [k − n] (3.68)

Using Equation 3.65 and Equation 3.68, we have

s[k] = e[k|k − 1]+ ŝ[k|k − 1] (3.69)

where

e[k|k − 1] := f[0]I [k] (3.70)

and

ŝ[k|k − 1] :=
L∑

n=1

f[n]I [k − n] =
L e∑

i=1

Ai s[k − i] (3.71)

such that

E {e[k|k − 1]s[k − l]H } = 0 ∀l ≥ 1 (3.72)

That is, by the orthogonality principle, ŝ[k|k− 1] is the one-step-ahead linear prediction (of finite length)
of s[k], and e[k|k − 1] is the corresponding prediction error (linear innovations). The existence of L e ≤
L − 1 in Equation 3.71 can be established. The predictor coefficients Ai can be estimated from data
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(after removal of noise effects); therefore, one can calculate E {e[k|k− 1]e[k|k− 1]H } from data-based
correlation estimates. By Equation 3.70,

E {e[k|k − 1]e[k|k− 1]H } = E {|I [k]|2}f[0]f[0]H (3.73)

a rank one matrix. Equation 3.73 allows estimation of f[0] up to a scale factor (the estimate equals the
eigenvector of E {e[k|k − 1]e[k|k − 1]H } corresponding to the largest eigenvalue). Once we have a scaled
estimate of f[0], we can estimate the remaining channel coefficients using Equation 3.65 with {s[k]} as
output and ‖f[0]‖−2f[0]H e[k|k − 1] (= I [k]e jα) as input (where α is arbitrary).

The above approach can be extended by using multistep linear prediction. It can be shown that

s[k] = e[k|k − 2]+ ŝ[k|k − 2] (3.74)

where

e[k|k − 2] := f[0]I [k]+ f[1]I [k − 1] (3.75)

and

ŝ[k|k − 2] :=
L∑

n=2

f[n]I [k − n] =
L e+1∑
i=2

A2i s[k − i] (3.76)

such that

E {e[k|k − 2]s[k − l]H } = 0 ∀l ≥ 2 (3.77)

By the orthogonality principle, ŝ[k|k− 2] is the two-step-ahead linear prediction (of finite length) of s[k],
and e[k|k − 2] is the corresponding prediction error. Define

Ek := ((e[k + 1|k − 1]− e[k + 1|k])T , e[k|k − 1]T )T (3.78)

so that we have

Ek =
(

f[1]
f[0]

)
I [k] (3.79)

By Equation 3.79,

E
{

Ek EH
k

} = E {|I [k]|2}
(

f[1]
f[0]

)
( f[1]H f[0]H ) (3.80)

a rank one matrix. That is, we can estimate f[0] and f[1] simultaneously up to the same scale factor.
By adding larger step predictors, one can estimate the entire channel impulse response simultaneously.
An advantage over the one-step predictor approach is that the results are not unduly influenced by any
estimation errors in estimating the leading coefficient f[0].

The multistep linear prediction approach was proposed by [9] in a different form and by [11] in the
form given above. Both of them assumed FIR channels with known channel length and no common
subchannel zeros. Tugnait [45] extended the approach of [11] by allowing common subchannel zeros,
infinite impulse response (IIR) channels, and unknown channel length. It is shown in [45] that minimum-
phase common subchannel zeros pose no problems for the multistep linear prediction approach, and in
the presence of non-minimum-phase common subchannel zeros, the multistep linear prediction approach
yields a minimum-phase equivalent version of these zeros. It is also worth noting that linear prediction
approaches (both single step and multistep) are robust against overdetermination of channel length, unlike
the cross-relation and noise subspace approaches.

Copyright © 2005 by CRC Press LLC



Extensions to CE-BEM models of the linear prediction and multistep linear prediction approaches may
be found in [47] and [24], respectively.

3.3.3 Semiblind Approaches

Semiblind approaches utilize a combination of training-based and blind approaches. Here we present a
brief discussion about the idea and refer the reader to a recent survey [8] for details. The objective of
semiblind channel estimation (and equalization) is to exploit the information used by blind methods as
well as the information exploited by the training-based methods. Semiblind channel estimation assumes
additional knowledge of the input sequence. Specifically, part of the input data vector is known. Both the
statistical and deterministic maximum likelihood estimators remain the same except that the likelihood
function needs to be modified to incorporate the knowledge of the input. However, semiblind channel
estimation may offer significant performance improvement over either the blind or the training-based
methods, as demonstrated in the evaluation of the Cramer–Rao lower bound in [8].

There are many generalizations of blind channel estimation techniques to incorporate known symbols.
Cirpan and Tsatsanis [7] extended the approach of Kaleh and Vallet by restricting the transition of the
hidden Markov model. In [23], the knowledge of the known symbol is used to avoid the local maxima in
the maximization of the likelihood function. A popular approach is to combine the objective function used
to derive the blind channel estimator with the least squares cost in the training-based channel estimation.
For example, a weighted linear combination of the cost for the blind channel estimator and that for the
training-based estimator can be used [16], [22].

3.3.4 Hidden Pilot-Based Approaches

In the hidden pilot (or superimposed training)-based approach, one takes

I [n] = c[n]+ b[n] (3.81)

where {b[n]} is the information sequence and {c[n]} is a nonrandom periodic training (pilot) sequence.
Exploitation of the periodicity of {c[n]} allows identification of the channel without allocating any explicit
time slots for training, unlike traditional training methods. There is no loss in information rate. On the
other hand, some useful power is wasted in superimposed training, which could have otherwise been
allocated to the information sequence. This lowers the effective SNR for the information sequence and
affects the bit error rate (BER) at the receiver.

Suppose that the superimposed training sequence c[n] = c[n + mP̄ ] ∀m; n is a nonrandom periodic
sequence with period P̄ . Reference [27] uses the second-order statistics of the received signal to estimate
the channel, whereas [48] and [52] exploit the first-order statistics. References. [27] and [52] deal with
time-invariant models, whereas [48] is also applicable to time-variant basis expansion models.

Consider Equation 3.18. Define the i-th length P̄ subrecord of y[n] as

yi [n] := y[n + P̄ ], 0 ≤ i ≤ R − 1, 0 ≤ n ≤ P̄ − 1 (3.82)

The number of subrecords is R = N/ P̄ , where N is the data record length in symbols (assume R is an
integer). It then follows that the (synchronized) average of yi [n] is

m̂y[n] := 1

R

R−1∑
i=0

yi [n]

=
L∑

k=0

f[k]c[n − k]+ 1

R

R−1∑
i=0

ui [n] (3.83)
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where ui [n] := u[n + P̄ ] and

u[n] :=
L∑

k=0

f[k]b[n − k]+ w[n] (3.84)

If both the information-bearing signal b[n] and the additive noise w[n] are zero mean, then

E {m̂y[n]} :=
L∑

k=0

f[k]c[n − k] (3.85)

In [52], the superimposed training is picked to be c[n] =∑k aδ[n − k P̄ ], where δ[n] is the Kronecker
delta function. This immediately leads to E {m̂y[n]} = f[n], 0 ≤ n ≤ L ≤ P̄ − 1. Therefore, one may
view m̂y[n] as an estimate of f[n]:

f̂[n] = 1

a
m̂y[n] = 1

a R

R−1∑
i=0

yi [n], 0 ≤ n ≤ P̄ − 1 (3.86)

The choice of [52] leads to a poor peak-to-average power ratio of the transmitted signal, which is
undesirable if the transmit power amplifier has some nonlinearity. Also, in practice, linear systems arise
because of linearization about some operating (set) point — e.g., bias in amplifiers. These set points are
typically unknown (at least not known precisely) a priori, and one does not normally worry about them
since unknown means are estimated and removed before processing (blocked by capacitor coupling, etc.)
and they are not needed in any processing. However, if (time-varying) mean E {y(n)} is what we wish to
use (as in [52]), then we must include a dc offset term m in Equation 3.18 and modify it as

y[n] =
L∑

k=0

f[k] (b[n − k]+ c[n − k])+ w[n]+m (3.87)

In this case, the method of [52] does not apply. A fix, and an alternative approach, has been provided in
[48], which we discuss next.

Under the above assumptions, we have

E {y[n]} =
L∑

l=0

f[l]c[n − l]+m (3.88)

Since {c[n]} is periodic, we have

c[n] =
P̄−1∑
m=0

cme jαmn ∀n (3.89)

where

αm := 2πm/P̄ , cm := 1

P̄

P̄−1∑
n=0

c[n]e− jαmn (3.90)

The coefficients cm are known at the receiver since {c[n]} is known. We have

E {y[n]} =
P̄−1∑
m=0

[
L∑

l=0

cmf[l]e− jαml

]
︸ ︷︷ ︸

=:dm

e jαmn +m (3.91)
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The sequence E {y[n]} is periodic with cycle frequencies αm, 0 ≤ m ≤ P̄ − 1. A mean square (ms)
consistent estimate d̂m of dm, for αm �= 0, follows as [48]

d̂m = 1

N

N∑
n=1

y[n]e− jαmn (3.92)

As T →∞, d̂m → dm m.s. if αm �= 0 and d̂0 → d0 +m m.s. if αm = 0.
We now establish that given dm for 1 ≤ m ≤ P̄ − 1, we can (uniquely) estimate h(l) if P̄ ≥ L + 2,

αm �= 0, and cm �= 0 ∀m �= 0. Since m is unknown, we will omit the term m = 0 for further discussion.
Define

V :=

⎡
⎢⎢⎢⎢⎣

1 e− jα1 · · · e− jα1 L

1 e− jα2 · · · e− jα2 L

...
...

...
...

1 e− jα P̄−1 · · · e− jα P̄−1 L

⎤
⎥⎥⎥⎥⎦

( P̄−1)×(L+1)

(3.93)

H := [fH [0] fH [1] · · · fH [L ]
]H

(3.94)

D := [dH
1 dH

2 · · · dH
P̄−1

]H
(3.95)

C := (diag{c1, c2, . . . , c P̄−1}V
)

︸ ︷︷ ︸
=:V

⊗I P̄ (3.96)

where C is [P ( P̄ − 1)] × [P (L + 1)] and ⊗ denotes the Kronecker product. Omitting the term m = 0
and using the definition of dm from Equation 3.88, it follows that

CH = D (3.97)

In Equation 3.93 V is a Vandermonde matrix with a rank of L + 1 if P̄ − 1 ≥ L + 1 and the αi values
are distinct. Since cm �= 0 ∀m, rank(V) = rank(V) = L + 1. Finally, rank(C) = rank(V) × rank(I P̄ ) =
P (L+1). Therefore, we can determine f[l] values uniquely. Define D̂ as in Equation 3.97 with dm replaced
with d̂m. Then we have the channel estimate

Ĥ = (CHC)−1CHD̂ (3.98)

Note that precise knowledge of the channel length L is not required; an upper bound L u suffices. Then
we estimate f[i] for 0 ≤ i ≤ L u with f̂[i] → 0 m.s. for i ≥ L + 1 (true channel length) as record length
N → ∞. Also, we do not need cm �= 0 for every m. We need at least L + 2 nonzero cm values. This can
be accomplished by picking a large P̄ and a suitable {c[n]} (e.g., picked to satisfy a peak-to-average power
constraint). Implicit in this approach (also in [27] and [52]) is the need at the receiver for synchronization
with the transmitter’s superimposed training sequence.

Time-variant channels using CE-BEM representation are considered in [48] with periodic non-random
hidden training sequences.

3.3.4.1 Equalization

With f̂[i] denoting the estimated f[i], define

ỹ[n] := y[n]−
L∑

i=0

f̂[i]c[n − i]− m̂ ≈
L∑

i=0

f[i]b[n − i]+ w[n] (3.99)

where m̂ := (1/N)
∑N

n=1[y[n]−∑L
i=0 f̂[i]c[n− i]]. That is, ỹ[n] is obtained by removing the (estimated)

contribution of the superimposed training and the dc offset from the noisy data. Equation 3.99 with the
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estimated channel is used to equalize the channel and to detect the information sequence. If we use a linear
MMSE (minimum mean square error) equalizer, then it also requires the knowledge of the correlation
function of ỹ[n]. We estimate the noise variance σ 2

v as (tr{A} denotes trace of matrix A)

σ̂ 2
v := N−1tr

{[
(1/N)

N∑
n=1

ỹ[n]ỹH [n]

]
−

L∑
i=0

f̂[i]ĥH [i]

}
(3.100)

If Equation 3.100 yields a negative result, we set it to zero. The correlation function of ỹ[n] can then be
estimated using the estimated channel (instead of the less reliable sample averaging); only the zero lag
correlation requires σ̂ 2

v .

3.4 Simulation Examples

In this section we present simulation examples to illustrate some of the approaches to channel estimation.

3.4.1 Example 1

Consider a continuous-time channel h̃(t) given by h̃(t) =∑4
i=1 ai p4Ts (t− τi ; 0.2) where Ts is the symbol

interval; p4Ts (t; 0.2) denotes the raised cosine pulse with a roll-off factor of 0.2 and a length truncated to
4Ts (i.e., p4Ts (t; 0.2) = 0 for |t| > 2Ts ); the amplitudes ai are mutually independent, zero-mean, complex
Gaussian with same variance for all i values; and delays τi are mutually independent, uniformly distributed
over [0, 4Ts ]. The continuous-time channel h̃(t) is sampled once every Ts second to yield the discrete-time
channel f [n] := h̃((n − 1)Ts ). Thus we have P = 1 in Equation 3.87 leading to

y[n] =
7∑

l=0

f [l][b[n − l]+ c[n − l]]+ w[n]+m (3.101)

Let L u be the upper bound on channel length L = 7. We take L u = 10. The channel is randomly generated
in each Monte Carlo. The input information sequence {b[n]} is i.i.d. equiprobable 4-QAM (quadrature
amplitude modulation), taking values (±1± j )/

√
2. The training sequence was chosen to have a period

P̄ = 15 with c[n] =∑k

√
αδ(n−15k), as in [2]; α is picked to yield a particular training-to-information

sequence power ratio (TIR)

α = σ 2
c

/
σ 2

b (3.102)

where σ 2
b and σ 2

c denote the average power in the information sequence {b[n]} and training sequence
{c[n]}, respectively. Complex white zero-mean Gaussian noise was added to the received signal and scaled
to achieve an SNR at the receiver (relative to the contribution of {I [n]}). A mean value m was added
to the noisy received signal to achieve a specified dc offset-to-signal ac component (DCAC) power ratio

m2

E {|y[n]−w[n]−m|2} . The normalized mean square error in estimating the channel impulse response averaged
over 100 Monte Carlo runs was taken as the performance measure for channel estimation. It is defined as
(before Monte Carlo averaging)

NCMSE :=
[

L u∑
l=0

‖ f [l]− f̂ [l]‖2

][
L u∑

l=0

‖ f [l]‖2

]−1

(3.103)

The results of averaging over 100 Monte Carlo runs are shown in Figure 3.8 for various SNRs and
DCAC power ratios for a record length of T = 150 symbols and a TIR of −2.33 dB (α = 0.585). The
methods of [48] and [52] were simulated. It is seen that the method of [48] is insensitive to the presence
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FIGURE 3.8 Example 1: Normalized channel MSE (3.103) based on N = 150 symbols per run, 100 Monte Carlo
runs, P̄ = 15, TIR α = 0.585. DCAC ratio = m2

E {|y[n]−w[n]−m|2} . The curves for the proposed method for different
DCAC ratios are overlaid (very close). Zhou et al. is [52] and Tugnait-Luo is [48].

of the unknown mean m, whereas the method of [52] is very sensitive. For m = 0, the performance of the
method of [48] is slightly inferior to that of [52]. In the method of [52], f̂ [l] values are estimated directly
from data for 1 ≤ l ≤ L u + 1 = 11, whereas in [48], we first estimate d̂m values for 1 ≤ m ≤ P̄ − 1 = 14
and then use Equation 3.98. Since we estimate more variables (14 vs. 11), this may account for the slightly
inferior performance of our method for m = 0.

3.4.2 Example 2

This example is exactly as Example 1 except for the training sequence, which was taken to be an m sequence
(maximal-length pseudorandom binary sequence) of length 15 (= P̄ ), c[n] = √αc̃(n), and

{c̃(n)}15
n=0 = {−1,−1,−1, 1, 1, 1, 1,−1, 1,−1, 1, 1,−1,−1, 1} (3.104)

The peak-to-average power ratio for this sequence is 1 (the best possible). The results of averaging over
100 Monte Carlo runs are shown in Figure 3.8 for various SNRs and DCAC power ratios for a record
length of T= 150 symbols and a TIR of −2.33 dB (α= 0.585). Only the method of [48] was simulated
since the method of [52] does not apply to this model. It is seen that as in Example 1, the method of [48]
is insensitive to the presence of the unknown mean m. Equalization performance (BER) of a linear MMSE
equalizer based on the estimated channel (Example 2) is shown in Figure 3.10 for two different record
lengths of T = 150 and 300 symbols. The linear equalizer was designed as noted earlier with an equalizer
length of 10 symbols and a delay of 5 symbols. Also shown is the performance of a linear equalizer based
upon perfect knowledge of the channel and noise variance. The results are based on 100 Monte Carlo runs.
It is seen that the performance improves with record length. Note that for our choice of α = 0.585, the
SNR relative to {b[n]}would be 2 dB less than the SNR shown in Figure 3.9, which is relative to {I [n]}. To
reflect this loss in SNR due to inclusion of the superimposed training, we redraw Figure 3.10 as Figure 3.11
with the SNR for the curve for the known channel linear MMSE equalizer adjusted by 2 dB; the other two
curves remain unchanged.
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FIGURE 3.9 Example 2: Normalized channel MSE (3.103) based on N = 150 symbols per run, 100 Monte Carlo
runs, P̄ = 15. DCAC ratio = m2

E {|y[n]−w[n]−m|2} , TIR α = 0.585. The curves for the proposed method for different
DCAC ratios are overlaid (very close). Tugnait-Luo is [48].
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FIGURE 3.10 Example 2: Equalization performance using linear MMSE equalizers based on N = 150 or 300 symbols
per run, 100 Monte Carlo runs, P̄ = 15. DCAC ratio= 0, TIR α = 0.585. Tugnait-Luo is [48].
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FIGURE 3.11 Example 2: Figure 3.10 redrawn with the curve for the known-channel linear MMSE equalizer adjusted
by 2dB – no power is wasted in training in this case.

3.5 Conclusions

A review of various approaches to channel modeling and estimation for wireless mobile systems was
presented. Emphasis was on linear baseband equivalent models with a tapped delay line structure, and
both time-invariant and time-variant models were discussed. Basis expansion modeling for time-variant
channels was considered where the basis functions are related to the physical parameters of the channel
(such as Doppler and delay spreads). Channel modeling was followed by a discussion of various approaches
to channel estimation, including training-based approaches, blind approaches, semiblind approaches,
and hidden pilot-based approaches. In the training-based approach a sequence known to the receiver is
transmitted in the acquisition mode. In blind approaches no such sequence is available (or used) and
the channel is estimated based solely on the noisy received signal, exploiting the statistical and other
properties of the information sequence. Semiblind approaches utilize a combination of training-based
and blind approaches. In the hidden pilot-based approaches a periodic (nonrandom) training sequence
is arithmetically added (superimposed) at a low power to the information sequence at the transmitter
before modulation and transmission. Finally, simulation results were presented to illustrate some of the
approaches.
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Abstract

In this chapter, the problem of modeling electromagnetic propagation and its effects on land mobile
satellite communications is addressed. A thorough review of the most accepted statistical models proposed
in the scientific literature is presented, considering large- and small-scale fading, single- and multiple-state
structures, narrowband and wideband channels, and first- and second-order statistics. Building upon
a thorough characterization of propagation effects, the attention is turned to the assessment of digital
transmission error probability for both uncoded and coded signals. Performance analysis based on closed-
form expressions, upper bounds, and numerical simulation is included. An extensive bibliography is
offered to the interested reader, for further insights and investigation.

4.1 Introduction

Mobile satellite systems are an essential part of the global communication infrastructure, providing a
variety of services to several market segments, such as aeronautical, maritime, vehicular, and pedestrian.
In particular, the two last cases are jointly referred to as the land mobile satellite (LMS) segment and
constitute a very important field of application, development, and research, which has attracted the in-
terest of numerous scientists in the last few decades. One fundamental characteristic of an LMS system
is the necessity to be designed for integration with a terrestrial mobile network counterpart, in order
to optimize the overall benefits from the point of view of the users and network operators. In essence,
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satellite and terrestrial mobile systems share the market segment along with many technical challenges and
solutions, although they also have their own peculiar characteristics. A classic and central problem in any
mobile communication system is that of modeling electromagnetic propagation characteristics. In LMS
communications, as for terrestrial networks, multipath fading and shadowing are extremely important in
determining the distribution of the received power level. In addition, it is common to also have a strong
direct or specular component from the satellite to the user terminal, which is essential to close the link
budget, and which modifies significantly the statistics with respect to terrestrial outdoor propagation.
Another peculiarity is the dependence of the propagation channel on the satellite orbital configuration,
which can be geostationary, at an altitude H of 36,000 km on the equatorial plane, or nongeostationary.
In the latter case, it is possible to have orbital planes with arbitrary inclination and to adopt low-altitude
Earth orbits (LEOs, H = 500 to 1700 km), medium-altitude Earth orbits (MEOs, H = 5000 to 10,400 km),
or highly elliptical orbits (HEOs, apogee around 48,000 to 50,000 km). All of these nongeostationary
orbits entail that, as seen from the mobile user, the satellite changes its elevation angle continuously,
effectively varying the propagation channel conditions. In terms of frequency bands, the spectrum alloca-
tion for LMS is generally adjacent or nearly contiguous with respect to the terrestrial network allocation,
so that no major differences are observed. In particular, at L- or S-band, atmospheric effects are nor-
mally negligible with respect to electromagnetic interaction with orography, buildings, trees, and other
obstacles.

In terms of modeling the LMS propagation channel, there are three basic alternatives: geometric analytic,
statistical, and empirical. Generally speaking, the statistical modeling approach is less computationally
intensive than a geometric analytic characterization, and is more phenomenological than an empirical
regression model. The most remarkable advantage of statistical models is that they allow flexible and
efficient performance predictions and system comparisons under different modulation, coding, and access
schemes. For these reasons, in the first part of this chapter we focus our attention on a thorough review of
statistical LMS propagation models, considering large- and small-scale fading, single-state and multistate
models, first- and second-order characterization, and narrowband and wideband propagation.

Accurate propagation channel modeling is the fundamental prerequisite for being able to perform
realistic quality of service predictions. As the reader will notice, there is an astonishingly large number of
proposed models, all of which are able to properly fit the available data from measurement campaigns.
As a consequence, the selection of a particular model should be tightly linked to its use in performance
prediction, which is the focus of the second part of this chapter. There, we address a review of performance
evaluation methodologies over the LMS channel, considering both uncoded and coded transmission,
as well as coherent, pseudocoherent (pilot-aided), and noncoherent detection. In particular, coded per-
formance is reported in terms of bounding techniques for both convolutional and turbo codes, along
with sample simulation results in uncorrelated and correlated channels, possibly considering satellite
diversity.

4.2 Statistical Propagation Models

This section is devoted to the review of statistical models for the land mobile satellite fading channel.
When considering a typical LMS link, the relevant propagation phenomena are distance-dependent
attenuation, diffraction, absorption, and scattering. Atmospheric attenuation phenomena can be safely
disregarded at L- and S-band frequencies, typical for LMS. In general, the received signal contains a
direct component and a number of multiple paths, which are usually identified as the diffuse component.
Two concurrent effects can be observed: large-scale and small-scale fading. Large-scale fading, commonly
identified as shadowing, models the attenuation caused by the orography and large obstacles, such as
hills, buildings, trees, etc., through absorption and diffraction mechanisms. In order to measure a sig-
nificant power level variation due to large-scale fading, the mobile terminal must typically travel several
hundred wavelengths. Instead, small-scale fading models variations in the signal amplitude due to con-
structive and destructive interference in the sum of multiple rays, mainly caused by reflections over
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surrounding surfaces. In this case, power fluctuations are measurable over distances comparable to the
wavelength.1

The terminal motion induces time-varying channel characteristics. When the environment changes
significantly (e.g., moving from urban to suburban areas), fading becomes nonstationary and is hardly
tractable. Therefore, the assumption of quasi-stationarity is typically accepted, modeling the real phenom-
ena as single or multiple wide-sense stationary propagation states. As a consequence, statistical models
can be classified into single-state and multi-state. More precisely, a single-state model describes the propa-
gation channel through a single, spatially invariant statistical distribution. A multi-state model contains a
collection of single-state models2 and accounts for macro-variations of the channel through probabilistic
state transitions.

Considering a specific propagation state, the transfer function of the channel, H( f, t), is modeled as a
wide-sense stationary uncorrelated scattering (WSSUS) random process, i.e., WSS in both f and t. From
the transfer function, both first- and second-order fading statistics can be extracted. First-order statistics
contain the probability density function (pdf) and the cumulative density function (cdf) of the received
signal envelope and phase for each resolvable path. Second-order statistics account for the autocorrelation
properties of the fading random process occurring in the time domain (resulting in a specific Doppler
spectrum, level crossing rate, and fade duration) and frequency domain (leading to the multipath intensity
profile and delay spread). More precisely, considering a couple of frequencies ( f, f ′) and time instants
(t, t ′), the process autocorrelation function satisfies

RH ( f, f ′; t, t ′) = RH ( f ; t) (4.1)

where  f = f ′ − f and t = t ′ − t.
The domain supporting the function RH ( f )

.= RH ( f ; 0) is defined as the channel coherence band-
width ( f )c and represents an indication of the channel memory in the frequency domain. Similarly, the
domain supporting the function RH (t)

.= RH (0; t) is defined as the channel coherence time (t)c and
gives an indication of the channel memory in the time domain. These two memory indicators are inversely
related to a pair of very useful parameters: the delay spread,

Ts ≈ 1

( f )c
(4.2)

and the Doppler spread,

Bd ≈ 1

(t)c
(4.3)

Based on the relationship between the transmitted signal data rate, 1/T , and these parameters, selectivity
in time and frequency can be defined. Namely, the fading process is frequency nonselective or flat when
T >> Ts , i.e., the delay spread produces negligible time dispersion on the signal. Assuming that the signal
bandwidth B ≈ 1/T , frequency nonselectivity translates into

B << ( f )c (4.4)

i.e., the signal bandwidth is much less than the coherence bandwidth, and fading is multiplicative. When
B > ( f )c , fading is frequency selective and introduces significant time dispersion and frequency distor-
tion, and the multiple paths can be resolved. Depending on frequency flatness or selectivity, statistical
models are classified as narrow-band or wide-band, respectively. The majority of LMS models in the

1As a consequence, in order to counteract large- and small-scale fading, it is possible to resort to macro- and
microdiversity, respectively.

2Note that the multiple states could also share the same single-state distribution with different parameter values.
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literature are narrowband, in line with the fact that in present satellite environments the direct component
is generally strong, and multipath power at resolvable delay is relatively very low and can be neglected with
no accuracy loss. However, the trend for broadband services and the technological improvements in the
space and ground segments are justifying more and more the use of wideband models, which so far have
received less attention in the literature.

Fading is identified as time nonselective when

T << (t)c (4.5)

i.e., the symbol period is significantly smaller than the coherence time. This implies that Bd << B , i.e., the
Doppler spread is much smaller than the signal bandwidth. If this condition is not verified, fading is time
selective. In addition to the multipath Doppler spectrum, in LMS communications it is possible to have a
Doppler offset, essentially due to the relative satellite motion, which is significant for non-geostationary
orbits.

The mobile terminal moves in an environment with specific space coherence characteristics. We define
the shadowing coherence distance, (s )c , as the distance that must be traveled to have uncorrelated large-
scale fading events. Obviously, the coherence distance of shadowing is much larger than that of small-scale
fading. Given a specific terminal speed, this means that small-scale fading events are much faster than
large-scale fading events.

Finally, similarly to time, frequency, and space correlation, an angular coherence span can be defined to
identify the angular separation needed to ensure uncorrelated fading events or, in other words, to measure
the channel memory in the angular domain. Again, a distinction between small- and large-scale fading
is necessary. This notion is useful in the design of antenna arrays and beam-forming networks and for
macro-diversity analysis.

4.2.1 Narrowband Statistical Models

In this section, the main narrowband models proposed in the literature are presented, for both single-
state and multistate processes. We begin with a first-order characterization, which is instrumental for the
evaluation of average error probability in uncoded transmissions or in coded transmission assuming ideal
interleaving (see Section 4.3), evaluation of outage probability and link budget margins, etc. Then we will
address second-order statistics.

All model parameters depend on the environment surrounding the mobile terminal (i.e., rural, subur-
ban, urban) and on the geometrical characteristics of the link, e.g., the satellite elevation angle. Note that
the link geometry is time variant in nongeostationary systems.

4.2.1.1 Single-State Statistical Models

Considering the problem of modeling a single-state propagation environment, various distributions have
been proposed that model separately either large-scale or small-scale fading: lognormal, Rayleigh [1], [2],
Rice [3], Nagakami [4], and Norton [5]–[7]. On the other hand, several authors have defined composite
distributions that are able to model at the same time both large- and small-scale fading, such as Suzuki [8],
Loo [9], RLN (Rice–lognormal) [10], [11], Hwang et al. [12], GRLN (generalized RLN) [13], Xie and Fang
[14], Pätzold et al. [15], International Telecommunications Union (ITU) model for LMS systems [16], and
Adbi et al. [17]. We review all of these models below. The large number of alternatives testifies to the fact
that the problem of characterizing LMS propagation has spurred the interest of many researchers. However,
it is fair to say that the differences between the above models are not dramatic in terms of capability of
fitting measurement campaigns. Therefore, the relative merits pertain to physical meaningfulness and ease
of applicability to the performance evaluation problem.

Let the baseband-equivalent received signal sample in the presence of nonselective fading be defined as

y = g x + n (4.6)
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where x is the complex transmitted signal, g is the multiplicative complex fading channel coefficient, and
n is a complex Gaussian disturbance with zero mean and variance equal to the one-sided power spectral
density of the additive white Gaussian noise (AWGN), N0. In particular, g = re jθ , where r is the fading
envelope and θ the phase rotation introduced by the channel. The average power associated with the fading
envelope is given by

E{r 2} = 	 (4.7)

where E(·) is the expectation operator. A useful normalization amounts to setting 	 = 1, although this is
not always adopted in the literature.

4.2.1.1.1 Single-State First-Order Characterization
The first-order characterization amounts to expressing the relevant probability density functions for the
fading envelope, and possibly for the fading phase. Note that the following distributions all refer to r ≥ 0,
and are understood to be null for r < 0.

4.2.1.1.1.1 Lognormal Distribution
Large-scale shadowing can be described through a Gaussian distribution in decibels. Converting decibels
in the linear scale, the lognormal distribution is obtained:

pLognormal(r ) = 1√
2πr δ

exp

{
− (ln r − μ)2

2δ2

}
(4.8)

where δ and μ indicate the standard deviation and mean of the associated normal variate, respectively.
The commonly used dB-spread is defined as the ratio δ/h, where h = (ln10)/20. No phase rotation is
usually associated with shadowing.

4.2.1.1.1.2 Rayleigh Distribution
Following the studies by Ossanna [18], the Rayleigh distribution was derived by Gilbert [1] and Clarke [2]
under the assumption that no multipath component is prevalent, and applying the central limit theorem.
The channel coefficient becomes a zero-mean complex Gaussian variate, with uniform phase distribution
in [0, 2π] and Rayleigh-distributed envelope according to the pdf

pRayleigh(r ) = r

σ 2
exp

[
− r 2

2σ 2

]
(4.9)

where 2σ 2 = 	 is the variance of the associated complex Gaussian random variable. Under these assump-
tions, the overlaying fading random process is referred to as GWSSUS (Gaussian WSSUS). The Rayleigh
distribution is not used frequently in LMS because it does not contain a direct component, and therefore
it models situations where the link budget is often not closed.

4.2.1.1.1.3 Rice Distribution
In rural and suburban environments, where a direct component exists, fading can be modeled according to
the Rice distribution [3], which assumes a constant mean power for both direct and diffuse components.
The corresponding pdf is

pRice(r ) = r

σ 2
exp

[
−r 2 + s 2

2σ 2

]
I0

( r s

σ 2

)
(4.10)

where σ 2 has the same meaning as for the Rayleigh distribution, s is the magnitude of the direct component,
and I0(·) is the zero-order modified Bessel function of the first kind, defined as

I0(z) = 1

π

∫ π

0

ez cos ϕdϕ (4.11)
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It follows that

	 = E{r 2} = s 2 + 2σ 2 (4.12)

A frequently used parameter is the power ratio between the direct and the diffuse components, identified
as the Rice factor, K :

K = s 2

2σ 2
(4.13)

When K = 0, the Rice distribution becomes the Rayleigh pdf. Normalizing 	 = 1, the Rice distribution
can be expressed in terms of a single parameter, the Rice factor, as

pRice(r ) = 2r (K + 1) exp[−r 2(K + 1)− K ]I0(2r
√

K (K + 1)) (4.14)

The normalized Rice distribution, with a single parameter, is very simple and surprisingly good in fitting
measurement campaigns with satisfactory accuracy.

4.2.1.1.1.4 Nakagami Distribution
An alternative to Rayleigh is the Nakagami distribution [4], also identified as m-distribution. It contains
many other distributions as special cases. The envelope pdf is given by

pNakagami(r ) = 2

�(m)

(m

	

)m
r 2m−1exp

[
−mr 2

	

]
(4.15)

where �(·) is the Gamma function, m is the shape factor, m = 	2/E
{

(r 2 −	)2
} ≥ 1/2, and 	 =

E{r 2}. When the envelope is Nakagami distributed, the corresponding instantaneous power is Gamma
distributed. In the special case where m = 1, Rayleigh fading is obtained, with an exponentially distributed
instantaneous power. For m > 1, the signal strength fluctuations reduce, compared to Rayleigh fading.
For m = 1/2, Nakagami reduces to the one-sided Gaussian distribution.

4.2.1.1.1.5 Norton Distribution
Another possible alternative for modeling small-scale fading is represented by the Norton distribution [5],
[6], [7], which is a combination of the Rice and Nakagami distributions. The pdf is

pNorton(r ) = r mm

σ 2s m−1
exp

[
−
(

r 2 + s 2

2σ 2

)
m

]
Im−1

(r s m

σ 2

)
(4.16)

where s ≥ 0 is the direct component amplitude and Im−1(·) is the modified Bessel function of the first kind
of order m−1, m ≥ 1/2 and σ 2 have a significance similar to that for the Rice and Nakagami distributions.
With three parameters, the Norton distribution is able to produce better fitting than other distributions.
However, the additional complexity may not be justified in most situations.

4.2.1.1.1.6 Suzuki Distribution
In order to describe jointly large- and small-scale fading, a composite pdf can be employed. The Suzuki pdf
[8] is widely accepted for urban terrestrial mobile channels; it combines Rayleigh and lognormal statistics
as follows:

pSuzuki(r ) = r√
2πδ

∫ ∞

0

1

σ 3
exp

[
−1

2

(
r 2

σ 2
+ (ln σ − μ)2

δ2

)]
dσ (4.17)

where 2σ 2 is the average received power for the Rayleigh process, and δ and μ are the standard deviation
and the mean value of the normal variable associated with the lognormal distribution, respectively. Similar
results have been obtained in the concomitant studies by Hansen and Meno [19].

Starting from the Suzuki pdf, many other models have been introduced that employ compositions of
Rayleigh, Rice, and lognormal distributions to describe the peculiarities of satellite mobile channels.
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4.2.1.1.1.7 Loo Distribution
Loo [9] proposed a model suitable for rural environments, specifically accounting for shadowing due to
roadside trees. The Loo model assumes that the received signal is affected by nonselective Rice fading
with lognormal shadowing on the direct component only, while the diffuse scattered component has a
constant average power level. The total complex fading coefficient g is the sum of the direct component
contribution with lognormal envelope S and the diffuse component with Rayleigh envelope R:

g = Se jφ0 + Re jφ (4.18)

where the phases φ0 and φ are uniformly distributed. For the fading envelope, the resulting pdf conditioned
to a certain S value is Rice distributed. So the envelope pdf can be written as

pLoo(r )=
∫ ∞

0

pRice(r |S) pLognormal(S)dS =

= r

σ 2
√

2πδ

∫ ∞

0

1

S
exp

(
− (ln S − μ)2

2δ2
− (r 2 + S2)

2σ 2

)
I0

(
r S

σ 2

)
dS (4.19)

where 2σ 2 is the average scattered power due to multipath, and δ and μ are the standard deviation and
the mean value of the normal variate associated with the lognormal distribution, respectively. It can be
shown that the fading envelope pdf corresponds to a lognormal distribution for large envelope values and
to a Rayleigh distribution for small values [9]:

pLoo(r ) =
{

pLognormal(r ) for r >> σ

pRayleigh(r ) for r << σ
(4.20)

4.2.1.1.1.8 RLN Distribution
The Rice–lognormal model [10], [11] is a composition of Rice and lognormal statistics, with shadowing
affecting both direct and diffuse components, and not only the direct path, as in the Loo model. As a
matter of fact, the diffuse component power is no longer constant, since it suffers the same variations as
the direct component. This is based on the observation that large-scale fading is caused by major obstacles
that are likely to affect both direct and multipath components. The fading envelope is thus factored as the
product of two independent variates, i.e.,

r = S R (4.21)

The shadowing S is lognormal with pdf

pS (S) = 1√
2πhδdB S

exp

[
−1

2

(
ln S − hμdB

hδdB

)2
]

(4.22)

where h = (ln10)/20, and μdB and δ2
dB are the mean and variance of the associated normal variate

expressed in dB, respectively. δdB is the shadowing dB spread. R is a Rice process normalized in power (i.e.,
E{R2} = 1) whose pdf can be expressed as a function of the Rice factor, K :

pR(R) = 2(K + 1)R exp[−R2(K + 1)− K ]I0(2R
√

K (K + 1)) (4.23)

Letting

p(r |S) = 2(K + 1)
r

S2
exp

[
−(K + 1)

r 2

S2
− K

]
I0

(
2

r

S

√
K (K + 1)

)
(4.24)
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it follows that

pr (r ) =
∫ ∞

0

p(r |S)pS (S)dS (4.25)

Depending on the combination of K , μdB, and δdB, many of the previous nonselective statistical models
can be derived as limiting cases of the RLN channel model:

� when K = 0, r is described by a Rayleigh–lognormal pdf (Suzuki);
� when K →∞, pR(R) tends to a Dirac pulse located at R = 1 and pr (r ) tends to pS (r ); i.e., the

channel is lognormal;
� in the limit for δdB → 0, pS (S) tends to δ(S − ehμdB ), a Dirac pulse located at its mean value;

therefore, pr (r ) → p(r |ehμdB ) and the channel is Ricean. When also K = 0, the channel is
Rayleigh.

This asymptotic behavior of the RLN model gives a flavor of generality to performance analysis, because
several channel models are considered at the same time.

The RLN model [10] has been fitted and validated against experimental data collected by ESA [20]
in four different environments (rural tree-shadowed, urban, suburban, and open) and in a vast range of
elevation angles α (20 to 80 degrees). This makes it also suitable for modeling the communication channel
of a global satellite system adopting a nongeostationary orbit. Fitting can be performed by determining
the optimum triplet (K , μdB, δdB) by means of the following polynomial empirical model:

K (α)= K0 + K1α + K2α
2 + K3α

3

μdB(α)= μ0 + μ1α + μ2α
2 + μ3α

3 (4.26)

δdB(α)= δ0 + δ1α + δ2α
2 + δ3α

3

where the fitting coefficients Ki , μi , and δi (i = 0, 1, 2, 3) are provided in Table 4.1 for the considered
environmental conditions. In this form, the RLN model can be identified as a hybrid statistical-empirical
model, whereby the statistical model parameters for any elevation angle are obtained in a rapid empirical
manner.

4.2.1.1.1.9 Pätzold et al. Distribution
Pätzold et al. [21] proposed an extended RLN model, where small-scale fading is modeled again through
a Rice variate R, but with cross-correlated in-phase and quadrature components and a possible Doppler
shift on the direct component:

R = |ρe j (2π fρ t+θρ ) + Rp + jRq | (4.27)

TABLE 4.1 Empirical Coefficients for RLN Parameters in Different
Environments

Rural Tree

Shadowed Area Urban Area Suburban Area Open Area

K0 2.731 1.750 −13.60 26.43
K1 −1.074·10−1 6.700·10−2 9.650·10−1 −2.644
K2 2.744·10−3 0.0 −1.663·10−2 8.337·10−2

K3 0.0 0.0 1.187·10−4 −4.111·10−4

μ0 −20.25 −52.12 −1.998 3.978
μ1 9.919·10−1 2.758 −9.919·10−3 -1.742·10−1

μ2 −1.684·10−2 −4.777·10−2 1.520·10−3 2.647·10−3

μ3 9.502·10−5 2.714·10−4 −1.266·10−5 −1.367·10−5

δ0 4.500 7.800 8.000 0.0
δ1 −5.000·10−2 −3.542·10−1 −3.741·10−1 0.0
δ2 0.0 6.5·10−3 6.125·10−3 0.0
δ3 0.0 −3.958·10−5 −3.333·10−5 0.0
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where ρ is the direct component amplitude, fρ is the direct component Doppler shift, θρ is the direct
component initial phase, and Rp + jRq is the complex diffuse component. The large-scale fading S is still
lognormally distributed and multiplies the Rice variate, as in the RLN distribution. The two variables are
statistically uncorrelated, and the corresponding envelope pdf is the same as that for the RLN model, the
differences lying in the second-order characterization, visibly in the Doppler spectrum.

4.2.1.1.1.10 GRLN Distribution
The generalized RLN model [13] contains the RLN and Loo models as particular cases. The diffuse
multipath component is subdivided into two parts, shadowed and unshadowed respectively. The complex
fading coefficient is written as

g = re jθ = x + j y = RSe jφ + x1 + j y1 (4.28)

where the variate R is Ricean with parameters s and σ 2 and is multiplied by the lognormal variable S with
parameters μdB and δdB, and the resulting product is added to the zero-mean complex Gaussian variate
x1 + j y1, with Rayleigh envelope and variance 2σ 2

1 . S, x1, and y1 are mutually uncorrelated. Introducing
the Rice factor, K , and the mean power ratio between the shadowed and unshadowed diffuse components,
ξ = σ 2/σ 2

1 , the normalized envelope distribution conditioned on shadowing can be written as

p(r |S) = 2r ξ(K + 1)

1+ ξ S2
e
−ξ

K S2+(K+1)r 2

1+ξ S2 I0

(
2r S

ξ
√

K (K + 1)

1+ ξ S2

)
(4.29)

This p(r |S) expression must be substituted into Equation 4.25 to have the GRLN distribution. Note that
for ξ → 0 the GRLN tends to the Loo distribution, while for ξ → ∞ the GRLN tends to the RLN
distribution. The conditional phase pdf, p(θ |S), is given by

p(θ |S)= 1

2π
e
− ξKS2

1+ξ S2 +
√

ξKS2

π(1+ ξ S2)
cos θ

×
⎡
⎣1− 1

2
erfc

⎛
⎝
√

ξKS2

π(1+ ξ S2)
cos θ

⎞
⎠
⎤
⎦ . e

− ξKS2

1+ξ S2 sin2 θ
(4.30)

4.2.1.1.1.11 Xie and Fang Distribution
Xie and Fang [14] derived another extension of the RLN model based on propagation scattering theory. As
before, the fading envelope is factored as the product of two independent variables related to large-scale
and small-scale fading:

r = RS (4.31)

where S is lognormally distributed with parameters μ and δ, and R is modeled through a generalization
of the Rice distribution. The generalization allows the diffuse component to result from the composition
of generic amplitude/phase scattering contributions. As a result, the real and imaginary small-scale fading
components are still Gaussian but with a different mean and variance (α, σ 2

1 and β, σ 2
2 , respectively).

Therefore,

pR(R)= R

σ1σ2
exp

(
−σ 2

1 R2 + σ 2
2 α2 + σ 2

1 β2

2σ 2
1 σ 2

2

)
1

2π

×
∫ 2π

0

exp

(
2σ 2

2 αR cos θ + 2σ 2
1 β R sin θ + (σ 2

1 − σ 2
2 )R2 cos2 θ

2σ 2
1 σ 2

2

)
dθ (4.32)

The channel envelope pdf can be determined as the double integral

pr (r ) =
∫ ∞

0

1

S
pR

(
R

S

)
pS (S)d S (4.33)
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This model contains several particular cases. When δ = 0, and σ 2
1 = σ 2

2 , large-scale fading vanishes and
Equation 4.33 reduces to the Rice distribution. Furthermore, when α = β = 0, it reduces to the Rayleigh
distribution. If δ �= 0, σ 2

1 = σ 2
2 , and α = β = 0, Equation 4.33 reduces to the Suzuki pdf. Finally, when

σ 2
1 = σ 2

2 and α2 = β2 = (1− 2σ 4
1 )/2, Equation 4.33 reduces to the RLN model.

4.2.1.1.1.12 Other Models
Hwang et al. [12], [22] proposed an extended Loo model where shadowing on the diffuse component is
introduced. This is different from RLN because shadowing on the direct component is independent from
shadowing on the diffuse component. The complex fading coefficient is therefore

g = re jθ = s S1e jφ + RS2e j (ϕ+φ) (4.34)

where s is the direct component amplitude, R is the Rayleigh-distributed diffuse component, and S1 and
S2 are lognormally distributed with parameters μ1, δ1 and μ2, δ2, respectively. When δ2 = 0, the Hwang
et al. model coincides with the Loo model.

Tjhung and Chai [23], [24] proposed a Nakagami–lognormal (NLN) statistical model to characterize
multipath fading, shadowing, and path loss, using the same formulation as the RLN model. The only
difference stands in modeling the variate R with a Nakagami m-distribution in place of the Rice distribution.

Abdi et al.[17] propose a model describing the direct component S through a Nakagami distribution and
the diffuse component R by means of a Rayleigh distribution. The complex fading coefficient is expressed
as

g = Se jφ0 + Re jφ (4.35)

where φ is uniformly distributed over [0, 2π) and φ0 is the deterministic phase associated with the direct
component. S and R are independent variates. Overall, this model can also be interpreted as a Rice
distribution with Nakagami-distributed amplitude for the direct component.

The comparison among the different first-order single-state statistical models is summarized in Table 4.2,
where the last column describes the statistical correlation between direct and diffuse components.

4.2.1.1.2 Single-State Second-Order Characterization
The first-order statistics are unable to characterize events occurring at specific pairs of time samples,
frequency samples, or spatial samples. Therefore, second-order characterization becomes mandatory when
memory effects are present in various domains. For frequency-non-selective channels, time and space
domain correlations are the only relevant quantities. Time-related second-order characteristics (induced
by the relative motion between the terminal and the satellite) are important for applications such as coding,
interleaving, automatic repeat–request, etc. Below, Doppler spectrum, level crossing rate, fade duration,
and shadowing correlation are considered.

TABLE 4.2 Comparison among First-Order Single-State Statistical Models

Direct Correlation between

Model Year Component Diffuse Component Direct and Diffuse

Rice 1945 Constant Rayleigh Zero
Loo 1985 Lognormal Rayleigh Zero
RLN 1994 Lognormal Lognormal–Rayleigh Unity
GRLN 1995 Lognormal Part 1: Rayleigh Variable

Part 2: Rayleigh–lognormal
Xie and Fang 2000 Lognormal Lognormal–Generalized Rayleigh Unity
Pätzold et al. 1998 Lognormal Lognormal–Rayleigh Unity
Hwang et al. 1997 Lognormal Lognormal–Rayleigh Zero
Tjhung and Chai 1998 Lognormal Lognormal–Nakagami Unity
Abdi et al. 2003 Nakagami Rayleigh Zero
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4.2.1.1.2.1 Doppler Spectrum
The Doppler spectrum arises due to the different angles of arrival of the the various multipath components
to or from a moving terminal. Therefore, the characterization of the Doppler spectrum requires a specific
statistical model for the multipath angle of arrival and intensity, and for the terminal motion. Clarke [2]
assumes two-dimensional horizontal propagation with uniform angles of arrival over the azimuth, equal
multipath amplitude, and constant terminal speed and direction. Under these assumptions, the channel
autocorrelation function at the central frequency f0 is given by

RH (t, t ′; f0, f0) = RH (t) = 2σ 2 J 0(2π fd ,mt) (4.36)

where J 0(·) is the zero-order Bessel function of the first kind, 2σ 2 is the mean power of the Rayleigh-
distributed diffuse component, and fd ,m is the maximum Doppler shift associated with the terminal
motion, which is a function of the terminal speed v according to

fd ,m = v

c
f0 (4.37)

where c is the speed of light. By taking the Fourier transform of the above correlation function, the two-
dimensional (2D) isotropic Doppler spectrum, also known as Jakes Doppler spectrum [25], is obtained:

Sd ( fd ) =
⎧⎨
⎩

2σ 2

π fd ,m

√
1−
(

fd
fd ,m

)2
for | fd | ≤ fd ,m

0 elsewhere

(4.38)

The spectrum is continuous and symmetrical, tending to infinity for | fd | = fd ,m. Two modifications
on the two-dimensional isotropic spectrum are necessary for LMS application. First, if the satellite is
nongeostationary with apparent velocity vsat , then an additional Doppler frequency shift is present over
the entire spectrum and equals fd,sat = f0vsat/c . Second, if a direct component with amplitude s is present,
the resulting Doppler spectrum consists of a continuous and a discrete component. The continuous
component is again the shifted two-dimensional isotropic spectrum, and the discrete contribution is a
Dirac delta centered in fd,sat + fd ,d , where fd ,d is the additional Doppler shift dependent on the terminal
motion and direct component angle of arrival. In summary, the two-dimensional isotropic LMS Doppler
spectrum can be written as follows:

Sd , 2D( fd ) =
⎧⎨
⎩

2σ 2

π fd ,m

√
1−
(

fd− fd,sat
fd ,m

)2
+ s 2δ( fd − fd,sat − fd ,d ) for | fd − fd,sat | ≤ fd ,m

0 elsewhere

(4.39)

The two-dimensional LMS Doppler spectrum is plotted in Figure 4.1.
The extension from two-dimensional to three-dimensional (3D) modeling was tackled by various

researchers in the literature. Two remarkable examples are given by the works of Aulin [26] and Parsons
[27], who presented two different distributions for the angles of arrival in the vertical plane, resulting in the
Doppler spectra represented in Figure 4.2 [27]. Note that the second-kind discontinuities at | fd | = fd ,m are
eliminated, although the Aulin spectrum maintains a pair of first-kind discontinuities. More impressing
is the result that is obtained by assuming an isotropic angle of arrival distribution over an hemisphere. In
this case, it can be rigorously shown that the corresponding Doppler spectrum is simply rectangular [28]:

Sd , 3D( fd ) = σ 2

fd ,m
rect

{
fd − fd,sat

2 fd ,m

}
+ s 2δ( fd − fd,sat − fd ,d ) (4.40)

where rect{x} = 1 for x ∈ [−1/2, 1/2] and zero otherwise. Evidently, this Doppler spectrum shape is
much more amenable to numerical simulation, in addition to being more physically meaningful for LMS
channels, where three-dimensional propagation is certainly the case.
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fd,d

fd,m

fd − fd,sat

fd,m

+1

FIGURE 4.1 Two-dimensional isotropic LMS Doppler spectrum.

Another possible way to model the Doppler spectrum is given by the frequency-shifted Gaussian power
spectral density [15].

4.2.1.1.2.2 Level Crossing Rate and Average Fade Duration
The level crossing rate (LCR), NX , was defined by Rice [29], [30] as the expected rate at which the envelope
r crosses a specific level X with positive slope:

NX =
∫ ∞

0

ṙp(X, ṙ )dṙ (4.41)

where ṙ is the time derivative of the signal envelope and p(X, ṙ ) is the joint pdf of the envelope r and its
derivative ṙ computed when r equals the level X .

2D isotropic

Aulin

Parsons

fd − fd,sat

fd,m

−1 +10

FIGURE 4.2 Comparison among two-dimensional isotropic, Aulin, and Parsons Doppler spectra.
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The average fade duration (AFD), L X , is defined as the average length of the time intervals corresponding
to the envelope falling below a certain level X . Indicating with τi the duration of the i-th fade time interval,
the probability to have r ≤ X during an observation time T can be written as

P (r ≤ X) =
∑

i τi

T
(4.42)

Thus LX becomes

LX = P (r ≤ X)

NX
=
∑

i τi

T NX
(4.43)

The LCR and AFD parameters can be used, for example, in the selection of the optimum interleaving span
in forward error correction, to break channel correlation.

For the two-dimensional isotropic Doppler spectrum, the LCR can be expressed as

NX =
√

2π fd ,m X̄ exp(−X̄2) (4.44)

where X̄ = X/(σ
√

2), and the associated AFD results in

LX = exp(X̄2)− 1

X̄ fd ,m

√
2π

(4.45)

In [9] expressions for LCR and AFD are provided for the Loo model:

NX =
√

1− ρ2

√
2π

· σ 2
1

(
σ 2

1 + 2ρσ1δ1 + δ2
1

)1/2

σ 2
1 (1− ρ2)+ 4ρσ1δ1

pLoo(X) (4.46)

LX = 1

NX

∫ X

0

pLoo(r )dr (4.47)

where the parameters ρ , σ1, and δ1 are respectively the mutual correlation and the variances of the small-
scale and large-scale rate-of-change distributions.

In [11] the LCR is computed for the RLN model, resulting in

NX =
√

2πβσr pRLN(X) (4.48)

where σr is the variance of the envelope (function of σ , δ, and μ) and β is the Doppler effective bandwidth,
expressed as

β = σ 2
ṙ

4π2σ 2
r

(4.49)

σ 2
ṙ being the variance of the envelope derivative.

4.2.1.1.2.3 Fade and Non-fade Duration Statistics
The average fade duration characterization can be augmented by considering the full statistical behavior
(cdf) of fade durations (d f ) and non-fade durations (dn f ). The fade state is defined as the set of time
intervals during which the signal level falls below a specified threshold, while the nonfade state comprises
all the remaining periods of time. An example of this approach is given in [31], where the desired statistical
characterization is obtained by fitting measurement data resulting from a campaign conducted in Australia.
By expressing fade and non-fade durations in units of distance (meters), the cdf of fade durations can be
modeled by a lognormal law, while the non-fade duration is well described by a power law, for a fade level
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X in the range of 2 to 8 dB. The cdfs are respectively

P (d f > DX ) = 1

2

{
1− erf

(
ln DX − ln a

σF

√
2

)}
(4.50)

and

P (dn f > DX ) = b D−c
X (4.51)

where erf(·) is the error function, ln a is the mean value of ln DX , σF is the standard deviation of ln DX ,
and b and c are constants. The parameters a , b, c , and σF are obtained through regression methods from
measurement data.

4.2.1.1.2.4 Shadowing Correlation Function
Modeling spatial correlation for large-scale fading in LMS is important for the design of power control
and handoff schemes. Assuming lognormally distributed shadowing, and indicating with Sx (dB) and
Sx+d (dB) the shadowing values in dB at the generic points x and x + d , the dependence of the shadowing
autocovariance CS (·) on the distance d can be modeled through an exponential distribution as follows:

CS (d) = E{Sx (dB)Sx+d (dB)} − E{Sx (dB)}E{Sx+d (dB)} = δ2
dBγ d (4.52)

where δdB is the dB spread and γ ∈ [0, 1] is an empirical parameter determining the correlation decay
with increasing distances d . In [32], this model is used with γ = (1/e)(1/(s )c ), where (s )c is the effective
coherence distance in meters. The model was fitted on measurements in L and S-bands for elevation angles
of 60 and 80 degrees. The effective coherence distance (s )c was found to be between 16 and 20 m.

4.2.1.2 Multistate Statistical Models

Single-state models describe wide-sense stationary fading conditions and are thus unable to model
nonstationary transitions, e.g., due to the terminal moving from an urban to suburban environment
or due to a change in elevation angle for a nongeostationary link. In order to be able to describe these
variations in the statistical nature of the channel, multistate statistical models have been introduced, as-
suming in general an underlying Markov process. Each state in the Markov chain is described by one of
the single-state statistical models from the previous section. A Markov chain model requires two matrices:
the state probability array, � (1× M), and the state transition probability matrix, P (M × M), where M
is the overall number of states. Each element in the matrix P , Pi j , represents the transition probability
from state i to state j . The generic element of the array �, �i , represents the total probability of being in
state i . In general, letting pi (r ) be the pdf describing the i-th state, the application of the total probability
theorem leads to the total pdf being written as

ptot(r ) =
M∑

i=1

pi (r )�i (4.53)

The various multistate models differ in the number of states in the Markov chain and the statistics describing
the single discrete states. In the following, the Lutz et al. [33], Barts and Stutzman [34], Vucetic and Du [35],
Rice and Humprays [36], Karasawa et al. [37], Fontan et al. [38], and Wakana [39] models are presented.

4.2.1.2.1 Lutz Model
Lutz et al. [33] introduced a two-state statistical model based on an extensive measurement campaign over
European areas at elevation angles in the range of 13 to 43 degrees. Channel states are identified as either
good or bad. The good channel state corresponds to areas with unobstructed direct components from the
satellite, whereas the bad channel state corresponds to shadowed areas. In both cases, the diffuse signal
component is modeled by a Rayleigh distribution with mean power 2σ 2. In the good state where the direct
component is present with amplitude s , the overall received envelope follows a Rice distribution, with Rice
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factor K . Instead, the bad state is conditionally Rayleigh distributed, with mean power varying according
to a lognormal distribution, due to shadowing. The bad state is therefore Suzuki distributed. The most
significant parameter of this model is the shadowing time-share A, which determines the probability to be
in either the bad or good state. Lutz et al. model the instantaneous received power W = r 2 by combining
the pdfs of the two states according to A as

p(W) = (1− A)pχ2
2 (d)(W)+ A

∫ ∞

0

pχ2
2 (0)(W|WS ) pLogNormal(WS )dWS (4.54)

where WS is the instantaneous shadowing power variable and pLogNormal(WS ) is the corresponding log-
normal distribution with parameters μdB and δdB:

pLogNormal(WS ) = 10/ ln 10√
2πδdBWS

exp

{
− (10LogWS − μdB)2

2δ2
dB

}
(4.55)

Further, pχ2
2 (d)(W) is the noncentral χ2 pdf with two degrees of freedom and noncentrality parameter

d = s 2, associated with the square of the Rice-distributed envelope with Rice factor K = d/2σ 2:

pχ2
2 (d)(x) = 1

2σ 2
exp

(
− x + d

2σ 2

)
I0

(√
xd

σ 2

)
(4.56)

Finally, pχ2(0)(S) is the central χ2 pdf with two degrees of freedom associated with the square of a Rayleigh-
distributed envelope with mean power 2σ 2. For different satellite elevations, environments, and antennas,
the parameters A, K , μdB, and δdB have been evaluated from the statistics of the recordings through a least
squares curve-fitting procedure [33]. Transitions between states are described by the first-order Markov
chain, as reported in Figure 4.3. Transition probabilities from state i to state j are indicated as Pi j , with
i, j = g , b according to good or bad states. It results in

Pg b = v

R Dg
(4.57)

Pbg = v

R Db
(4.58)

where Dg and Db are the average distances in meters over which the good and bad states tend to persist,
respectively; v denotes the terminal speed; and R is the transmission data rate. Further, Pg g = 1 − Pg b

and Pbb = 1− Pbg . The time-share of shadowing can be consequently determined as

A = Db

Db + Dg
(4.59)

As can be noticed, A is independent of the speed and data rate of the user. Saunders and Evans [40] estimate
the time-share of shadowing A through geometrical-statistical principles in terms of physical parameters
such as street width and building height distributions. This allows predictions to be made for systems

Pgg Pbb

Pgb

Pbg

Good Bad

FIGURE 4.3 Markov chain for Lutz model.
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operating in areas where no direct measurements are available, and permits existing measurements to
be scaled for new parameter ranges. A generalization of the Lutz model to include satellite diversity was
proposed in [41], accounting for the statistical interdependence among the different link fading processes
at different elevation and azimuth angles. The model has four states for a twofold satellite diversity,
representing all possible combinations between the good and bad conditions. The corresponding Markov
chain is reported in Figure 4.4. For the definition of the correlation coefficient, the channel envelope for
each single satellite link is expressed as

ri (t) =
{

0 bad channel state

1 good channel state
(4.60)

with i = 1, 2 for the two satellites, respectively. The correlation coefficient ρ is computed as

ρ = E{(r1(t)− r̄1)(r2(t)− r̄2)}
σ1σ2

(4.61)

where r̄i = E{ri (t)} = 1 − Ai and σ 2
i = E{(ri (t) − r̄i )2} = Ai (1 − Ai ), for i = 1, 2, Ai being the

shadowing time-share of the relevant satellite link. In [41], the parameter ρ is computed as a function of
the transition and states probabilities of the related Markov process, resulting in

ρ = 1

σ1σ2
(p0 − A1 A2) (4.62)

p0 being the equilibrium state probability for the bad–bad state.

4.2.1.2.2 Barts and Stutzman Model
Barts and Stutzman [34] proposed a two-state model similar to that of Lutz et al., taking into account
the vegetative shadowing phenomenon of mobile satellite systems. The model comprises a shadowed state
and an unshadowed state, which are opportunely combined through the shadowing time-share factor.
The only difference from Lutz is that in the bad state a Loo distribution is used in place of the Suzuki
distribution.

4.2.1.2.3 Vucetic and Du Model
Vucetic and Du [35] introduced a general M-state model, in which each state can have either Rayleigh,
Rice, or Loo distribution. An experimental application for M = 4 is also reported, where two states are Rice
distributed, corresponding to unshadowed channel conditions, while the remaining states are described
by linear combinations of Rayleigh and lognormal distributions, corresponding to shadowed channels.
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4.2.1.2.4 Rice and Humphreys Model
Rice and Humphreys [36] proposed a variation on the Lutz et al. model, where the direct component
amplitude s in the good state is modeled through a bimodal distribution. As a consequence, a three-state
model is obtained. Fitting with experimental results is provided for a number of cases.

4.2.1.2.5 Karasawa et al. Model
Karasawa et al. [37] proposed a three-state statistical model, represented pictorially in Figure 4.5. The
clear state, with time-share C , is described by the Rice distribution, corresponding to an unblocked direct
component; the shadowed state, with time-share S, is described by the Loo pdf, corresponding to a
shadowed direct component and a Rayleigh-distributed diffuse component; and the blocked state, with
time-share B , is described by a Rayleigh-distributed fading channel, referring to a complete blockage of
the direct component by buildings. Thus, the resulting total pdf is a weighted linear combination of Rice,
Loo, and Rayleigh distributions, as follows:

pr (r ) = C pRice(r )+ SpLoo(r )+ B pRayleigh(r ) (4.63)

where the distribution parameters and the associated weights are determined by fitting measurement
campaigns. Note that when B = 0 the model reduces to the Barts and Stutzman model. In [42] an
interesting method for computing the weighting factors is proposed, based on photogrammetry and
image processing, to derive the time-share of each state.

4.2.1.2.6 Fontan et al. Model
Fontan et al. [38], [43] also proposed a three-state statistical model. State 1 corresponds to the line-of-
sight (LOS) conditions, state 2 corresponds to moderate shadowing conditions, and state 3 describes strong
shadowing situations. The Loo model was used to describe all three states with different parameters defined
by fitting measurement campaigns.

4.2.1.2.7 Wakana model
Wakana [39] proposed a model comprising two main states: the fade and nonfade states. The propagation
channel is assumed to be in a specific main state according to the comparison of the signal level to a thresh-
old. The transition between fade and nonfade states is described through a five-state Markov chain, which
is reported in Figure 4.6. The main fade state is divided into two Rayleigh fade substates, corresponding
to short and long fade duration, respectively, and the main nonfade state is divided into three Ricean
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sub-states, corresponding to short, long, and very long duration, respectively. The comparison among the
different multi-state models is summarized in Table 4.3.

4.2.2 Wideband Statistical Models

When the signal bandwidth is larger than the coherence bandwidth of the channel, frequency selectivity
leads to wideband channels. By discretizing the delay of the multipath components, the channel impulse
response can be written as

h(t) =
N−1∑
i=0

Ai (t)δ[t − τi (t)]e j [2π fd ,i t+θi (t)] (4.64)

where Ai (t), τi (t), fd ,i , and θi (t) are the amplitude, delay, Doppler shift, and phase of the various paths,
respectively; δ(t) is the Dirac delta function; and N is the number of paths. This model is also referred
to as the tapped delay line model, where N is the number of taps. Normally, the path of index i = 0
corresponds to the direct component, while the terms for i �= 0 correspond to multipath echoes. Each
path can be described by a narrowband model. The multiple paths are combined according to appropriate
delays and relative amplitudes, depending on the peculiarities of the local environment, and are assumed
to be mutually uncorrelated.

4.2.2.1 DLR Wideband Model

In [44], the DLR model is presented. It consists of a tapped delay line model with a random number of taps
with randomly varying tap delays. The parameters of the model are obtained through fitting procedures

TABLE 4.3 Comparison among Multistate Statistical Models

Single-State

Model Year Number of States Distributions

Lutz et al. 1991 2 (diversity: 4) Rice, Suzuki
Barts and Stutzman 1992 2 Rice, Loo
Vucetic and Du 1992 M Rayleigh, Rice, Loo
Rice and Humphreys 1997 3 Rice (2 states), Suzuki
Karasawa et al. 1997 3 Rice, Loo, Rayleigh
Fontan et al. 1997 3 Loo
Wakana 1997 5 (2 main) Rayleigh (2 states), Rice (3 states)
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with measured data for different elevation angles and environments (open, rural, suburban, urban, etc.).
The impulse response with N echoes is divided into three parts with different behaviors: direct path, near
echoes, and far echoes. This subdivision is shown in Figure 4.7. The direct path is modeled according to
the Lutz narrowband model. A number of NN E near echoes appears in the close vicinity of the receiver
with delays 0 < τi ≤ τe , where τe is a function of the environment and elevation angle [44], and is in the
order of a few hundred nsec. The remaining NFE = N − NNE echoes are far echoes, and they appear with
delays τe < τi ≤ τmax , where τmax depends on the environment and elevation and is in the order of 10 to
15 μsec. The number of near and far echoes is a Poisson-distributed random variable

pPoisson(Ni ) = λ
Ni
i

Ni !
e−λi i = NE, FE (4.65)

where λNE and λFE are the mean values of the number of near and far echoes, respectively. The delays of
the near echoes follow an exponential distribution, while the far echo delays are uniformly distributed in
[τe , τmax ]. In [16], each tap is again modeled according to the Lutz narrowband model, but the number of
paths is time varying, following a birth–death Markov process.

4.2.2.2 Saunders et al.

An alternative method is proposed by Saunders et al. [45]. The satellite mobile channel comprises two
cascaded processes: the satellite process, associated with the satellite-to-Earth path, and the terrestrial
process, associated with the effects of the mobile motion relative to terrestrial scatterers. The satellite
process is characterized by a propagation path loss (including free space, antenna radiation and pattern,
and atmospheric absorption effects), a time delay associated with the satellite-to-ground path length, and
a Doppler shift due to satellite motion relative to the ground. The terrestrial process comprises a direct
part and a multipath part. The latter is modeled according to a tapped delay line where the taps are Rice
distributed, in accordance with the Doppler shift induced by terminal motion.

4.2.2.3 IMR Channel Model

In [46], a wideband characterization of the LMS channel is proposed in the presence of Intermediate
Module Repeaters (IMRs), or gap fillers, introduced to avoid link obstruction in built-up urban areas, for
extended coverage. Interestingly, the presence of IMRs in the system architecture consistently increases
the multipath propagation phenomenon, and wideband modeling becomes mandatory. For each IMR, a
tapped delay line model is introduced in [46] for two different environments: the vehicular (with six paths)
and the outdoor-to-indoor and pedestrian ETSI (with four paths) [47]. A hexagonal cellular layout model
is assumed, considering the paths coming from the nearest IMR (reference) and the six IMRs in the first
tier. For the vehicular environment, the corresponding multipath intensity profile as a function of relative
delay is reported in Table 4.4. The delays are computed assuming a geostationary satellite and an IMR
coverage radius of 400 m at a frequency of 2 GHz. Lognormal shadowing should also be superimposed on
this small-scale characterization.
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TABLE 4.4 Intensity–Delay Profile for Vehicular Environment

Reference IMR IMR 1 IMR 2 IMR 3

Intensity (dB) Delay (μsec) Intensity (dB) Delay (μsec) Intensity (dB) Delay (μsec) Intensity (dB) Delay (μsec)

0.0 1.99 −3.7 0.32 −13.2 2.44 −17.5 5.18
−1.0 2.30 −4.7 0.63 −14.2 2.75 −18.5 5.49
−9.0 2.70 −12.7 1.03 −22.2 3.15 −26.5 5.89
−10.0 3.08 −13.7 1.41 −23.2 3.53 −27.5 6.27
−15.0 3.72 −18.7 2.05 −28.2 4.17 −32.5 6.91
−20.0 4.50 −23.7 2.83 −33.2 4.95 −37.5 7.69

IMR 4 IMR 5 IMR 6

Intensity (dB) Delay (μsec) Intensity (dB) Delay (μsec) Intensity (dB) Delay (μsec)

−17.5 6.16 −13.2 4.41 −3.7 1.30
−18.5 6.47 −14.2 4.72 −4.7 1.61
−26.5 6.87 −22.2 5.12 −12.7 2.01
−27.5 7.25 −23.2 5.50 −13.7 2.39
−32.5 7.89 −28.2 6.14 −18.7 3.03
−37.5 8.67 −33.2 6.92 −23.7 3.81

4.3 Detection Performance Analysis

This section presents a review of techniques for the calculation of error probability over the LMS channel.
Detection performance is analyzed here in wide-sense stationary conditions, i.e., using a single-state model,
which is the most sensible approach for average measures. The percentile performance in multistate fading
conditions can be readily obtained by proper composition of the single-state results. The selection of a
specific single-state LMS channel model from the previous section depends both on the capability to fit
empirical data and on the corresponding amenability to derivation of closed-form expressions or bounds
for error probability or other quality measures. This is a fundamental requirement in order to be able to
optimize complex system trade-offs with limited use of time-consuming numerical simulations, and also
to validate the simulation results. From this point of view, the RLN model appears to be very suitable,
also because it contains as particular cases Rice, Rayleigh, Suzuki, lognormal, and AWGN. Closed-form
analytical expressions for the symbol error probability are obtained for uncoded transmission. In the case
of coded performance, upper bounding techniques are presented, along with numerical simulation results.

4.3.1 Uncoded Transmission over LMS Channels

This section tackles the performance analysis in the case of uncoded transmission, considering nonselective
single-state LMS models. From Equation 4.6, the baseband-equivalent received signal is y = r e jθ x + n,
where r and θ are the fading envelope and phase, respectively. The phase rotation is resolved both in the
case of coherent detection, whereby ideal phase estimation is assumed, and in the case of noncoherent
detection. In these cases, only the fading envelope plays a role in determining the receiver performance.
Furthermore, under the assumption of time nonselective fading, i.e., T << (t)c , the fading envelope
operates as a multiplicative constant on the instantaneous received energy per symbol, so that the channel
is conditionally AWGN. As a consequence, the average symbol error probability, Pe , can be obtained by
averaging the conditional AWGN error probability, P (e|r ), with respect to the envelope pdf as follows:

Pe = Er {P (e|r )} =
∫ ∞

0

P (e|r )pr (r )dr (4.66)
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Although Equation 4.66 is formally simple, its evaluation may not be straightforward in some cases,
especially when shadowing is considered. Over the years, a large extent of scientific literature has been
devoted to this problem for given modulation schemes and fading models. Here, we characterize the
error probabilities for M-ary coherent and noncoherent modulation schemes. Considering large- and
small-scale fading, Pe can be reexpressed as

Pe = ES

{
ER|S{P (e|R, S)}} = ES

{
P (e|S)

}
(4.67)

= ES

{∫ ∞

0

P (e|R, S)pR|S (R|S)dR

}
(4.68)

=
∫ ∞

0

pS (S)

{∫ ∞

0

P (e|R, S) pR|S (R|S)dR

}
dS (4.69)

We will apply this equation set to the case of the RLN model, for which ER|S{·} can be substituted by
ER{·} because of the independence between small-scale and large-scale effects. Note that averaging over
the shadowing distribution may be substituted by the evaluation of a specific percentile, x%, to derive
Pe (x%), the error probability not exceeded for x% of the time.

4.3.1.1 M-ary Coherent Detection

Considering the case of coherent detection, we assume the following expression for the conditional symbol
error probability [48], which is rigorous for binary transmission (M = 2) and is a very good approximation
for M-ary transmission under high signal-to-noise ratio (SNR) conditions:

P (e|r ) = 1

2
N̄a erfc(r

√
ρ) (4.70)

where ρ = d2

4N0
, N0 is the one-sided noise power spectral density (PSD), N̄a and d are the average number

of adjacent points and the minimum Euclidean distance within the signal constellation, respectively, and
erfc (·) is the complementary error function.

Averaging over the Rice pdf, we have the small-scale average error probability for the M-ary constellation
and coherent detection:

P (e|S) = 1

2
N̄a

∫ ∞

0

erfc(RS
√

ρ) pR(R)dR (4.71)

where pR(R) is given by Equation 4.23. Equation 4.71 can be integrated in closed form [49], leading to
the symbol error probability in the Rice–lognormal channel:

Pe = N̄aES

{
Q(U, V)− 1

2

[
1+
√

p

1+ p

]
e−

U 2+V2

2 I0(U V)

}
(4.72)

where

V

U

}
=
√

K

[
1+ 2p

2(1+ p)
±
√

p

1+ p

]
(4.73)

and p = p0/(1 + K ) with p0 = S2ρ. In the case of Rayleigh–lognormal fading, i.e., K = 0, Equation
4.72 simplifies to the more familiar result:

Pe = N̄a

2

[
1− ES

{√
p0

1+ p0

}]
(4.74)

4.3.1.2 M-ary Orthogonal Noncoherent Detection

Consider the case of an M-ary orthogonal constellation, with points at Euclidean distance d . Let E s be the
average energy per symbol and E b the average energy per bit. Assuming optimum noncoherent detection,
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the conditional error probability is provided by [48]

P (e|r ) = 1

M
e−2r 2ρ

M∑
i=2

(−1)i

(
M

i

)
e

2r 2ρ

i (4.75)

For frequency shift keying (FSK) modulation it holds d = √2E s . In addition, this includes as a special case
differential phase shift keying (DPSK) performance with differential demodulation, by simply substituting
M = 2 and d = 2

√
E b .

Considering M-ary noncoherent transmission over the RLN channel, the small-scale average probability
of error is

P (e|S) = 1

M

M∑
i=2

(−1)i

(
M

i

)∫ ∞

0

e−2 i−1
i S2 R2ρ pR(R)dR (4.76)

and the integral can be solved in closed form [50], so that the large-scale average probability of error in
the RLN channel is

Pe = K + 1

M
e−K

M∑
i=2

(−1)i

(
M

i

)
ES

⎧⎨
⎩

exp
[

K (K+1)
K+1+2p0

i−1
i

]
K + 1+ 2 p0

i−1
i

⎫⎬
⎭ (4.77)

For the Rayleigh–lognormal channel, i.e., K = 0, Equation 4.77 simplifies to

Pe = 1

M

M∑
i=2

(−1)i

(
M

i

)
ES

{
1

1+ 2p0
i−1

i

}
(4.78)

In the literature, further results for the symbol error probability over other LMS channels can be found. In
[51] the interested reader can find symbol error probabilities over the Loo channel for binary noncoherent
FSK demodulation and binary coherent PSK demodulation, also including the phase error induced by
fading (pseudocoherent detection). For an additional extensive collection of results over small-scale and
large-scale fading, refer to the book by Simon and Alouini [52]. The key idea there is that most error prob-
ability expressions contain either the Gaussian Q-function, Q(α), or the Marcum Q-function, Q(α; β).
By providing particular formulations for the Q-functions, Simon and Alouini reformulate the integral in
Equation 4.66 in a tractable form for a large number of cases. As far as multistate models are concerned,
performance analysis for a DPSK system with differential demodulation over the Lutz LMS channel has
been addressed in [53].

4.3.2 Coded Transmission over LMS Channels

Satellite communications have played a fundamental role in driving and stimulating the development
of efficient forward error correction techniques and analytical tools for their performance evaluation,
because of the great impact of the achievable coding gain and the possibility of affording somewhat high
decoding complexity in the receiver. In particular, performance evaluation often entails the use of analytical
bounding techniques assisted by computer simulation for the validation and analysis of performance in
nonideal channel conditions. Since the publication of the pioneering work by Gallager [54], many authors
have contributed to this activity by proposing different solutions to the bounding problem [55]–[76]. This
great variety of different solutions and their analytical complexity hinder the possibility to report here an
exhaustive overview of all approaches. The interested reader is therefore referred to the original works and
to the references therein. Here we focus on convolutional and turbo coding techniques, with the intent to
show the underpinning principles and some LMS applications.

Upper bounding the decoder performance usually involves the use of union bounds, which entail the
evaluation of a pairwise error probability, P (a → ã), i.e., the probability that the decoder chooses an

Copyright © 2005 by CRC Press LLC



incorrect sequence ã. Pairwise error probabilities can be generally expressed as

P (a → ã) = Prob{m(z|ã) > m(z|a) | a} (4.79)

where m(z|a) and m(z|ã) are the metrics corresponding to the hypotheses a and ã, respectively, and
z is the soft detector output. For maximum likelihood (ML) decoding the decision metrics are in the
form m(z|a) = ln pz|a(z|a), where pz|a(z|a) is the conditional detector output pdf. Notably, this pdf is the
common building block of all the proposed bounding techniques and incorporates the effects of the channel
and the detector structure, whereas the code properties are reflected in the form of the union bounds.

In the presence of an LMS channel, or in general of any time-variant channel, the major difficulty is the
proper consideration of second-order effects, such as time correlation, described in Section 4.2.1.1.2. To
break this correlation, which has harmful effects on the code performance, interleaving is usually intro-
duced, with a span that should be larger than the channel coherence time. Although residual correlation
may still be present, for simplicity most of the analytical approaches assume either uncorrelated fading,
i.e., ideal interleaving, or block fading correlation, i.e., constant fading on a block of coded symbols and
uncorrelated fading between consecutive blocks. The task of quantifying the actual correlation effects is
therefore left to numerical simulations. One of the most effective countermeasures to correlated fading is
the adoption of diversity, which can take on various forms, such as satellite, space, or multipath diversity.
To include this important feature, diversity of order L is assumed in the following.

Finally, in an LMS channel the effects of phase noise cannot be neglected. To this end, it is customary
either to use noncoherent receivers or to perform carrier recovery, possibly with a pilot-aided scheme, and
proceed to pseudocoherent detection. In the following, the detector output pdf is reported with reference
to pseudocoherent binary PSK (BPSK) and noncoherent M-ary orthogonal demodulation, respectively,
over the Rice and RLN channels. Before doing so, we note that when ideal coherent demodulation is
assumed, a more direct approach is followed: The pairwise error probability can in fact be evaluated by
direct computation of Equation 4.79. It has been shown in [56] that for the conditional pairwise error
probability of ideal coherent demodulation, it holds

P (a → ã|r) ≤ exp

{
− E s

4N0
d2(a, ã)

}
(4.80)

where

d(a, ã) =
√∑

ak �=ãk

r 2
k |ak − ãk |2 (4.81)

is the weighted Euclidean distance between the two sequences a = (a1, . . . , ak , . . .) and ã = (ã1, . . . , ãk ,
. . .), and rk is the fading process sample. The upper bound on the coherent pairwise error probability is
then achieved by averaging P (a → ã|r) with respect to the fading pdf.

4.3.2.1 Pseudo-coherent BPSK Detection

Pseudo-coherent detection can be aided through the insertion of a pilot tone or pilot symbols in both the
forward and return links of satellite networks [62]. The pilot and traffic streams are usually associated
with orthogonal channels (e.g., a different spreading code, carrier frequency, or time slot) with a specific
pilot-to-traffic power ratio,3 ρp . In each diversity branch, the traffic and pilot signals are matched filtered,
and sampled on the in-phase and quadrature rails. The resulting pilot samples are further filtered to reduce

3The pilot-to-traffic power ratio has a particular significance in code division multiple access (CDMA) based
networks where the fraction of power assigned to the pilot channel is directly related to a capacity reduction.
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the noise effect on the reference signal, which is used to derotate the data stream.4 This filtering operation
introduces a distortion on the reconstructed pilot. This effect is included in the analysis by introducing
the coefficient ρ, which represents the correlation between the filtered pilot and the ideal pilot samples.
The output of the �-th diversity branch, z�, is therefore

z� = �{s p∗} (4.82)

where s and p are the complex samples of the data and pilot branches, defined respectively as s = ud + n
and p = v + η, where d is the BPSK data symbol, u and v are the fading process samples operating on
the data and the filtered pilot branch, respectively, and n and η are the corresponding noise samples. The
LMS channel model influence is therefore contained in the statistics of u and v , which are here taken to
be complex Gaussian with a non-zero mean (Rice fading).

Assuming, without loss in generality, that a +1 symbol was transmitted, the conditional soft output
may be written as

z�
+1 = VT AV (4.83)

where

A = 1

2

⎡
⎢⎢⎣

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

⎤
⎥⎥⎦ (4.84)

and

VT = [u p + n p v p + ηp uq + nq vq + ηq ] (4.85)

Therefore, z�
+1 is a quadratic form (q.f.) in Gaussian random variables. Assuming independent identical

distributions for the statistics in the L diversity channels and ideal maximum ratio combining (MRC),
the resulting combined signal, z+1, is simply a sum of L independent q.f.s with identical distribution. By
exploiting the property that any quadrature form in Gaussian random variables can be transformed into a
linear function of independent noncentral χ2 random variables [77], it has been demonstrated [62] that
for the pdf of the detector output, it holds that

pz|+1(x) = A exp

(
x

2β

) ∞∑
k=0

L−1+k∑
i=0

i∑
j=0

Ci j k Di j k(−x)L−1+k−i g i j (x) (4.86)

where A, Ci j k , Di j k , and gi j (x) are defined as

A = 1

[2(α + β)]L
exp

[
−1

2

(
αδ1

α + β
+ δ3

)]
(4.87)

Ci j k =
(

L − 1+ k

i

)(
i

j

)
2i− j−2k�(L + i)

k!�(L + k)�(L + j )
(4.88)

Di j k =
(

αβ

α + β

)i+ j (
δ1

α

) j (
δ3

β

)k

(4.89)

gi j (x) =
{

QL+i+ j

(√
βδ1

α+β
,
√

α+β

αβ
x
)

x > 0

1 x ≤ 0
(4.90)

4Note that the filter bandwidth must be chosen so as to strike a good balance between noise rejection and fading
tracking accuracy.
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and QM(a , b) is the generalized Marcum Q-function. The parameters α, β, δ1, and δ3 appearing in the
above equations are defined as

α
= 1

2
(σ1σ2 + ρ) (4.91)

β
= 1

2
(σ1σ2 − ρ) (4.92)

δ1
= 2L

[
ūσ2 + v̄σ1√

2σ1σ2(σ1σ2 + ρ)

]2

(4.93)

δ3
= 2L

[
ūσ2 − v̄σ1√

2σ1σ2(σ1σ2 − ρ)

]2

(4.94)

where

ū =
√

K
2(K+1) is the mean value of the normalized Rice fading distribution.

v̄ = √ρp is the mean value of the filtered pilot component.
σ 2

1 is the total variance (fading plus noise) in the data branch.
σ 2

2 is the total variance (fading plus noise) in the pilot branch.

Finally, due to evident symmetry, it holds that

pz|−1(x) = pz|+1(−x) (4.95)

Equation 4.86 can be extended to the RLN case by introducing the shadowing variate.

4.3.2.2 Non-coherent M-ary Detection

In M-ary orthogonal detection, all of the signal space dimensions must be observed in all L diversity
branches. Therefore, a noncoherent receiver consists of a bank of ML parallel square envelope detectors
(SEDs) followed by the combining and soft decision sections [61]. The output of the generic n-th detector
(i.e., the subsystem formed by the collection of L SEDs) is given as

zn =
L∑

�=1

∣∣z�
n

∣∣2 (4.96)

where z�
n = z�,p

n + j z�,q
n is the output of the �-th SED of the n-th detector. In RLN fading, and conditioning

on shadowing, the detector output z can be shown [61] to have:

� For the correct detector (i.e., the signal is present), a noncentral χ2 distribution with 2L degrees
of freedom and a noncentrality parameter λ given by

λ = γ LK2

K + 1
(4.97)

where γ is the symbol energy-to-noise PSD ratio
� For the M − 1 incorrect detectors (i.e., the signal is absent), a central χ2 distribution with 2L

degrees of freedom

By using the hypergeometric function 0 F1, the central and noncentral χ2 pdfs can be expressed in a unified
form [61]. Inserting the average on shadowing, the unconditional unified detector output pdf is given by

pz(x)= ES

{
x L−1

(L − 1)!

(
K + 1

K + 1+ γ S2

)L

× exp

(
− x(K + 1)+ γ LKS2

K + 1+ γ S2

)
0 F1

(
L ;

xγ LK(K + 1)S2

(K + 1+ γ S2)2

) }
(4.98)
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Notably, Equation 4.98 contains the following as particular cases:

Rice fading channel: pS (S) → δ(S − 1)

pz(x) = x L−1

(L − 1)!

(
K + 1

K + 1+ γ

)L

exp

(
− x(K + 1)+ γ LK

K + 1+ γ

)
0 F1

(
L ;

xγ LK (K + 1)

(K + 1+ γ )2

)
(4.99)

AWGN channel: pS (S) → δ(S − 1) and K →∞

pz(x) = x L−1

(L − 1)!
e−(x+γ L )

0 F1 (L ; xγ L ) (4.100)

Rayleigh fading channel: pS (S) → δ(S − 1) and K = 0

pz(x) = x L−1

(L − 1)!

e−x/(1+γ )

(1+ γ )L
(4.101)

Incorrect detector: γ = 0,

pz̄(x) = x L−1

(L − 1)!
e−x (4.102)

These expressions do not depend on the particular decoding strategy, but only on the employed detector,
and can be used to evaluate upper bounds for different coding schemes.

Below, we will report the analysis of convolutional and turbo coding schemes, which are widely employed
in current and planned satellite networks. In addition, low-density parity check (LDPC) coding schemes
are also of interest for their powerful correcting performance, and are being considered in the design of
new satellite systems. The interested reader is referred to [72–74] for further details.

4.3.2.3 Convolutional Code Performance Analysis

The detector output pdfs from the preceding section can be used to evaluate the performance of a convolu-
tional coded transmission scheme, employing either a pseudo- or noncoherent detector. The soft decisions
at the detector output are usually deinterleaved and fed into a Viterbi decoder. The union bound on the
average error probability is given by

Pe ≤
∑

a

∑
ã �=a

P (a)P (a → ã) (4.103)

where P (a) is the a priori probability of sequence a. When Equation 4.103 is applied to linear convolutional
codes, it can be simplified due to the uniform error property. In this case, the bound can be written in
terms of the weight-enumerating function (WEF), which can be efficiently evaluated by standard transfer
function techniques [48]:

Pe ≤
∑

d≥dmin

Ad Pd (a → ã) (4.104)

where d is the Hamming distance between sequences (defined as the number of corresponding different
symbols), dmin is the code minimum distance, Ad enumerates the error events at distance d , and Pd (a → ã)
is the pairwise error probability pertaining to any pair of sequences at distance d . Similarly, the bit error
probability is upper bounded as

Pb ≤
∑

d≥dmin

Bd Pd (a → ã) (4.105)

where Bd describes the contribution of the error events at Hamming distance d to the bit error probability.
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The computation of the pairwise error probability can be complex in some cases, and it can be performed
in correlated fading conditions. Under the assumption of ideal interleaving (i.e., memoryless channel), the
pairwise error probability itself can be simplified through upper bounds in various forms, e.g., using the
Gallager bound [54], the Bhattacharyya bound,5 or the Chernoff bound [55]. To be able to use transfer
function techniques, the result must be expressed in the form

Pd (a → ã) ≤
∏

ãk �=ak

Z = Zd (4.106)

where Z is the code performance parameter, which depends on LMS channel conditions and detector
structure. Here, we adopt the Bhattacharyya bound for the pseudocoherent case, for which

Z =
∫ ∞

−∞

√
pz|+1(x)pz|−1(x)dx (4.107)

where pz|±1(x) are the detector output pdfs reported in Equation 4.86 and Equation 4.95.
For the noncoherent case, a tighter upper bound is obtained by using the Chernoff bound [48], for

which the code performance parameter is expressed as a function of an optimization parameter, ρ ∈ [0, 1],
as

Z(ρ)= M

2

∫ ∞

0

e [ρx] pz̄(x) [Fz̄(x)]
M
2 −1 dx

×
∫ ∞

0

e [−ρx]

{
pz(x) [Fz̄(x)]

M
2 −1 +

(
M

2
− 1

)
pz̄(x)Fz(x) [Fz̄(x)]

M
2 −2

}
dx (4.108)

where pz(x) and pz̄(x) are given for the Rice channel in Equation 4.98 and Equation 4.102, respectively,
and Fz(x) and Fz̄(x) are the corresponding cdfs.

In Figure 4.8 to Figure 4.11 the bit error probability union bounds for the pseudo- and noncoherent cases
are reported. To corroborate the analytical evaluation and show the effects of nonideal conditions, simu-
lation results are also reported. The analysis is carried out on a LMS channel characterized by Rice fading
and diversity order L equal to either 1 or 2. The upper bounds have been evaluated under the assumptions
of infinite decoding depth in the Viterbi algorithm, infinite quantization, and memoryless channel. The
reference system is a CDMA satellite network. This reference case is of interest for second-and third-
generation satellite networks, e.g., for Globalstar [78] and for the satellite wideband CDMA (SW-CDMA)
air interface, designed for the satellite component of UMTS (Universal Mobile Telecommunications
System) [79].

In the pseudo-coherent CDMA case, the pilot tone is multiplexed in the code domain, i.e., via a reserved
spreading code, and is therefore identified as code division multiplexed pilot (CDMP) [62]. In the analysis,
the pilot-to-traffic power ratio, ρp , has been set to−10 dB, and the following system parameters have been
adopted: convolutional coding with rate 1/4, constraint length of 9, generator polynomials 235, 275, 313,
and 357 (octal), bit reversal interleaving (800 rows × 64 columns), bit rate Rb = 9.6 kbit/sec, chip rate
Rc = 1.2288 kchip/sec, carrier frequency f0 = 1.618 GHz, and Rice fading channel. Two mobile terminal
speeds have been simulated: v = 5 mph, identified as slow fading, and v = 80 mph, identified as fast
fading. In Figure 4.8, we report the results for the slow fading channel, including coded and uncoded cases,
for various values of the Rice factor, K , with and without diversity. The interleaving depth (800 × 64)
is large enough to break fading correlation, which is the condition under which the analysis holds. The
agreement between analysis and simulations is very satisfactory (for the uncoded case the two curves are
indistinguishable). It is worthwhile to note the very small performance loss when K drops from 10 to 3 dB.

5The Bhattacharyya bound is a particular case of the Gallager bound.
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FIGURE 4.8 Error probability performance of the CDMP technique in slow Rice fading (interleaver, 800 × 64;
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This is due to the fact that pilot-aided fading estimation is extremely good under these conditions. Sim-
ilarly, Figure 4.9 contains the analysis and simulation for the fast fading conditions. In this case, the
performance loss when K drops from 10 to 3 dB is larger, due to the difficulty in estimating the rapid
phase fluctuations with a small direct component. The agreement between analysis and simulations con-
firms the correctness of the described analysis in accounting for the imperfect channel estimation due to
pilot filtering.
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FIGURE 4.11 Upper bounds and simulations for MWHO on AWGN and Rayleigh channels (rate = 1/2 and 1/3,
L = 2).
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TABLE 4.5 Pilot-Aided Coherent vs. Non-coherent (NC) Performance
in Rice Fading

Rb v K E b/N0 NC MWHO E b/N0 CDMP Gain

L (kb/s) (mph) (dB) (dB) (dB) (dB)

1 9600 5 10 8.9 8.0 0.9
1 9600 80 10 5.2 4.2 1.0
2 9600 5 10 7.5 5.7 1.8
2 9600 80 10 5.5 4.3 1.2

For the noncoherent detection case, the performance of M-ary Walsh–Hadamard orthogonal (MWHO)
convolutionally coded direct-sequence CDMA is reported [61], [78]. The number of orthogonal wave-
forms, M, has been set to 64, and the following system parameters have been adopted: convolutional
coding with rate r = 1/2 and r = 1/3, constraint length of 9, and generator polynomials 753 and 561
(octal) for rate 1/2 and 711, 663, and 557 (octal) for rate 1/3. Figure 4.10 shows upper bounds and sim-
ulation results for MWHO in AWGN, Rice, and Rayleigh channels without diversity, L = 1, for r = 1/2
and r = 1/3. First, we note that the agreement between simulations and upper bounds confirms that
all the realistic assumptions for the simulation (finite truncation depth, finite interleaving, etc.) do not
bring noticeable performance degradation. However, the performance degrades significantly when smaller
fading bandwidths are considered [61]. For an error probability of Pb = 10−4 in the Rayleigh channel,
the gain of coded MWHO with respect to uncoded MWHO amounts to 27.8 dB. It can be noted that in
the AWGN channel, rate 1/2 is better than rate 1/3 (due to the higher non-coherent combining loss for
rate 1/3), while the opposite is true for the Rayleigh channel (due to the higher intrinsic time diversity
achieved by bit-interleaving a three-bit symbol, which more than overcomes the non-coherent combining
loss). Note also that the performance of the two coding rates is about the same on the Rice channel, with
K = 3.

In Figure 4.11 the case of two satellite diversity, L = 2, is reported for the AWGN and Rayleigh channels.
In general, bounds are somewhat looser when diversity is considered. Note that in this case performance
of the two coding rates is about the same in the Rayleigh channel, while the advantage of rate 1/2 in the
AWGN channel is increased. For rate 1/2, the gain in single-link E b/N0 in going from L = 1 to L = 2
amounts to about 4.4 dB in the Rayleigh channel at Pb = 10−4, while it is 3.6 dB for rate 1/3.

Finally, in Table 4.5 the CDMP pseudocoherent scheme is compared with the rate 1/2 noncoherent
MWHO scheme adopted in [78]. The comparison is based on a frame error rate specification of 10−2.
Notably, the largest CDMP gain, amounting to 1.8 dB, is obtained for dual-satellite diversity with slow-
moving users, which are likely to represent the largest portion of the user population. Moreover, the slow-
moving users will likely possess a low-gain handheld phone. Consequently, the lower E b/N0 requirement
will be instrumental in ensuring a longer battery life or higher link margin.

4.3.2.4 Turbo Code Performance Analysis

Performance evaluation of turbo coding schemes can resort to similar bounding techniques, essentially
based on the evaluation of the WEF and pairwise error probability. However, due to the presence of the
internal turbo interleaver, the evaluation of WEF is not straightforward. A solution is to consider an
abstract interleaver, namely, the uniform interleaver,6 i.e., the ensemble of all possible interleavers [59].
Under this assumption, the WEF can be evaluated [80] and the error probability is computed starting from
Equation 4.104. Unfortunately, the union upper bound for turbo codes diverges for E b/N0 values below

6The uniform interleaver refers to the internal turbo interleaver of the turbo coder and not to the channel interleaver,
which is still considered ideal; i.e., it ensures a perfect decorrelation of the channel.
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FIGURE 4.12 Turbo code bit error rate (BER) over uncorrelated Rice channel (rate = 1/3).

the cutoff rate threshold. Various approaches have been proposed to overcome this problem, based on
variants of the Gallager bound and on the tangential sphere bound, see [63],[65],[66],[68],[75], [76]. For
more details, the interested reader is referred to the original papers and the references therein. Whatever
the form of the bounds, the detector output pdfs reported in Equation 4.86 and Equation 4.98 are still
instrumental for the computation of the pairwise error probability.

Bounding techniques are hardly applicable when correlated fading is considered, and numerical sim-
ulation becomes the predominant instrument. Here, we report on simulation results for the cases of
uncorrelated and correlated Rice fading. A rate 1/3 turbo code is considered, with generator polynomials
for the constituent codes 013 and 015 (octal), and an internal interleaver span equal to 3000 bits. Log-MAP
iterative decoding with six decoding iterations is used, assuming ideal channel estimation. In Figure 4.12,
bit error rate results over uncorrelated Rice channel are reported for six different Rice factors, including
Rayleigh and AWGN channels. Note the very small performance loss in Rayleigh fading, testifying to the
powerful error correcting capabilities of turbo codes in memoryless fading channels. In Figure 4.13, the
bit error rate is reported in the case of a correlated Rice channel, with Rice factor K = 5 dB, as a function
of E b/N0, for different values of the normalized maximum Doppler shift, ND = fd ,mT . As correlation
increases, performance degrades significantly because the internal interleaver becomes unable to break the
channel memory. Again, diversity is the most effective countermeasure in this case.

4.4 Conclusions

The problem of modeling the propagation channel and evaluating the performance of digital transmission
schemes for LMS applications will continue to spur the interest of a number of researchers, in a strive for
the achievement of excellent modeling accuracy and near-Shannon bound performance. In this chapter
we have toured the state of the art in this exciting field of knowledge in an effort to let the reader
grasp the abundance of intellectual endeavors that have been produced within it. Far from claiming
exhaustiveness, we apologize for those contributions that have escaped our analysis. Possible avenues left
for future exploration include the exploitation of new frequency bands, the consideration of ultra-wideband
communications, and the derivation of new upper bounds for LMS coded transmission.
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Abstract

In this chapter we explain the principles of velocity estimation and review both analytically and using
simulations the properties of existing estimators. We then discuss the importance of accurate velocity
estimation in the context of handover algorithm design. We show how an error in velocity estimation can
significantly increase the probability of dropped calls, leading to a poorer quality of service of the system.
Some velocity estimators require prior estimation of the Rician factor. This chapter also presents two Rice
factor estimators that have been shown to have better performance than existing estimators.
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5.1 Introduction

This chapter presents the principles of mobile velocity estimation and illustrates its importance in the
context of handoff algorithm design for mobile communications systems. Current mobile communications
systems are under constant pressure to increase their capacity while maintaining a high quality of service.
This is due to an ever-growing population of mobile phone users and an increasing demand for multimedia
services. The main constraints system designers have to face are the distortions introduced by the mobile
communications channel. These can be classified as Rayleigh or Rician fading, shadowing, and path loss
[62, p. 16].1 These distortions limit the performance of mobile communications systems in terms of
efficiency and quality of service. Many standard functions of the system are significantly enhanced by a
priori knowledge or estimation of the mobile velocity. The next section provides examples where mobile
velocity plays a key role in the overall performance of the communications system.

5.1.1 Importance of Velocity Estimation

In microcellular systems, the cell size is smaller than in macrocellular systems (Figure 5.1). As a result,
microcellular systems require faster and more reliable handovers.2 Also, since the base station (BS) is at
lamppost level, if the mobile station (MS) rounds a corner, the signal power received by an MS can drop
rapidly by 20 to 30 dB over distances as small as 10 m (Figure 5.2 and Figure 5.3) [6]. In that case, an
emergency handover needs to be processed toward a target BS if the call is to be maintained. The drop
in signal strength can be detected by applying short temporal window averaging in the received signal.
However, the window size is velocity dependent and is optimal only when an accurate estimation of the
mobile velocity is available [7].

In multitier systems (Figure 5.1), cells of different sizes coexist in a two-layer structure, i.e., microcells
on the lower layer and macrocells (umbrella) in the upper layer. Within these systems, different types of
handover have to be managed between the umbrellas and the microcells. In order to minimize the number
of handovers, the MS velocity can be used in a cell layer assignment strategy, in which an MS is allocated to
different hierarchical layers according to its velocity. The umbrella cells are used for fast-moving users and

1The distortions of the mobile communications channel are reviewed in Section 5.2.
2Handover or handoff is the process of transferring the control of a mobile station from one base station or channel

to another. It is an essential component of mobile communications systems.

Microcells

Overlay macro cell
(umbrella)

FIGURE 5.1 A multitier (microcell/macrocell overlay) system.
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FIGURE 5.2 Corner effect: the MS turns round a corner, the LOS from the current BS (BS1) is lost, and an LOS is
established between the MS and the target BS (BS2).

microcells for slow-moving users. This results in a reasonable grade of service (GoS) for both microcellular
and multitier systems [33].

Reliable estimates of the MS velocity are also useful for effective dynamic channel assignment and the
optimization of adaptive multiple-access wireless receivers [26, 69]. Since the performance of many receiver
techniques depends on the fading rate of the received signal, an adaptive communications receiver can im-
prove the performance and reduce the complexity of current systems by using Doppler information to con-
trol the receiver parameters. These parameters include the pilot filter bandwidth, the automatic gain control
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FIGURE 5.3 Received signal strength (RSS) at the MS from two neighboring BSs as a function of distance.
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loop bandwidth, the phase tracker bandwidth, and the size of the interleaver [19, 52]. Based on this idea, Lee
and Cho [42] proposed a power control scheme for codedivision multiple-access (CDMA) systems, which
selects the power control step size based on the MS velocity. The MS velocity also affects the performance
of a communications system operating in a pseudonoise (PN) tracking in CDMA systems [20, 22].

Mobile velocity estimation can occur at both BS and MS sites. For example, in the current CDMA
2000 system, the BS is responsible for power control [4, 41], and velocity is therefore estimated by the
BS. However, a decision to hand off is made by the MS, and the MS is then responsible for estimating
the velocity. Velocity estimation is performed by exploiting the statistics of a received pilot signal. For
example, in CDMA 2000 the pilot signal consists of a constant-amplitude, zero-phase signal, spread by an
all-one code sequence. It is then added to the information signal spread by an orthogonal sequence. The
combination of the two signals is modulated by a carrier frequency and transmitted [21]. This process is
equivalent to transmitting a pure carrier of constant amplitude alongside the information signal. At the
reception, the combination of the two signals is demodulated, then correlated by each spreading sequence.
Assuming no loss of orthogonality, the correlation of the received signal with the all-one sequence cancels
the information signal and reveals the distortions introduced by the channel on the pilot signal.

5.1.2 Existing Velocity Estimators

Several mobile velocity estimators have been proposed in the literature, and some have been reviewed in
[65]. Among the existing estimators are the zero-crossing rate of the in-phase or quadrature component
[7], level crossing rate [7], and the autocovariance of the envelope of the received signal [5]. In [30, 31], the
received signal samples are used to estimate the autocovariance function of the received faded envelope,
from which the velocity information is extracted. Similarly, in [61], two methods for approximating
the mobile velocity are proposed, based on the autocovariance function of the envelope and quadrature
components of the received signal. The method proposed in [55] is based on the squared deviations of the
logarithmically compressed signal envelope. In [1], the rate of maxima of the envelope of the received signal
is used as a velocity estimator. The method in [49] is based on the estimator proposed in [1] and applies
the continuous wavelet transform to locate the extrema of the received signal envelope. In [66], velocity
estimators are derived, based on the spectral moments of the received signal. The method described in
[36] uses the switching rate of diversity branches in a selection diversity combiner to estimate the MS
velocity. In [68], mobile velocity is estimated by applying an eigenmatrix pencil method to the received
signal samples. In [71], two methods are proposed for estimating mobile velocities for Global System
for Mobile Communications (GSM) radios. The methods are based on estimating the deviation of the
received signal strength. The method proposed in [50] uses the local stationarity of the received signal and
expands it on a basis of smooth local complex exponentials. Velocity estimates have also been obtained
by estimating the maximum Doppler frequency using eigenspace methods [6]. The method is designed
under specific assumptions of the angular distribution of the incident power. Other velocity estimators
have been proposed that require prior estimation of the channel [40] and covariance function of the
channel power [48]. In [28], multiple BS and multidimensional scaling are used to estimate the velocity.
This method requires knowledge of the average signal strength for all locations. In [26], a maximum
likelihood estimator is derived and requires prior estimation of the channel parameters. A few estimators
have also been proposed, which do not provide an explicit formula for the MS velocity, but rather classify
the MS velocity as being fast, medium, or slow [39, 73, 74].

It was shown in [10, 11] that since all the above-mentioned techniques are based on the statistics of either
the envelope or quadrature components of the received signal, they are not robust to shadowing. Other
estimators have been proposed in [8, 9] based on the instantaneous frequency (IF) of the received signal.
Recent work has already exploited the concept of IF estimation and time–frequency signal processing
in wireless communications, e.g., in blind source separation, channel coding and capacity, interference
excision, multiuser detection, code design, multicarrier transmission, and synchronization [2, 3, 12, 13,
17, 27, 35, 37, 38, 56, 57, 58, 59, 60, 72], and led to significant improvement in the systems [16, Chapter 13].
As shown in [9], the main advantage of IF-based velocity estimators is that they are robust to shadowing.
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5.1.3 Structure of the Chapter

The chapter is structured as follows. Section 5.2 focuses on the received signal model in a mobile commu-
nications environment. In Section 5.3, we explain the principles behind velocity estimation and provide
examples selected from the above-mentioned list of velocity estimators. The examples are selected on a
basis of simplicity and performance. Section 5.4 provides the framework for analyzing the performance
of velocity estimators with application to one specific estimator. In Section 5.5, we present simulation
results of a selection of velocity estimators. Because some velocity estimators require prior knowledge of
the Rice factor, we derive in Section 5.6 two Rice factor estimators. Section 5.7 discusses the importance of
accurate velocity estimation in the context of handover decision algorithms, and Section 5.8 concludes this
chapter.

5.2 Received Signal Model and Statistics

5.2.1 Received Signal Model

Propagation, in a mobile communications environment, is subject to three phenomena: path loss, shad-
owing, and multipath fading [62, p. 16]. Path loss affects all radio communications and refers to the loss
of received power as the MS travels away from the BS. Path loss is completely characterized by the distance
between the BS and the MS, the operating wavelength, the antenna height, and the surrounding terrain
[62, p. 16]. Shadowing, or shadow fading, is caused by terrain configurations between the BS and MS and
is produced by variations of the average of the envelope of the received signal over a few wavelengths. It
is a random process and follows a lognormal distribution, i.e., when expressed in decibel, its distribution
is Gaussian [62, p. 87]. Multipath fading, also referred to as fast fading, is due to the constructive and
destructive superposition of many reflected, scattered, and diffracted plane waves arriving at the MS with
different time delays and phase shifts. Figure 5.4 represents a typical received pilot signal envelope.
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FIGURE 5.4 Typical received signal strength at an MS traveling at v = 50 km/h.
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We assume, in what follows, that the distortions introduced by the channel are described by the model
proposed by Lee and Yeh [44]. In this model, the real signal y(t) received by an MS (or a BS) is the product
of path loss, shadowing, and multipath fading with some additive noise:

y(t)=m(t)s (t)+ n(t)

= p(t)mo(t)s (t)+ n(t) (5.1)

where s (t) represents the multipath fading, mo(t) is the lognormal shadowing given by [49],

mo(t) = 10L (t)/20 (5.2)

L (t) is a zero-mean Gaussian process, and p(t) represents the path loss given by [49]:

p(t) = Po(vt + do)−α/2 (5.3)

P0 accounts for antenna parameters, transmitted power, and other relevant system parameters; vt repre-
sents the distance between the BS and an MS traveling at velocity v at time t; do is the distance between the
BS and MS at time t = 0; and α, the exponent of the distance dependence, reflects the amount of power
loss as a function of distance. The additive noise, n(t), is assumed bandpass Gaussian with one-sided power
spectral density (PSD) SN( f ) given by [7]:

SN( f ) =
{

N0

2 : | f − fc | < B0

2

0 : | f − fc | > B0

2

(5.4)

where B0 represents the system bandwidth and is chosen equal to 2vmax

λ
, where vmax is the maximum mobile

velocity and λ is the operating wavelength. 2vmax

λ
represents the maximum expected Doppler frequency

over the range of velocities.

5.2.2 Multipath Component Model

The multipath component, s (t), is a result of the superposition of a number N of incoming waves, including
a possible line-of-sight (LOS) component. Each incident wave wk(t) is modeled as a constant-amplitude,
time-varying phase signal:

wk(t) = αke j (2π fc t+�k (t)) (5.5)

where αk represents the amplitude of wave k and �k(t) is the phase shift caused by the moving vehicle. If
wk(t) arrives with angle of incidence θk with respect to the direction of travel of the MS, the Doppler shift
created is

fk = v

λ
cos (θk) (5.6)

and the subsequent phase shift introduced by that wave is

�k(t) = 2π fk t +�k = 2π
v

λ
cos (θk)t +�k (5.7)

If wk(t) is a LOS component, θk and �k are deterministic and depend on the position of the vehicle.
Otherwise, θk and �k are random and are generally modeled as uniformly distributed between (0, 2π)
[34]. Combining Equation 5.5 and Equation 5.6, the multipath fading, s (t), can be written as

s (t)=�
{

N∑
k=1

wk(t)

}
(5.8)

=�
{

e j 2π fc t

[
N∑

k=1

αke j 2π v
λ

cos(θk )t+�k

]}
(5.9)
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where�{} refers to the real-part operator, w1(t) is a possible LOS component, and {w2(t), w3(t) . . . , w N(t)}
are the result of N− 1 independent scatterers and, as a consequence, are assumed independent and
identically distributed (i.i.d). Signal s (t) can be further written as

s (t) = si (t) cos 2π fc t − sq (t) sin 2π fc t (5.10)

where si (t) and sq (t) are the respective in-phase and quadrature phase components of s (t), defined as

si (t)=
N∑

k=1

αk cos
(

2π
v

λ
cos(θk)t +�k

)
= xi (t)+mi (5.11)

sq (t)=
N∑

k=1

αk sin
(

2π
v

λ
cos(θk)t +�k

)
= xq (t)+mq (5.12)

where E {xi (t)}= E {xq (t)}= 0, mi = E {si (t)}, mq = E {sq (t)}, and E {} represents the expectation
operator.

In the presence of a LOS component, the means mi and mq are nonzero [34] and

s (t)= (xi (t)+mi ) cos 2π fc t − (xq (t)+mq ) sin 2π fc t (5.13)

= x(t)+mi cos 2π fc t −mq sin 2π fc t (5.14)

where xi (t) and xq (t) are the respective in-phase and quadrature phase components of signal x(t), i.e.,

x(t) = xi (t) cos 2π fc t − xq (t) sin 2π fc t (5.15)

5.2.3 The Scattering Distribution

An important parameter in mobile communications system design is the distribution of incoming waves
around a particular MS. It is referred to as scattering distribution. For example, in a typical macrocellular
environment, the MS is usually uniformly surrounded by local scatterers, so that the plane waves arrive
from many directions without an LOS component. As a consequence, the scattering distribution is usually
considered isotropic. However, in a microcellular environment, the antennas of the BSS are only moderately
elevated above the local scatterers. As a result, an LOS component may or may not exist and the scattering
distribution is usually nonisotropic. The von Mises density provides a model for the distribution of the
angle of arrival of the incoming waves [1, 45]. It is a function of one parameter, χ , which determines the
directivity of the incoming waves. It is given by

p(θ) = 1

2π I0(χ)
eχ cos θ , χ ≥ 0, − π ≤ θ ≤ π (5.16)

where In(.) is the modified Bessel function of order n and θ is the angle of incidence of the incoming waves.
Figure 5.5 shows the polar plots of p(θ) against the angle of arrival of the plane waves for three different
values of χ . It can be seen that for χ = 0 the scattering distribution is isotropic and that it becomes more
directive as χ increases.

5.2.4 Statistics of the Multipath Fading

When the number of incoming waves is sufficiently large (generally greater than six, [34, p. 69]), the
in-phase and quadrature components of x(t), defined in Equations 5.11 and 5.12, respectively, tend to
be independent zero-mean Gaussian processes, with variance σ 2. As a consequence, the envelope of s (t),
defined as

|s (t)| =
√

(xi (t)+mi )2 + (xq (t)+mq )2
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FIGURE 5.5 Polar plots of p(θ) in terms of θ for χ = 0, χ = 1, and χ = 10. For χ = 0 the scattering distribution
is isotropic and becomes more directive as χ increases.

follows a Ricean distribution with Rice factor K = η2

2σ 2 , where η2 = m2
i +m2

q [62, p. 518]. The Rice factor
K represents the ratio of the power in the LOS component and scatter components of the signal s (t).

The PSD of x(t) is given in [62, p. 42] as

SX ( f ) =
{

σ 2√
f 2
m−( f− fc )2

[G(θ) p(θ)+ G(−θ)p(−θ)] : | f − fc | < fm

0 : | f − fc | > fm

(5.17)

where fm = v
λ

is the maximum Doppler frequency shift, p(θ) is the scattering distribution, and G(θ) is
the gain of the MS antenna. We will assume in the remainder of the chapter that a vertical mono-pole
antenna with G(θ) = 3

2 is used. Note that the PSD SX ( f ) is centered about the carrier frequency with a
spectral width of 2 fm = 2v

λ
.

Assuming the scattering distribution of equation 5.16, it can be shown that the nth spectral moment of
x(t) is given by [1]

an = a0(2π fm)nqn(χ) (5.18)

where a0 = 3
2 σ 2 and

qn(χ) = 1

π I0(χ)

∫ π

0

eχ cos θ cosn θ dθ (5.19)

Specifically, based on Equation 5.18 and Equation 5.19, we obtain

a1 = a0(2π fm)
I1(χ)

I0(χ)
(5.20a)

a2 = a0(2π fm)2

(
I0(χ)+ I2(χ)

2I0(χ)

)
(5.20b)

In the case of isotropic scattering (χ = 0), the first two spectral moments reduce to

a1 = 0 and a2 = 2a0(π fm)2 (5.21)

These statistics will be used further in the design of velocity estimators and in the evaluation of their
performance.

Copyright © 2005 by CRC Press LLC



5.3 Principles of Mobile Velocity Estimation

We can see from Equation 5.1 and Equation 5.9 that the information on mobile velocity is contained in
both the envelope and phase of the received signal. The abundance of existing velocity estimators is a
reflection of the numerous ways of extracting this information. The velocity of a mobile unit is generally
estimated by exploiting the statistics of the envelope, phase, in-phase, and quadrature phase components
or any other feature of the received signal. The approach for deriving a velocity estimator is based on
the principle that there exists an exact, nonrandom relationship between the mobile velocity and the
statistics of the Rician component s (t) in the presence of isotropic scattering. Several exact and equivalent
expressions of the velocity can be derived, depending on which feature of s (t) is being considered, i.e.,
envelope, phase, in-phase, or quadrature phase, and which order of the statistic is chosen, i.e., first order,
second order, etc. Below are some examples of these exact expressions of velocity.

5.3.1 Examples of Derivations of the Velocity

Below are some examples of how the mobile velocity can be calculated from the statistics of various features
of s (t).

Example 5.1 Level Crossing Rate Method

The envelope phase description of the Rician fading s (t) is

s (t) = r (t) cos(2π fc t + ψ(t)) (5.22)

where r (t) and ψ(t) represent the envelope and phase of s (t), respectively.
The level crossing rate (LCR) is defined as the average number of upcrossings per second the envelope

r (t) makes of a predetermined level Ro . It is obtained as [43, p. 77]

LCRr (R0) =
∫ ∞

0

ṙp(r = R0, ṙ )dṙ = R0

a0

√
a2

2π
exp

(
− R2

0

2a0

)
(5.23)

where p(r, ṙ ) denotes the joint probability density function (pdf) of r (t) and its time derivative ṙ (t),
a0 = 3

2 σ 2, and a2 is the second spectral moment of x(t), given in Equation 5.20b. If the level Ro is chosen
equal to

√
2a0, the LCR of level Ro becomes

LCRr (R0) =
√

a2

πa0
e−1 (5.24)

In the case of isotropic scattering, a2 = 2a0(π fm)2 (Equation 5.21). It follows that Equation 5.24 reduces to

LCRr (R0) = √2π
v

λ
e−1 (5.25)

The mobile velocity can then be exactly expressed in terms of the average number of upcrossings the
envelope r (t) makes of level Ro =

√
2a0 as

v = λe√
2π

LCRr (R0) (5.26)

Example 5.2 Rate of Maxima Method

The rate of maxima (ROM) of a given process r (t) is defined as the average number of maxima per second
of r (t). It can be derived as [53]

ROMr =
∫ ∞

0

r̈ p(ṙ = 0, r̈ )dr̈ (5.27)

where p(ṙ , r̈ ) denotes the joint (pdf) of the first and second derivatives of the process r (t).
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Using the results in [53], the ROM of the envelope r (t) of signal s (t) in Equation 5.22 can be obtained as

ROMr = 1.5651

π

√
a2

2a0
(5.28)

which, in the case of isotropic scattering, and following the approach of Example 1, reduces to

ROMr = 1.5651
v

λ
(5.29)

From Equation 5.29, the mobile velocity can then be exactly expressed in terms of the rate of maxima of
the envelope of s (t) as

v = 0.6389λROMr (5.30)

Example 5.3 Zero Crossing Rate Method

The zero crossing rate (ZCR) of a given process a(t) is defined as the average number of positive-going
zero crossings per second of that process. It is given by

ZCRa =
∫ ∞

0

ȧ p(a = 0, ȧ)dȧ (5.31)

In [54], the ZCR definition was applied to the in-phase component of signal x(t) defined in Equation 5.11
and Equation 5.15 and was shown to be equal to

ZCRxi =
1

2π

√
a2

a0
(5.32)

which in the case of isotropic scattering reduces to

ZCRxi =
v√
2λ

(5.33)

The mobile velocity can then be obtained using the following simple expression:

v = √2λZCRxi (5.34)

The same result can be obtained using the quadrature component of x(t) instead of the in-phase com-
ponent.

Example 5.4 Covariance-Based Method

For the covariance (COV)-based method, consider a process r1(t) = r 2(t) where r (t) is the envelope of
the Rician fading s (t). We can show that for a given time lag τ

E {(r1(t + τ )− r1(t))2} = 2Rr1 (0)− 2Rr1 (τ ) (5.35)

where Rr1 (τ ) = E {r1(t + τ )r1(t)} is the autocorrelation function of process r1(t).
In [7], it was proved that in the presence of isotropic scattering

E {(r1(t + τ )− r1(t))2} � Rr1 (0)

(
2πτt v

λ

)2

(5.36)

where τt is the sample spacing in seconds per sample and Rr1 (0) is the variance of the squared envelope.
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The mobile velocity can therefore be extracted from Equation 5.36 as

v = λ

2πτt

√
2Rr1 (0)− 2Rr1 (τ )

Rr1 (0)
(5.37)

where Rr1 (τ ) is the autocorrelation of the envelope square |s (t)|2 for a given time lag τ .

Example 5.5 Instantaneous Frequency-based Method

The IF of s (t) is defined as [14]

fi,s (t) = 1

2π

dψ(t)

dt
(5.38)

where ψ(t) is the phase of s (t). In Appendix A, we show that the first moment of | fi,s | is

E {| fi,s |} = v√
2λ

I0

(
K

2

)
e
−K

2 (5.39)

where | | stands for the absolute value operator, fi,s is the IF of the multipath component s (t), and K is the
Rice factor. The velocity of a mobile unit can therefore be expressed in terms of the first-order moment of
the absolute value of the IF of the Rician fading component s (t) as

v =
√

2λ I−1
0

(
K

2

)
e

K
2 E {| fi,s |} (5.40)

5.3.2 Examples of Velocity Estimators

The expressions of the velocity in all the above examples are exactly equivalent. If we were to calculate
the velocity using the LCR of the envelope of s (t) (Equation 5.26) or the first-order moment of the IF of
s (t) (Equation 5.40), we would obtain exactly the same result. These exact expressions become estimators
for two main reasons. The most important reason is that, in reality, we do not have access to s (t), and
the scattering distribution is not necessarily isotropic. The exact expressions obtained from exploiting the
statistics of features of s (t) in an isotropic environment become approximate in a nonisotropic environ-
ment, and in the presence of shadowing and additive noise. The second reason is that some parameters
required to compute the exact expression of v must also be approximated. For example, in Equation 5.40,
since exact values for E {| fi,s |} or K are not available, estimated values must be used, resulting in another
source of error.

In the presence of shadowing, additive noise, and nonisotropic scattering, the previous exact expressions
become the following estimators.

Example 5.1 LCR Estimator

From the expression of the velocity in Equation 5.26, we can derive an estimator

v̂LCR = λe√
2π

LCRr (R0) (5.41)

where LCRr (R0) represents the number of level of upcrossings of the envelope of y(t) and where R̂0 =√
2â0, with

â0 = 1

T

∫
T

y2
i (t)dt −

(
1

T

∫
T

yi (t)dt

)2

(5.42)

where yi (t) is the in-phase component of the received signal.
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Example 5.2 ROM Estimator

From the expression of the velocity in Equation 5.30, we can derive an estimator

v̂ROM = 0.6389λROMr (5.43)

where ROMr is the rate of maxima of the envelope of the received signal y(t).

Example 5.3 ZCR Estimator

From the expression of the velocity in Equation 5.34, we can derive the following estimator:

v̂ZCR =
√

2λZCRzi (5.44)

where ZCRzi is the zero crossing rate of zi (t) = yi (t) − ȳi (t), where yi (t) is the in-phase component of
the received signal y(t) and ȳi (t) an estimate of its mean.

Example 5.4 COV-Based Estimator

From the expression of the velocity in Equation 5.37, we can derive the following estimator:

v̂COV = λ

2πτt

√
V

R(0)
(5.45)

where τt is the sample spacing in seconds per sample, R(0) is the variance of the envelope square of the
received signal, and

V = 2(R(0)− R(τ )) (5.46)

Example 5.5 IF-Based Estimator

The IF-based estimator is obtained from Equation 5.40 as

v̂IF = λ
√

2I−1
0

(
K̂

2

)
e

K̂
2 < | f̂i,y(t)| > (5.47)

where

< | f̂i,y(t)| >= 1

T

∫
T

| f̂i,y(t)|dt

is the time average of the IF estimate of the received signal over the duration T of the recorded signal, and
K̂ is the estimated Ricean factor.

All the above-mentioned and other existing estimators exhibit different performances in the presence
of additive noise, shadowing, and nonisotropic scattering. For example, in the presence of shadowing,
the envelope of s (t) is distorted while its IF is not. As a consequence, any estimator based on the IF of the
received signal would be expected to be more robust to shadowing than estimators based on the envelope
of the received signal. The approach for evaluating the performance of velocity estimators is decribed in
the next section.

5.4 Performance Analysis of Velocity Estimators

The examples of the previous section showed that several exact expressions of the velocity of a mobile unit
can be obtained from exploiting different statistics and different features of the Rician component s (t).
In the presence of additive noise, shadowing, and a nonisotropic environment, these exact expressions
are used as velocity estimators with different properties and performances. Any performance analysis
of a velocity estimator should evaluate its behavior in the presence of shadowing, additive noise, and
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nonisotropic scattering. This approach is illustrated below for the IF-based estimator but can be applied
to any other estimator.

5.4.1 Effect of Shadowing

In this section, the effect of shadowing is studied in the absence of additive noise. The model for the
received signal is therefore y(t) = m(t)s (t). We observe that m(t) causes a distortion in the amplitude and
quadrature components of the received signal. Thus, the performance of all velocity estimators that are
based on the statistics of the envelope and quadrature components of the received signal deteriorates in
the presence of shadowing. However, since the presence of shadowing changes only the amplitude of the
received signal [43, p. 203; 62, p. 91], it produces no phase distortion. Hence, the IF of the received signal is
not affected by m(t); i.e., both signals s (t) = r (t) cos(2π fc t+ψ(t)) and y(t) = m(t)r (t) cos(2π fc t+ψ(t))
have the same IF, 1

2π

·
ψ(t). The IF-based estimator is therefore robust to shadowing and to any other

amplitude distortion, such as path loss.

5.4.2 Effect of AWGN and Nonisotropic Scattering

5.4.2.1 Derivation of the Normalized Bias

In this section, the performance of the IF-based estimator is investigated in the presence of additive
white Gaussian noise (AWGN), nonisotropic scattering, and the absence of shadowing. The performance
criterion is the normalized bias of the estimator. Ideally, the variance of the estimator should also be
derived. However, at the time of publication, there is no closed-form expression of the variance. This is
also the case for all existing estimators. The variance will be investigated in the next section using Monte
Carlo simulations.

The normalized bias of estimator v̂IF in Equation 5.47 is defined as

ε(χ , γ , K )= v̂IF

v
− 1

=
√

2λ

v
I−1

0

(
K

2

)
e

K
2 E {| fi,y |} − 1 (5.48)

where γ is the signal-to-noise ratio (SNR) and

E {| fi,y |} = 1

2π

∫ ∞

−∞
| ·ψ | p(

·
ψ) d

·
ψ (5.49)

p(
·

ψ) is given by [54]

p(
·

ψ)= 1

8a

√
2

ab0B
exp

(
b2

1ρ + cB
2B − b0b2ρ

B

)

×
[

(c + 1) I0

(
cB − b2

1ρ

2B

)
+ c I1

(
cB − b2

1ρ

2B

)]
(5.50)

where

ρ = Q2

2b0
(5.51)

with Q2 = 3
2 M2η2

B = b0b2 − b2
1 (5.52a)

a = b2 − 2b1
·

ψ + b0
·

ψ2

2B (5.52b)

c = Q2(b2 − b1
·

ψ)2

4aB2
(5.52c)
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and bn is the nth spectral moment of y0(t) = m(t)x(t) + n(t). y0(t) is the received signal in the absence
of an LOS component.

In the absence of shadowing, m(t) is a constant M. Since both x(t) and n(t) are zero-mean, independent
processes, the nth spectral moment of y0(t) can be written as

bn = (2π)n

∫ ∞

0

( f − fc )n(M2 SX ( f )+ SN( f ))d f

= M2an + (1− (−1)n+1)
N0π

n

4(n + 1)
Bn+1

0 , (5.53)

n ≥ 0

5.4.2.2 Performance in the Presence of AWGN and Isotropic Scattering

In the case of isotropic scattering (χ = 0, Figure 5.5(a)), E {| fi,y |} is given by (Equation 5.A5)

E {| fi,y |} = 1

2π

√
b2

b0
exp
(−ρ

2

)
I0

(
ρ

2

)
(5.54)

The normalized bias of Equation 5.48 can then be written as

ε(0, γ , K ) = λ√
2πv

√
b2

b0
I0

(
ρ

2

)
I−1

0

(
K

2

)
e

K−ρ

2 − 1 (5.55)

where ρ is defined in Equation 5.51. After using Equation 5.18 and Equation 5.53, Equation 5.55 becomes

ε(0, γ , K ) =
√

γ + 1
6 ( λB0

v )2

γ + 1
I0

(
K γ

2(γ + 1)

)
I−1

0

(
K

2

)
e

K
2(γ+1) − 1 (5.56)

Figure 5.6 and Figure 5.7 show the effect of AWGN on the IF-based estimator with respect to γ and v ,
for two different values of K . The bandwidth B0 is assumed to be B0 = 2vmax

λ
= 170 Hz, which allows
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FIGURE 5.6 The normalized bias of the IF-based velocity estimator as a function of SNR for three different MS
velocities, assuming K = 0.
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FIGURE 5.7 The normalized bias of the IF-based velocity estimator as a function of SNR for three different MS
velocities, assuming K = 10.

for velocities up to vmax = 100 km/h at fc = 900 MHz. We observe that for low velocities and low SNR,
the bias is significant. The normalized bias is also seen to increase slightly as K increases. This is also the
case for some existing estimators [7]. However, Appendix C shows that the IF estimator allows for an
improvement in SNR by a factor of 3 ln B0

2 f1
, where f1 is the lower cutoff frequency of the output low-pass

filter at the output of the IF estimator. For typical values, B0 = 170 Hz and f1 = 10 Hz, the improvement
is about 8 dB. This means that the normalized bias of the IF-based estimator for an input SNR of 10 dB
is the same as that of the ZCR method for an input SNR of 18 dB. Thus, even for small velocities, the
IF-based estimator will still exhibit a negligible bias at low SNRs due to the improvement of SNR at the
output of the IF estimator.

5.4.2.3 Performance in the Presence of Nonisotropic Scattering
and in the Absence of AWGN

The effect of the scattering distribution is investigated here in the absence of noise (γ →∞). In this case,
using Equation 5.50, the normalized bias in Equation 5.48 in the absence of additive noise, ε(χ ,∞, K ),
can be computed numerically. Figure 5.8 shows the effect of the scattering distribution on the IF-based
estimator for different values ofχ . Because the estimator in Equation 5.47 was derived in the case of isotropic
scattering, the error in estimating the MS velocity increases as χ increases. Comparing Figure 5.8(a) and
(b), we observe that there is a negligible increase in normalized bias when K increases. This suggests that
ε(χ ,∞, K ) can be approximated by ε(χ ,∞, 0). Using Equation 5.48 and Equation 5.A5, we obtain

ε(χ ,∞, K )� ε(χ ,∞, 0)

=
√

2 q2(χ)− 1 (5.57)

Appendix B shows that the ZCR-based velocity estimator (Equation 5.44) has the same normalized bias
as the IF-based estimator (Equation 5.47) in the presence of nonisotropic scattering. The ZCR-based
velocity estimator is generally more robust than the LCR and covariance-based methods in the presence
of nonisotropic scattering [7]. It then follows that the IF-based velocity estimator also outperforms the
above-mentioned estimators in the presence of nonisotropic scattering.

Copyright © 2005 by CRC Press LLC



0 2 4 6 8 10
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

χ

ε(
χ,

 ∞
, 0

)

(a)

0 2 4 6 8 10
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

χ

ε(
χ,

 ∞
, 1

0)

(b)

FIGURE 5.8 The normalized bias of the IF-based velocity estimator as a function of χ : (a) for K = 0 and v = 40 km/h,
(b) for K = 10 and v = 40 km/h.

In summary, unlike the ZCR, LCR, and COV-based methods, or any method based on the envelope, in-
phase, or quadrature phase of the received signal, the IF-based velocity estimator is robust to shadowing. It
also exhibits superior performance in the presence of AWGN due to the improvement in SNR introduced
by the IF estimator. In the presence of nonisotropic scattering, the IF-based estimator has the same
performance as the ZCR and is generally more robust than LCR and COV-based methods. The effects
of additive noise, nonisotropic scattering, and shadowing combine in a nonlinear way and are easier to
evaluate using simulations. This is the object of the next section.
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5.5 Performance Analysis Using Simulations

In Section 5.4, the performance of the IF-based estimator was evaluated analytically in the case of re-
strictive assumptions. For example, the IF-based estimator was evaluated in terms of the bias introduced
in the presence of additive noise, shadowing, and nonisotropic scattering considered separately. It is also
important to investigate the performance of an estimator when all these effects are present at once, which
is the case in real life. Analytical derivations can, in that case, become intractable, and it is often easier to
use simulations. Also, the IF-based estimator was evaluated in terms of bias only. However, the variance
of an estimator is another important measure of performance. At time of publication, in the case of the
IF-based estimator or any other velocity estimator, there is no closed-form expression for the variance.
In this case, Monte Carlo simulations are used. Finally, the analytical derivations of Section 5.4 assumed
perfect knowledge of the first-order moment of the IF of the received signal and of the Rice factor. A more
accurate performance study would require taking into account the statistics of the estimators used for the
first order of the IF and for the Rice factor. However, the derivations would again become too complex
and simulations are a better alternative.

5.5.1 Simulations of the Received Signal

Using Jakes method for simulating the multipath component of the received signal, the in-phase and
quadrature components of x(t) defined in Equation 5.15 can be modeled as [34]

xi (t)=
N∑

n=1

cos

(
2π fmt cos

(
2πn

N

)
+�n

)
(5.58a)

xq (t)=
N∑

n=1

sin

(
2π fmt cos

(
2πn

N

)
+�n

)
(5.58b)

where N is the number of waves arriving at the MS antenna and �n(n = 1, 2, . . . , N) are assumed to be
i.i.d. uniformly on (0, 2π). The process L (t) of Equation 5.2 is modeled as a zero-mean Gaussian process
with PSD SL (ν) given by

SL (ν) = 2d0σ
2
L

1+ (2πνd0)2
(5.59)

where d0 and σ 2
L are the correlation length and variance of L , respectively. Let νmax denote the maximum

spatial frequency of SL (ν), and D = v T , with T the total duration of the simulated signal. A model for L
is [49]

L (t) =
J −1∑

k=−J

[
2

CD
SL

(
k + 1/2

D

)] 1
2

× cos

(
2π t

T
(k + 1/2)+ θk

)
(5.60)

where θk(k = −J ,−J + 1, . . . , J ) are assumed to be i.i.d. uniformly on (0, 2π), J = Dνmax , and

C = 1

Dσ 2
L

J −1∑
k=−J

SL

(
k + 1/2

D

)
(5.61)

In these simulations, the carrier wavelength is λ= 1/3 ( fc = 900 MHz), and the exponent of the dis-
tance dependence is α= 2. The standard deviation of lognormal shadowing ranges from 6.5 to 8.2 dB
at 900 MHz in urban areas for microcells [47]. Here, the standard deviation and correlation length of
the lognormal shadowing are σL = 8 dB and d0= 50 m, respectively. Parameter P0 is assumed equal
to 1 W.
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FIGURE 5.9 Block diagram of the IF-based MS velocity estimator.

5.5.2 Simulation Results

We consider that only a finite duration of the received signal is observed, and that the IF and moments
of the signal are estimated using a finite duration of the received signal. The performance of the IF-based
estimator is then compared with that of other estimators.

For each value of the MS velocity, the estimator v̂IF in Equation 5.47, is computed by using the approach
illustrated in Figure 5.9. A limiter is used to remove spurious amplitude variations from the received
signal without destroying the information in the phase. It is followed by a bandpass filter of suitable
bandwidth B0, in order to extract the constant-amplitude signal. A value of B0= 170 Hz is chosen for
the system bandwidth. This process is widely used in FM receivers [18, pp. 205–207]. The signal z(t) is a
constant-amplitude frequency-modulated signal and can be expressed as

z(t) = A cos(2π f0t + φ(t))+ no(t) (5.62)

where A is the maximum amplitude at the limiter output and no(t) is the bandpass noise at the output of
the filter. The IF of the signal z(t) can be estimated using [15]

fi,z(t) = 1

2π

zi (t)z′q (t)− z′i (t)zq (t)

z2
i (t)+ z2

q (t)
(5.63)

with zi (t) = A cos(φ(t))+ noi (t) and zq (t) = A sin(φ(t))+ noq (t). In practice, however, this method is
difficult to implement as coherent detectors are needed to recover the in-phase and quadrature components
of z(t). In order to overcome this problem, a balanced discriminator can be deployed to estimate the IF of
z(t) [18, p. 216]. This is the method used in these simulations. The samples of the signal z(t) are passed
through an finite impulse response (FIR) differentiator. The envelope of the output of the differentiator is
proportional to fi,z(t). Therefore, unlike other estimators such as the ZCR estimator, the IF-based estimator
does not require coherent detectors. The Ricean K factor is estimated using the estimator of Equation
5.70 derived in the next section. The IF-based estimator of Equation 5.47 can then be calculated using the
envelope of the estimated IF and the estimated K factor.

The performance of the IF-based estimator in the presence of shadowing and additive noise was com-
pared with that of the ZCR, LCR, ROM, and COV-based methods by computing the average normalized
bias and variance over 100 realizations of the received signal. The sensitivity of the COV-based method
to additive noise can be reduced significantly by choosing a large time lag. However, a large time lag
reduces the accuracy of the estimator itself. Here, the time lag in the COV-based method was chosen to
be 2.5 msec, which according to our simulations gives an accurate estimate of the MS velocity in the ideal
case. In order to limit the delay in obtaining velocity estimates for real-time implementation, we used a
window of 1 sec of the simulated signal to estimate the unknown velocity. As the window length increases,
the bias introduced by estimating E {| fi,y |} using the time average of the estimated IF decreases, and the
delay in obtaining velocity estimates increases.
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FIGURE 5.10 Normalized bias as a function of the MS velocity in the presence of shadowing.

Figure 5.10 shows the effect of shadowing on each of the velocity estimators in the absence of additive
noise and in the case of isotropic scattering. We observe that in the presence of shadowing, the normalized
bias in estimated velocity for the IF-based estimator is negligible compared to the other estimators. This
confirms that the IF-based estimator is robust to shadowing.

Figure 5.11 shows the effect of additive noise in the absence of shadowing, assuming isotropic scattering.
We observe that the IF-based estimator is generally more robust than the other estimators. It exhibits a
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FIGURE 5.11 Normalized bias as a function of the MS velocity in the presence of AWGN for SNR = 10 dB.
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FIGURE 5.12 Normalized bias as a function of the MS velocity in the presence of AWGN, shadowing, and isotroic
scattering for SNR= 10 dB.

smaller bias than the other estimators for small velocities. This is due to the improvement in SNR at the
output of the IF estimator (see Appendix C). As the MS velocity increases, the system bandwidth approaches
the actual Doppler shift, and therefore, the difference between the normalized biases of all the estimators
becomes particularly small. Finally, Figure 5.12 to Figure 5.14 represent the respective normalized bias,
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FIGURE 5.13 Variance as a function of the MS velocity in the presence of AWGN, shadowing, and isotroic scattering
for SNR= 10 dB.
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FIGURE 5.14 Mean square error as a function of the MS velocity in the presence of AWGN, shadowing, and isotropic
scattering for SNR= 10 dB.

the variance, and the mean square error of the above-considered estimators in the presence of additive
noise, shadowing, and isotropic scattering. They indicate that the ROM estimator exhibits slightly lower
variance than the IF-based estimator, but higher bias and mean square error.

5.6 Rice Factor Estimation

5.6.1 Existing Methods

The value of K influences most local power and mobile velocity estimators [7]. It is also a measure of the
severity of the fading, K = 0 being the most severe Rayleigh fading and K =∞ indicating that there is no
fading. Hence, knowledge of the Ricean K factor is a good indicator of the channel quality [25].

Traditional methods for estimating the Ricean K factor are based on measurements of the received
power. In [25], the probability distribution of the measured data is computed and compared to a set of
hypothesis distributions using a suitable goodness-of-fit test. In [46], a maximum likelihood estimate of
K is obtained using an expectation–maximization (EM) algorithm. Both methods have a high degree
of complexity, which makes them relatively time-consuming [24]. A simple and rapid method for K
estimation uses two estimated moments of the received power [24]. The same estimator has been derived
in [66] using an approach based on the covariance of the received power. In [63], the Ricean K factor is
estimated using the first two moments of the envelope of the received signal. However, this method did not
receive much attention, as it did not provide a closed-form expression for K . However, Tepedelenlioĝlu et al.
[64] recently proposed a general class of moment-based estimators for K , which included the estimator of
[63]. They derived the asymptotic variance of each member of the family and showed that the asymptotic
variance of the estimator in [63] is the closest to the Cramer–Rao lower bound. In this section, we present
two explicit and simple estimators for K based on an approximation of the method in [63]. We also show,
using simulations, that one of the proposed estimators has a lower mean square error than the estimator
in [24] and [66].
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5.6.2 Envelope-Based Estimators

The ratio of the first two moments of the envelope, r (t), of the Rician fading is [53]

Er
= E {r }√

E {r 2}
=
√

πe−
K
2

2
√

K + 1

[
(1+ K )I0

(
K

2

)
+ K I1

(
K

2

)]
(5.64)

Using Equation 5.64, K̂ can be obtained by first estimating the first two moments of r (t), and then
solving Equation 5.64 numerically for K . This was the method originally proposed in [63]. However, since
Equation 5.64 does not provide an explicit formula for K , it has not been used as an estimator.

To overcome the aforementioned drawback, we approximate the right side of Equation 5.64, and derive
two explicit estimators for K . We first rewrite Equation 5.64 as

Er = g (K )

K + 1
(5.65)

where g (K ) is defined as

g (K )
=
√

π

2
e−

K
2

√
K + 1

[
(1+ K )I0

(
K

2

)
+ K I1

(
K

2

)]
(5.66)

Figure 5.15 plots g (K ) for K ∈ [0, 100]. It suggests that g (K ) can be well approximated with a low-order
polynomial function g N(K ), where

g N(K ) =
N∑

i=0

piN K i (5.67)

The coefficients piN (i = 0, 1, . . . , N) are computed by fitting g N(K ) to g (K ) in a least squares sense. It
can be shown that for N > 2, piN , i > 2 is of order 10−5. We choose to approximate g (K ) with a linear
and quadratic function, g1(K ) and g2(K ), respectively.
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FIGURE 5.15 g (K ) in Equation 5.66 vs. K . We observe that g (K ) can be well approximated by a low-order
polynomial.
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Replacing g (k) by its linear approximation in Equation 5.65 leads to the following estimator:

K̂1 = Ê r − p01

p11 − Ê r

(5.68)

In Equation 5.68, Ê r is the ratio of the estimated first and second moments of the envelope of the received

signal, i.e., Ê r = R/
√

R2 where, assuming local ergodicity,

Rn = 1

T

∫
T

Rn(t)dt, n = 1, 2

and T is the duration of the observed signal. By fitting g1(K ) to g (K ) in a least squares sense, we find

p01 = 0.7967, p11 = 0.9969 (5.69)

Following the same approach, g (k) is replaced by its quadratic approximation in Equation 5.65, which
leads to the following estimator:

K̂2 =
Ê r − p12 +

√
(Ê r − p12)2 + 4 p22(Ê r − p02)

2p22
(5.70)

where

p02 = 0.8293, p12 = 0.9866, p22 = 0.0005 (5.71)

Parameter Er in Equation 5.64 can be approximated by

Er � Er 1 = p01 + p11 K

K + 1
(5.72)

or

Er � Er 2 = p02 + p12 K + p22 K 2

K + 1
(5.73)

depending on the degree of accuracy required.
Figure 5.16 plots Equation 5.64 and its approximations (Equation 5.72 and Equation 5.73). It verifies

that Er 2 is a better approximation than Er 1.
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FIGURE 5.16 Er vs. K (Equation 5.64) and its approximations (Equation 5.72 and Equation 5.73).
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FIGURE 5.17 The MSE of the (A) estimator in Equation 5.70, (B) estimator in Equation 5.74, and (C) estimator in
Equation 5.68, for different values of the SNR. The estimator in Equation 5.70 outperforms the other estimators for
SNRs larger than 15 dB.
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FIGURE 5.17 (Continued).

5.6.3 Simulation Results

In this section, the performance of the proposed estimators is compared to that of the COV-based estimator
[24], [66]. The performance criterion is the mean square error of the estimators. The COV-based estimator
is defined as [66]

K̂COV =
σ 4

y − c |y|2 (0)+ σ 2
y

√
σ 4

y − c |y|2 (0)

c |y|2 (0)
(5.74)

where c |y|2 (τ ) refers to the covariance of |y(t)|2 and σ 2
y is the power of the received signal.

The mean square error (MSE) of the three estimators was computed over 1000 realizations of the received
signal. Figure 5.17 shows the MSE of the estimators as a function of SNR. We observe that for SNRs larger
than 15 dB, the estimator given by Equation 5.70 is superior to the estimators given by Equation 5.68 and
Equation 5.74.

5.7 Application on Handover Performance

5.7.1 Handover Decision Algorithms

In cellular, microcellular, and picocellular systems, as a vehicule crosses the cell boundary between two BSs,
control has to be transferred from the current BS to the target BS. This process is referred to as handover
or handoff and is generally categorized into soft handoff and hard handoff processes [70, 75]. In hard
handover processes, only one BS is in control of an MS at a given time. Soft handover processes require two
or more BSs to be allocated to a single MS, in order to prevent the received signal power from dropping
below a given threshold level. Soft handover processes are currently specific to CDMA systems where
power control is critical [75]. The aim of this section is to study the effect of a biased velocity estimation
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on the performance of handover decision algorithms. The derivations are done in the case of hard handoff
processes but can also be adapted to soft handoff processes.

Consider an MS traveling from its current base station, BS1, to a target base station, BS2 (Figure 5.18).
The decision to hand off is based on the received signal strength from both base stations. In the absence
of shadowing, fading, and neglecting the effect of additive noise, the received signal envelopes are only
affected by path loss. The path loss is inversely proportional to dα , where d is the distance to the BS and α is
a parameter determined by the environment. At mid-distance from the two BSs, the received strengths are
identical, or equivalently, the difference between the two received strengths is zero. A decision to hand off
from the current BS to the target BS could then be made when the sign of the difference between the two
received strengths changes. However, in the presence of shadowing or fading, the sign can change several
times around the cell boundary, which could result in a large number of unnecessary handovers. This is
called the ping-pong effect. The effects of fast fading are significantly reduced through time-averaging the
received signals over a window of size L . In [62], it was recommended that the window size corresponds
to a distance of 40λ, hence to a period of time T = 40λ/v . Assuming the signal strengths are measured
every Ts seconds, the time averaging should occur over L = [ 40λ

v Ts
] samples, where [x] ≤ x < [x] + 1.

The window size is therefore velocity dependent and is smaller for higher velocities than for smaller
velocities.

5.7.2 Effect of an Error in Velocity Estimation on the System’s
Quality of Service

The quality of service of a system requires that the probability of a call being dropped must be less than
pout , where pout is referred to as outage probability. Here we investigate how an error in velocity estimation
δv would impact the probability of lost calls.

Every sampling time Ts , the MS of Figure 5.18 records measurements of the received signal strengths
from BS1 and BS2 and computes a time average of the two received signal envelopes based on current and
past measurements. Let y1(k) and y2(k) be the kth sample of the time-averaged signals from BS1 and
BS2, respectively. Assuming a measurement time k ≥ L , y1(k) and y2(k) can be expressed as

yi (k) = 1

L

k∑
j=k−L+1

yi ( j ), i = {1, 2} (5.75)

where yi ( j ) is the signal strength received from BSi at time j .
An error, δv , in velocity estimation leads to the choice of a temporal window

L ′ =
[

40λ

(v + δv)Ts

]
= L + δL (5.76)

BS1 BS2

MS

D

d

FIGURE 5.18 We consider an MS traveling from its current base station, BS1, toward a target base station, BS2.
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where δL is a positive integer when δv is negative and a negative integer when δv is positive. It follows that
the averaged signal strengths in Equation 5.75 become

′yi (k) = 1

L + δL

k∑
j=k−L−δL+1

yi ( j ), i = {1, 2} (5.77)

Assuming an error δL such that δL/L << 1, Equation 5.77 can be written as

′yi (k)= 1

L

(
1− δL

L

)[
Lyi (k)+

k−L∑
j=k−L−δL+1

yi ( j )

]
(5.78)

δL ≥ 0 (5.79)

′yi (k)= 1

L

(
1− δL

L

)[
Lyi (k)−

k−L−δL∑
j=k−L+1

yi ( j )

]
(5.80)

δL < 0 (5.81)

where yi (k), i = {1, 2}, is defined in Equation 5.75. An error δL in window size leads to an error δei in
average signal strength, where δei is defined as

δei (k)=′yi (k)−yi (k) (5.82)

= 1

L

k−L∑
k−L−δL+1

yi ( j )− δL

L 2

[
Lyi (k)+

k−L∑
k−L−δL+1

yi ( j )

]
(5.83)

δL ≥ 0 (5.84)

δei (k)=− 1

L

k−L−δL∑
j=k−L+1

yi ( j )− δL

L 2

[
Lyi (k)−

k−L−δL∑
j=k−L+1

yi ( j )

]
(5.85)

δL < 0 (5.86)

where i = {1, 2}.
It is assumed, in handover decision algorithm design, that the process of time averaging has smoothed

the effect of fast fading but not that of shadowing [51]. As a consequence, merely handing over from BS1
toward BS2 and back to BS1 when the difference y1(k)−y2(k) changes sign would still result in a high
number of unnecessary handovers. A more appropriate handover decision algorithm consists of handing
over from BS1 toward BS2 when y1(k)−y2(k) < −h, and back to BS1 when y1(k)−y2(k) > h,
where h is a hysteresis value determined by the system and by the environment (see Figure 5.19) [70]. The
choice of h can be critical in terms of minimizing two conflicting criteria. If h is too small, shadowing is
still dominant, resulting in a high number of unnecessary handovers. If h is too large, the handover process
is delayed and a call could be lost.

A call is lost when the base station is BS1 and y1(k) drops below a given threshold th determined
by the sensitivity of the receiver, or similarly, when the base station is BS2 and y2(k) is below th. The
probability of a call being dropped at time k is then [70]

pLC(k) = prob(BS1(k)&y1(k) < th)+ prob(BS2(k)&y2(k) < th) (5.87)

If an error δv occurs in the estimation of the velocity, a decision to hand off from BS1 toward BS2
would now be made when ′y1(k) − ′y2(k) < −h, and back to BS1 when ′y1(k) − ′y2(k) > h.
Equivalently, a hand off toward BS2 would occur when y1(k) − y2(k) < −h + δh, and back to BS1
when y1(k)−y2(k) > h + δh, where δh= δe1(k)− δe2(k). This could be interpreted as the decision
to hand off in a system where the mobile velocity is known or is estimated in a very accurate way, but
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FIGURE 5.19 A handover is processed toward BS2 when y1(k)−y2(k) < −h, and back to BS1 when y1(k)−
y2(k) > h, where h is a hysteresis value determined by the system and by the environment.

where two distinct hysteresis values, h1= − h + δh and h2= h + δh, are used for handing over from
BS1 to BS2 and from BS2 to BS1, respectively, where h1 �= h2. It is assumed that the hysteresis value h
was optimized so that the probability of lost calls resulting from a delay in handover is below the outage
probability of the communications system. However, in the presence of an error in velocity estimation, if
δh is negative, a delay in handing over from BS1 to BS2 occurs, and if δh is positive, a delay in handing over
back to BS1 occurs. Either way, a delay in handover occurs, and depending on the value of δh, this delay
could contribute to increasing the probability of losing a call. There is another way an error in velocity
estimation can contribute to an increase in the probability of lost calls. Because of the error in velocity
estimation, the probability of losing a call at time k is now

pLC(k) = prob(BS1(k)&y1(k) < th − δe1(k))+ prob(BS2(k)&y2(k) < th − δe2(k)) (5.88)

Equation 5.88 can be interpreted as the probability of lost calls in a system where the mobile velocity is
known or is estimated in a very accurate way, but where the sensitivity of the receiver is different. If δe1(k)
and δe2(k) are positive, the receiver can be considered as having better sensitivity. However, if either δe1(k)
or δe2(k) is negative, the sensitivity of the receiver could be considered worse, which could contribute to an
increase in the probability of lost calls. In [29], it was found that an increase of 20% in velocity estimation
error results in the probability of lost calls increasing by 50%.

5.8 Conclusions and Perspectives

This chapter outlined the principles and methods of velocity estimation, provided examples of velocity
estimators, and gave a framework for analyzing the performance of velocity estimators. It also discussed
the implications of erroneous velocity estimation on the wireless telecommunications systems and, more
specifically, in the context of handover algorithm design. It was found that an error in velocity estimation
could significantly deteriorate the quality of service of the system in terms of probability of dropped
calls. The CDMA 2000 system is currently being implemented in Australia. Although the service provider,
TELSTRA, sets the standards to be met by mobile phone manufacturers, it has no control over which or
even if a velocity estimator is to be used by the telephone hand set manufacturer. As a result, two mobile
phone sets from different manufacturers used at the same location can have different performances. This
suggests the need, in the future, for more control over which standards are to be used by mobile phone
manufacturers.
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Appendix A: Derivation of Equation 5.39

In this appendix, we derive the first moment of the envelope of | fi,s |. Using Equation 5.38, the expected
value of | fi,y | can be written as

E {| fi,y |} = 1

2π

∫ ∞

0

∫ π

−π

∫ ∞

−∞

∫ ∞

−∞
| ·ψ | p(r, ψ, ṙ ,

·
ψ) d

·
ψ dṙ dψ dr (5.A1)

where p(r, ψ, ṙ ,
·

ψ) is the joint pdf of r , ψ , ṙ ,
·

ψ . In the case of isotropic scattering, the joint pdf is given
by [54]

p1(r, ψ, ṙ ,
·

ψ)= r 2

4π2b0b2

× exp

(−1

2b0
(r 2 − 2Qr cos ψ + Q2)

)

× exp

(−1

2b2
(ṙ 2 + r 2 ·ψ2)

)
(5.A2)

Substituting Equation 5.A2 into Equation 5.A1, and since p1(r, ψ, ṙ ,
·

ψ) is an even function of
·

ψ ,
Equation 5.A1 can now be written as

E {| fi,y |} = 1

π

∫ ∞

0

∫ π

−π

∫ ∞

−∞

∫ ∞

0

·
ψ p1(r, ψ, ṙ ,

·
ψ) d

·
ψ dṙ dψ dr (5.A3)

Using the following identities [23],∫ ∞

−∞
exp

(−1

2b2
ṙ 2

)
dṙ =

√
2πb2 (5.A4a)

∫ ∞

0

·
ψ exp

(−1

2b2
r 2 ·ψ2

)
d
·

ψ = b2r−2 (5.A4b)

∫ π

−π

exp

(
1

b0
Qr cos ψ

)
dψ = 2π I0

(
Q

b0
r

)
(5.A4c)

∫ ∞

0

exp(−μ2x2) I0(νx)dx =
√

π

2μ
exp

(
ν2

8μ2

)
I0

(
ν2

8μ2

)
(5.A4d)

in Equation 5.A3, we obtain

E {| fi,y |} = 1

2π

√
b2

b0
exp
(−ρ

2

)
I0

(
ρ

2

)
(5.A5)

where ρ= Q2

2b0
. In the absence of noise (γ →∞) and in the presence of isotropic scattering, b0 and b2 are

equal to a0 and 2π2 f 2
ma0, respectively, and since K = η2

2σ 2 , Equation 5.A5 becomes Equation 5.39.

Appendix B: Effect of the Scattering Distribution
on the ZCR Method

In this appendix, we study the effect of nonisotropic scattering on the estimator in Equation 5.44, in the
absence of shadowing and additive noise. In this case, ZCRxi in Equation 5.44 is given by Equation 5.32.
From Equation 5.53, in the absence of shadowing and additive noise, b0 and b2 become M2a0 and M2a2,
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respectively. In this case, Equation 5.44 reduces to

NZCR = v

λ

√
q2(χ) (5.B1)

It follows that the normalized bias for the ZCR-based velocity estimator is derived as

ε(χ ,∞, K ) =
√

2q2(χ)− 1 (5.B2)

which is the same as Equation 5.57. Equation 5.B2 proves that both ZCR and IF-based estimators have the
same performances in the presence of nonisotropic scattering.

Appendix C: SNR Improvement in the IF Estimator

In this appendix, we prove that the IF estimator improves the SNR. If we assume that the power of the
noise at the input of the IF estimator is N0 B0, the SNR at the input of the IF estimator is derived as

γR =
(

S

N

)
R

= A2

2N0 B0
(5.C1)

Based on the results in [18, Section 10.3], when γR is more than a threshold level3, the signal yout(t) at the
output of the IF estimator, can be expressed as

yout(t) = fi,y(t) = fi,s (t)+ ξ(t)

where ξ(t) represents the IF noise. The PSD of the IF noise is given by [18, p. 414]

Sξ ( f ) = N0 f 2

A2

∏(
f

B0

)

where
∏

( . ) represents the rectangular pulse function. Thus, the power of the IF noise in the frequency
band ( f1, B0

2 ) can then be computed as

ND = 2

∫ B0
2

f1

Sξ ( f )d f = 2N0

3A2

(
B3

0

8
− f 3

1

)

The power of fi (t) in the frequency band ( f1, B0

2 ) can also be computed as [43, p. 256]

SD =
(

1

4π2

)
2

∫ B0
2

f1

Sφ( f )d f = B2
0

8
ln

B0

2 f1

Therefore, assuming f1 << B0, the SNR at the output of the IF estimator can be derived as

γD =
(

S

N

)
D

� 3γR ln
B0

2 f1
(5.C2)

It follows from Equation 5.C2 that the IF estimator improves the SNR by a factor 3 ln B0

2 f1
.

3This threshold is found to occur in the vicinity of 10-dB input SNR and varies in the approximate range of 6 to 13
dB [67, p. 458].
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[6] M.D. Austin and G.L. Stüber. Eigen-based doppler estimation for differentially coherent CPM. IEEE
Trans. Veh. Technol., 43, 781–785, 1994.
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Abstract

Adaptive signaling, where transmission parameters are adjusted based on information about the cur-
rent state of the channel, has the capability to significantly increase the throughput of wireless com-
munication systems. Such adaptation can take many forms (power, code rate, modulation, etc.) and
can be performed at many different timescales, depending on the system capabilities and the rate at
which the channel state varies. After a general introduction to the adaptive signaling methodology, this
chapter focuses on symbol-by-symbol adaptation of coded modulation in response to measurements
of the multipath fading. In such systems, there are two key design decisions: (1) choosing the struc-
ture of the coded modulation on which adaptation will be performed, and (2) deciding how to adapt
that structure based on available measurements. These two design problems are discussed in detail for
systems where the transmitter and receiver each have a single antenna. Extensions to systems with mul-
tiple antennas at the transmitter or receiver, which is a problem of great current interest in the research
community, are also discussed. Performance results confirm the significant gains achievable through
adaptation of the coded modulation in wireless systems, and future directions in this important area are
discussed.
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6.1 Introduction

The main goal of modern communications systems is to make universal high-speed access to information
a reality. Under nearly any realizable scenario, the end user in such a system is free of tethers, thus making
robust high-speed data transfer across the wireless channel a topic of extreme importance. However, the
wireless channel presents a number of challenges. In particular, the wireless signal experiences [57]: (1) path
loss — the signal attenuates with distance from the transmitter; (2) shadowing — large objects between
the transmitter and receiver can obstruct the radio signal; and (3) multipath fading — reflections from
objects in the environment can add constructively or destructively at the receiver. Since all three of these
effects change with time or position, they cannot be known at the time that the system is designed. Thus, if
no form of adaptation is performed while the system is operating, the system must be designed to in some
sense deal with the worst case, which can be very expensive in terms of system resources. For example,
if all users in a cellular system have to assume worst-case path loss and shadowing (e.g., behind a large
building at the very edge of the cell) regardless of their location, they will transmit at maximum power,
thus maximizing battery usage and the interference to other users. Therefore, wireless system adaptation
has been a topic of critical interest in recent years.

Wireless link adaptation can be defined as shown in Figure 6.1: any altering of the parameters at the
transmitter based on information about the current link state. Note that link state will be defined very
generally; in particular, in addition to wireless channel conditions (path loss, shadowing, multipath fading),
user data requirements will be included in the definition. Methods of adaptation can be classified by the
type of adaptation performed (power, code rate, modulation, etc.) and the timescale of that adaptation.

The timescale of the adaptation depends on the link state phenomena for which measurements are
provided to the adaptation algorithm. User data rate requirements, path loss, and shadowing change
at a timescale that is long relative to the symbol rate. This makes measurements of such phenomena
relatively robust [28, 66], particularly at high signal-to-noise ratios (SNRs), and has resulted in widespread
penetration into current and pending systems of slow adaptations, such as power control [47, 68, 70] and
data rate adaptation through variable spreading, code rate, or code aggregation [48]. Thus, throughout
this chapter, it will be largely assumed that the measurements of the path loss and shadowing are accurate
and known at both the transmitter and receiver, thus yielding a wireless system with a known given average
received signal power but experiencing variable multipath fading.

Multipath fading is caused by the arrival at the receiver of many signal reflections, the superposition
of which causes the instantaneous received signal power to vary widely [57, Chapter 4], as described in
Section 6.2 below. Since significant nulls can occur, this signal fading is one of the most difficult problems to
deal with in wireless communications systems. In particular, when the received power drops too low, a burst
of bit errors can occur, and such bursts tend to dominate the error probability — even if the occurrence
of such system power drops is relatively unlikely. This results in a significantly higher required average
received SNR for a given level of performance relative to systems operating over additive white Gaussian

FIGURE 6.1 General adaptation framework: The transmitter sets parameters based on X̂ , which contains information
about the channel state, while forming the transmitted signal s (t) from the information bit sequence (bi ). Note that
X̂ can take many forms: path loss/shadowing estimates [47, 68, 70], number of errors corrected in previous packets
[54, 55], explicit multipath fading estimates [31, 32], etc.
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FIGURE 6.2 The binary erasure channel [16, p. 188] to represent a discrete-valued fading channel with channel state
information available at the receiver.

noise (AWGN) channels [53, p. 820]. However, unlike the effects of path loss and shadowing, which vary
slowly and thus limit the ability of the system designer to average their effects over time, multipath fading
varies relatively rapidly with time, position, and frequency. Thus, in many scenarios, well-designed systems
achieve diversity, allowing them to average effectively over the effects of the multipath fading and thus
significantly reduce its impact [53, p. 821] — even if there is no channel knowledge at the transmitter.
For many systems, such nonadaptive solutions come at the cost of system latency or complexity, which
motivates the consideration of transmission schemes that employ measurements of the multipath fading
values.

Since this chapter will largely focus on the design of techniques for adaptation based on measurements
of the multipath fading, it is important to understand the applicability of such adaptation. Thus, the gains
from having knowledge of the channel at the transmitter will be a key topic discussed, and as motivated
in the previous paragraph, it is often a question of the system complexity and latency allowable. To make
this more concrete, consider the simple information theoretic example drawn from [16, p. 188], which
is shown in Figure 6.2. First, to see how this represents a fading channel, consider a binary transmission
system for which there are essentially no errors when the signal is transmitted over an AWGN channel
(i.e., no fading); a simple example is coherently detected binary phase-shift keying (BPSK) with a relatively
high SNR [53, p. 820]. Now assume that a BPSK system is operating over a discrete-valued fading channel
described as follows. First, the state of the channel is independent for separate channel uses, which implies
that a deep interleaver [53, p. 467] is employed. For a given channel use:

1. With probability p, the transmitted signal is multiplied by zero (hence disappears).
2. With probability 1 − p, the transmitted signal is multiplied by α = 1

1−p (hence amplified, which
keeps the average received SNR identical to the AWGN case).

Assuming that channel state information (CSI), which throughout this paper will be the value of the
multiplicative factor (in this case 0 or α), is available at the receiver, this yields the model shown in Figure 6.2.
Consider signaling over the channel shown in Figure 6.2 with and without channel state information at the
transmitter. With CSI at the transmitter, transmission is halted when α = 0 and a single bit is transmitted
whenever α = 1

1−p . Thus, with a very simple receiver identical to that for the BPSK system operating over
the AWGN channel, the system reliably transmits 1− p information bits per channel use. Next consider the
case where there does not exist channel state information at the transmitter. Using information theoretic
results [16, p. 188], the capacity of the channel without transmitter CSI is still 1− p information bits per
channel use, but now it requires very long code words and the typical sequence decoding employed for the
achievability statement of Shannon’s capacity [59]. This simple example captures the key idea to adaptive
signaling in response to the multipath fading in many cases — it will often not make sense from a Shannon
capacity, but it can greatly simplify system design in practical systems [30].

Thus, adaptation in response to transmitter knowledge of the multipath fading has the promise of greatly
simplifying the system design or, for a fixed system complexity, has the promise of greatly improving system
performance (such as average data rate) [31, 32]. However, it is the very property that makes adaptation
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fruitful that also complicates its implementation; in particular, adaptation can be exploited because of
the time-varying nature of user needs, path loss, shadowing, and multipath fading. But this time-varying
nature makes that adaptation difficult; in particular, although changes in user needs and path loss generally
happen over a long enough timescale that they can be reliably estimated, the time-varying nature of the
shadowing [66] and the multipath fading [24, 27] make channel measurements outdated by the time
that they are ready to be used. In other words, the channel has changed since the measurements were
performed, and thus the utility of such measurements in representing the current state of the channel
can be questioned. This will be particularly exacerbated, of course, in systems that seek to adapt to the
multipath fading [48].

The consideration of the design of signaling schemes that employ inherently outdated or noisy measure-
ments is best done by carefully considering the channel characteristics conditioned on the measurements
available. Naturally, if the support of the probability density function of the conditional channel given
the measurements is very narrow, indicating that the system is fairly certain of the channel value, one can
design coded modulation structures and rules for adapting those structures based on the assumption that
the channel is fully known [31, 32] and suffer only mild degradations. However, such schemes can be very
sensitive, even if the probability density function only shows a little spread around the estimated value
[24, 27]. In such cases, not only must the rules of adaptation consider such spread, but it often will affect
the types of coding and modulation structures that are effective, as demonstrated in Section 6.3.3.

This chapter is organized as follows. In Section 6.2, the system model that will be used throughout this
work is presented. Section 6.3 provides a detailed derivation of the key issues in adaptive signaling using
the simplest case of a system where there is only a single antenna employed at each the transmitter and
receiver. Section 6.4 discusses recent extensions of these results to systems with multiple antennas at the
transmitter and receiver, and Section 6.5 presents conclusions and avenues for future work in the field.

6.2 Adaptive System Model

6.2.1 Model for a Wireless Link

The transmitted signal in a wireless communications system is affected by three factors: path loss, shad-
owing, and multipath fading. In complex baseband notation [53], the signal r (t) that is received when the
signal s (t) is transmitted can be written as

r (t) = L (t)X(t)s (t)+ n(t) (6.1)

where L (t) is a real-valued random process that represents the combined effect of the path loss and
shadowing, X(t) is a complex random process representing the effect of the multipath fading, and n(t)
is a stationary complex Gaussian random process with (two-sided) power spectral density SN( f ) = N0

2 ,
representing additive noise. In Equation 6.1, the fading has been assumed to be frequency-non-selective
[53, p. 816]; this is appropriate for a narrowband single-carrier system or a single subcarrier of a wideband
orthogonal frequency division multiplexing (OFDM) system [6, 71]. Extensions of the concepts presented
in this chapter to frequency-selective channels are conceptually straightforward, although such channels
offer inherent natural diversity with little system latency, and hence often reduce the gain available through
adaptive signaling.

Understanding the characteristics of the processes L (t) and X(t) in Equation 6.1 is crucial in determining
methods of adaptation based on such. The random process L (t) is caused by path loss, which is determined
by the distance the receiver is from the transmitter, and shadowing, which is determined by the existence
of large objects between the transmitter and receiver. For a stationary user, the path loss and shadowing
are generally modeled as constant, despite the fact that it could be argued that the movement of large
objects can affect the shadowing. For a user in motion, the shadowing will be the more variable of the
two effects, and the distance over which it is highly correlated can be roughly modeled as 100 m in a
macrocellular suburban environment [35]. For a user at walking speed (say, 2 m/sec), this implies that the
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shadowing correlation time is on the order of 50 sec; for a user in a vehicle (say, 88 km/h), this implies
that the shadowing correlation time is on the order of 4 sec. This suggests that it is quite plausible to make
estimates of the path loss and shadowing and to employ such in wireless communications systems. In fact,
this is very often done in current and next-generation cellular system implementations [48]. Also, since
L (t) varies at a relatively long timescale, it will be assumed throughout the remainder of this chapter that
it is measured accurately and known at the transmitter and receiver.

In contrast, consider the random process X(t), which represents the multipath fading. In a wireless
environment, the signal s (t) is reflected to the receiver from many objects. Because the propagation
distance is different for each of these reflections, the reflected signals will arrive at slightly different times
at the receiver. For a narrowband system, which has a relatively long symbol interval, there will not be
appreciable intersymbol interference (ISI) [53, p. 817]. However, because of the large carrier frequencies
typically employed in modern wireless communications systems, even a small difference in arrival times for
two paths can result in a large phase difference between those paths. For example, a path-length difference
of only 1 ft results in the signal being delayed by 1 nsec, which causes a full 2π rotation in phase when the
carrier frequency is 1 GHz. Hence, the phase of any given arriving path is generally modeled as uniformly
distributed. Since the process X(t) is caused by the sum of very many roughly independent paths, projected
onto each of the in-phase (real) and quadrature (imaginary) components, the central limit theorem [52,
p. 214] motivates its modeling as a complex Gaussian random process [3].

By considering the genesis of the multipath fading as described above, it is easy to observe that the
phase of a given path will change greatly for each movement of the reflecting object, the receiver, or the
transmitter by one wavelength. Hence, even with only walking speed mobility (say, 2 m/sec), a system
with a 1-GHz carrier will yield a process X(t) that changes independently six times per second (or, as
commonly stated, with a 6-Hz Doppler frequency) [51, 56], which makes adaptation challenging, since
feedback of the channel characteristics provided to the transmitter at some delay must accurately model
the current channel fading for adaptation to be effective. Note that this problem will be exacerbated at
higher mobilities and higher carrier frequencies.

Mathematically, X(t) = X R(t)+ j X I (t) will be assumed to be a zero-mean stationary Gaussian random
process with an autocorrelation function of the real part X R(t) (or imaginary part X I (t)) defined as

RX (τ ) = E [X R(t)X R(t + τ )] = E [X I X I (t + τ )]

and the real part X R(t) and imaginary part X I (t) will be assumed to be independent of one another. The
zero-mean assumption implies that a line-of-sight path is not present, which corresponds to the most
pessimistic case — Rayleigh fading. Throughout this chapter, the popular Jakes model [41] will generally
be adopted, which is characterized by RX (τ ) = J 0(2π fdτ ), where J 0(·) is the zero-order Bessel function
of the first kind and fd is the Doppler frequency, which is defined as the number of wavelengths of motion
of an object per second. It will be assumed that although the Doppler frequency might be large, it will not
approach the symbol rate, and thus the channel X(t) can be assumed to be constant over the support of a
single signaling pulse p(t), which is termed the slowly fading assumption in most digital communications
texts [53, p. 816]. We hasten to emphasize, however, that the use of the word slow in this context is
with reference to the symbol interval — not the amount of time between channel estimation and signal
transmission, where even such “slow” multipath fading can have a significant effect.

6.2.2 Adaptation in Response to Path Loss/Shadowing

There are many forms of adaptation currently employed in response to path loss/shadowing in wireless
communications systems. In fact, even the base station selection process, where a mobile generally decides
to associate with the base station from which it sees the largest average received signal strength, can be
viewed as a form of adaptation. Such adaptations will be called “slow” adaptations throughout this work,
and they will be characterized by schemes that adapt the transmitter at an interval on the order of (at least)
many (hundreds of) symbols. A good tutorial on slow adaptations, particularly in current standards, is
provided in [48].
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First, consider wireless system adaptations that adapt depending on user needs. In particular, one of the
key features of third-generation cellular systems is supporting users with high data rates. This is often done
by simply allocating more of the time/bandwidth/code space to the users. For example, in Enhanced Data
Rates for GSM Evolution (EDGE) systems, which are built on a time-division multiple-access (TDMA)
framework, users with high data rate needs are allocated more time slots. In the code-division multiple-
access (CDMA)-based IS-95 Revision B, high data rate users are allocated multiple spreading codes, which
is termed “code aggregation” [48].

Next, consider adaptations based on the current channel conditions for a given user. In fixed-rate
systems, such as first- and second-generation cellular telephone systems, where the rate of the vocoder
is generally fixed, the key is to adapt the system such that acceptable performance is maintained at this
fixed rate. The transmission technology and channel assumptions fix a minimum average received SNR
γ0 required for acceptable operation — the goal of adaptation is to maintain γ0, which can be done by
adapting the transmitted power in response to measurements of the path loss and shadowing. Methods of
performing such adaptation include channel inversion, where the transmitted power is set proportional to
the channel loss, and truncated channel inversion (e.g., [17, 66]). Truncated channel inversion is defined
by a threshold L 0, which breaks the policy into two cases:

1. L (t0) ≥ L 0: The transmitted power is set to γ0/L (t0), which results in an average received SNR of
γ0.

2. L (t0) < L 0: The transmitted power is set to zero, which results in an outage.

Using this policy, the required average received SNR (and no more) is obtained whenever possible, but
excessive power is not wasted by inverting the channel when there are large losses on the channel.

Outside of current standards, the setting of the rate (coding, modulation, spreading factor) of the system
to the current average received SNR has clearly emerged as a critical topic. In particular, turbo codes [4]
and low-density parity-check (LDPC) codes [23, 46] are approaching channel capacities on a variety of
channels. Thus, assuming enough receiver complexity for the decoding of such codes and enough latency
to allow perfect interleaving of the coded symbols, the rate of nearly error-free systems should approach
the Shannon capacity [59] of the independent and identically distributed (IID) discrete-time Rayleigh
fading channel, defined by:

Yi = αi Xi + ni

where Yi is the received sequence, αi is the IID sequence of Rayleigh channel fading values, Xi is the
transmitted sequence, and ni is the noise sequence. The Shannon capacity for such a channel without CSI
at the transmitter is shown as the lower curve in Figure 6.3, where the SNR on the horizontal axis is the
average received SNR (i.e., the SNR after the path loss and lognormal shadowing are considered). The only
requirement for the highly efficient operation of such as system is the knowledge of this average received
SNR at the transmitter so that the rate of the transmitter can be set appropriately, and this can be obtained
by feedback of the path loss and shadowing. We emphasize that approaching the curves in Figure 6.3 still
requires high decoding complexity and significant latency, which motivate whether adaptation with the
additional knowledge of the values of the multipath fading can improve on the performance in Figure 6.3
in terms of performance vs. system complexity.

6.2.3 Analytic Model for Fine-Scale Adaptation

The main portion of this chapter will be dedicated to the design and analysis of adaptive systems that
use explicit measurements of the multipath fading to perform system adaptation. This is a topic that was
considered in the 1970s [11, 37, 38] and then became popular again in the early 1990s (e.g., [1, 6, 14, 29,
30, 65]).

A block diagram of the typically-employed system is shown in Figure 6.4. Given the model shown in
Figure 6.4 and channel model given in Section 6.2.1, the key to designing adaptive signaling systems is
considering signaling for the conditional channel for the symbol of interest (call it sk) given the outdated
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FIGURE 6.3 The Shannon capacity of an independent and identically distributed Rayleigh fading channel, assuming
(1) perfect CSI available only at the receiver, and (2) perfect CSI available at both the transmitter and receiver [30].
Note that the gain in Shannon capacity resulting from having perfect CSI available only at the transmitter is only slight,
as discussed in Section 6.3.1.

measurement X̂ = (X̂(t−τ1), X̂(t−τ2), . . . , X̂(t−τN))T . It will be assumed that a measurement X̂(t−τi )
is equal to the true value X(t−τi ) plus additive Gaussian noise of variance σ 2

ε = 1
E p
N0

in each of the in-phase

and quadrature components. For example, such would be the case in an adaptive system employing pilot
symbol assisted modulation (PSAM) [12] with a pilot symbol energy of E p [7, 25].

Note that the model in Figure 6.4 captures the critical issue of delay in the feedback path from the
receiver to the transmitter, since the most recent estimate is assumed to have been made τ1 seconds ago.
In other words, the “outdated” nature of the estimates takes into account this key implementation issue
in adaptive communications systems.

Denoting Y as the magnitude of the fading that multiplies sk in the matched filter output for the kth

symbol and using the fact that linear functionals of a Gaussian random process are jointly Gaussian, Y is
Rician when conditioned on the vector X̂ , with probability density function [25]

pY |X̂ (y|x)= y

σ 2
e−

y2+s 2

2σ2 I0

( ys

σ 2

)
, y ≥ 0 (6.2)

FIGURE 6.4 A block diagram of the system, where (bi ) is the sequence of information bits to be transmitted across
the channel, s (t) =∑∞

k=−∞ sk p(t − kTs ) is the transmitted signal, r (t) is the received signal, n(t) is additive white

Gaussian noise, X̂ is the vector of outdated channel measurements, and (b̂i ) is the sequence of information bit estimates
output from the receiver.
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where I0(·) is the zero-order modified Bessel function. Using the assumption that X(t) can be assumed con-
stant over the support of p(t) and normalizing the fading such that E [(X R(kTs ))2] = E [(X I (kTs ))2] = 1
(note that this simplification will make the average received energy twice that provided by simply the path
loss and shadowing, which will be accounted for below), the noncentrality parameter in Equation 6.2 is
given by

s 2 = (ρT
(
�X + σ 2

ε IN

)−1
x R

)2 + (ρT
(
�X + σ 2

ε IN

)−1
x I

)2
(6.3)

where IN is an N by N identity matrix. The (m, n)th element of �X , the N by N autocorrelation matrix of
the in-phase component of X̂ when the channel estimates are noiseless, is given by RX (τN−m+1− τN−n+1),
and the correlation vector of the in-phase component of X̂ with the in-phase component of the fading of
interest is given by ρ, where ρi = RX (τN−i+1). The parameter σ 2 in Equation 6.2 is the mean square error
of a minimum mean square error (MMSE) estimator [72, p. 54] of the in-phase (or quadrature) fading of
interest, and is given by

σ 2 = 1− ρT (�X + σ 2
ε IN)−1ρ (6.4)

Understanding the Rician density in Equation 6.2 and the expression for the Rician noncentrality
parameter s in Equation 6.3 is key to designing effective adaptive coded modulation schemes. In particular,
for s = 0, the Rician probability density function in Equation 6.2 is equivalent to a Rayleigh probability
density function, indicating that coded modulation structures designed for Rayleigh fading channels are
pertinent for application when s is small; likewise, as s →∞, the (properly normalized) Rician density
function approaches a delta function, thus indicating that the effective channel approaches an AWGN
channel. Since coded modulation schemes for Rayleigh fading channels differ greatly from AWGN schemes,
the interpretation of Equation 6.3 is used extensively in the design of structures, as demonstrated in
Section 6.3.3.

There is one limitation to directly employing the result in Equation 6.2. In particular, it presumes that
the autocorrelation function RX (τ ) of the random process X(t) is known at the transmitter; however, this
autocorrelation function can vary greatly in wireless systems [51, p. 88–89]. Thus, it must generally be
estimated [18, 19], either implicitly or explicitly, or uncertainties in it must be worked into system design
[24, 27]. To address both possibilities in one framework, the autocorrelation function will be assumed to
lie in some uncertainty classR, which matches the approach taken in [27] directly. If it can be accurately
estimated through techniques as described in [18, 19], this class can be shrunk accordingly (in the limit to
a single autocorrelation function).

Thus, given the model for the system measurements and the measurements of the autocorrelation
function, one should be able to ascertain (1) how much predictor error σ 2 will generally be in the system, and
(2) what is the uncertainty classR over which some sort of robustness will be maintained. Understanding
both of these for a given system configuration will be the key to understanding the design of the coded
modulation. In particular, the former will allow the choice of the coded modulation structure, while the
latter will allow one to design on that structure.

6.3 Adaptivity in Single-Input Single-Output Systems

6.3.1 Information Theoretic Bounds

Before considering the derivation of practical signaling schemes that adapt to the multipath fading, it is
instructive to consider the improvement in Shannon capacity that is available when CSI is made available
to the transmitter. Assume that the sequence of zero-mean complex Gaussian channel fading coefficients
affecting the transmitted symbols forms an IID sequence; in other words, an IID Rayleigh fading channel is
assumed. If the criterion is to maximize the average data rate under an average power constraint, Goldsmith
[30] has demonstrated that the information theoretic capacity when perfect CSI is available at both the
transmitter and receiver is achieved with variable-power Gaussian codebooks, where the power depends
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on the current value of the channel fading. A comparison of the Shannon capacity when perfect CSI is
available at both the transmitter and receiver with the capacity when CSI is available only at the receiver
is shown in Figure 6.3. Note that, somewhat surprisingly, the gain in channel capacity is only slight.
However, as with the example of the erasure channel in Section 6.1, it should be remembered that this
assumes very long code words and large decoding complexities. In particular, the minimum distance of
the codes becomes very large, and since IID Rayleigh fading is assumed, the diversity achieved by a given
code is very large — even for the case of CSI only at the receiver.

The analysis in the previous paragraph and Figure 6.3 applies to the Shannon capacity [59], which
is generally appropriate if the average rate of a system is being considered. Recently, however, there has
been significant interest in whether a system can transmit a fixed amount of information within a given
time constraint — such approaches lead to measures such as the outage capacity [22] or the delay-limited
capacity [36]. Such analyses are generally still done under the assumption of infinite-length code words,
which are required for the random coding arguments invoked, but now under the assumption that a given
code word will only see some small number of fades. Thus, in essence, this yields a view at system operation
in a diversity-limited context. The metric is based on the probability that the system experiences a set of
fading values for which it can communicate at the desired rate. In contrast to Figure 6.3, such analyses
[8, 49] have demonstrated the significant gains possible when knowledge of the channel fading values is
provide to the transmitter in addition to the receiver. This has motivated work in the design of practical
adaptation schemes that focus on outage probability [43]. These results lead to the preliminary conclusion
that the gain from having estimates of the channel fading at the transmitter is highly reliant on the decoder
complexity and system latency allowed.

6.3.2 Design for Uncoded Systems

In this section, adaptive uncoded modulation will be designed. Unlike coded schemes, where the design is
complicated by memory in the trellis and questions about the proper structure, uncoded schemes present
a simple framework to demonstrate many of the key issues.

As description in Section 6.2.3, there is a key issue of robustness to uncertainties in the autocorrelation
function RX (τ ), which can be captured by designing for an uncertainty class R that shrinks to a single
point when the autocorrelation is known or can be accurately estimated. If the class R is a single point
as is often considered for prediction-based methods [18, 19, 44, 45], the application of Equation 6.2 is
identical regardless of the number of outdated estimates N employed. This is observed by noting that,
for a vector of random variables drawn as samples from a stationary Gaussian random process, (1)
the marginal probability density function is independent of the sampling time, and (2) the conditional
probability density function for any one of the variables is Gaussian when conditioned on the others, with
variance given by σ 2 in Equation 6.4. Thus, given the predicted value and σ 2, the choice of the signal set
is independent of N. Hence, when the autocorrelation function RX (τ ) is known exactly, the design for
N = 1 with the appropriate σ 2 is sufficient to characterize performance of a given scheme.

WhenR is made larger to capture uncertainties in the knowledge of RX (τ ), the design becomes greatly
complicated [26]. Thus, robust design with generalR with only a single outdated estimate (N = 1) will
be considered; however, we hasten to note that, per the previous paragraph, designing adaptive coded
modulation for known RX (τ ) and any N is a simplification of this case.

Since the case N = 1 will be considered, the quantity ρ = RX (τ1), which, since X R(t) and X I (t) are
normalized to have unit energy, is the correlation coefficient of the in-phase (or quadrature) components
of the multipath fading process between the time of channel estimation and the time of data transmission,
will be important. Assuming that the estimates are noiseless (σ 2

ε = 0) implies that σ 2 = 1− ρ2, and it is
observed that the mean square prediction error increases rapidly with decreasing correlation between the
estimate and the current value, as expected. Throughout much of this chapter, systems will be designed
for a given ρ, which captures the amount of information in the channel estimate about the current fading
value. A conversion to mean square predictor error, if desired, can be obtained by the transformation
ρ = √1− σ 2.
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Designing robustly using a single outdate estimate requires performance to be guaranteed for all ρ ∈
[ρmin, 1], where ρmin is the minimum value of RX (τ1).

6.3.2.1 Design Rules

The design rules for uncoded systems have been well established by a number of authors [7, 27, 31].
The signal sets considered in this section will be 0-QAM (quadrature amplitude modulation) (no data
transmitted), 2-QAM, 4-QAM, 16-QAM, and 64-QAM with two-dimensional Gray mapping, although
the extension to any set of signal sets is immediate.

Following [27], let Pb be the target bit error probability for the system, which operates at the average
received SNR E s

N0
, where E s is the average received energy per QAM symbol. For now, it will be assumed

that the average energy E s is not varied over time; energy adaptation will be discussed in detail below.
Specification of the adaptive transmitter requires finding M̃(h),∀h, where M̃(h) is the number of signals
in the QAM signal set employed when |X̂(kTs − τ1)| = h. If M̃(h) is chosen such that Pb is maintained
for each h,

M̃(h) = max

{
M : sup

ρmin≤ρ≤1
P̃M

(
E s

N0
, h, ρ

)
≤ Pb

}
(6.5)

where P̃M( E s

N0
, h, ρ) is defined as the bit error probability of the M-QAM signal set at average received

SNR E s

N0
when RX (τ1) = ρ and |X̂(kTs − τ1)| = h. Assume that maximum likelihood symbol detection,

given the current channel fading amplitude, is employed on the samples of the matched filter output at
the receiver. A tight approximation to the bit error rate of M-QAM modulations is given by [31]

PM

(
y2 E s

N0

)
≈ 0.2 exp

(
− 3

4(M − 1)

E s

N0
y2

)
(6.6)

which will be employed for all M for much of the design work for uncoded systems. If errors in channel
estimation at the receiver are considered, the right side of Equation 6.6 will increase, of course, but it will
often fit into the same functional form [7], which is convenient, since the same optimization will apply.
Using Equation 6.6 yields

P̃M

(
E s

N0
, h, ρ

)
= E

[
PM

(
Y 2 E s

N0

)∣∣|X̂(kTs − τ1)| = h

]

≈

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0.2 exp

[
− h2ρ2

2(1−ρ2)

(
1− 1

1+ 3
2

Es
N0

(1−ρ2)
(M−1)

)]
1+ 3

2
Es
N0

(1−ρ2)
(M−1)

ρ < 1

0.2 exp
(
− 3

4
E s

N0

h2

(M−1)

)
ρ = 1

(6.7)

where the second line is obtained by substituting Equation 6.2 and Equation 6.6 into the first line and
evaluating the expectation over Y using [34, 6.614.3].

From Equation 6.5, Equation 6.7 must be evaluated at its supremum on ρ ∈ [ρmin, 1]. Since the right side
of Equation 6.7 is a continuous function on this closed interval, it achieves its maximum on this interval
at a point that will be denoted ρ∗. The following solution is found by standard calculus techniques. Let

ρ̃ =

⎧⎪⎨
⎪⎩

0 h ≥ √2√(
1+ 2(M−1)

3
N0

E s

)
(2−h2)

2 0 ≤ h ≤ √2
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The worst-case autocorrelation is then given by

ρ∗ =

⎧⎪⎨
⎪⎩

ρmin ρ̃ ≤ ρmin

ρ̃ ρmin < ρ̃ < 1

1 1 ≤ ρ̃

(6.8)

The signal set is specified using Equation 6.7 and Equation 6.8 in M̃(h) = max{M : P̃M( E s

N0
, h, ρ∗) ≤ Pb}.

Note that M̃(h) is nondecreasing in h. Thus, the adaptive scheme can be specified by the values hm, m =
2, 4, 16, 64, where hm is defined as the threshold such that for h ≥ hm, m-QAM can be employed.

The discrete nature of the set of rates for any finite collection of signal sets hurts the performance of
the system; in particular, for all h such that hm < h < hm+1, the estimate is better than that required to
use m-QAM but not good enough to use (m + 1)-QAM. Energy adaptation provides a means to solve
this problem [31]. Rather than employing the method of [31], an alternate method, which is analogous
to truncated channel inversion and the power pruning of [20], is described here. The advantage of this
method is that, with very little loss of optimality, it is easily extended to coded modulation structures, where
the overall optimization problem of [31] is not easily framed when channel prediction is not perfect [27].
Once a signal set has been chosen, the system is essentially a fixed-rate system; thus, the goal changes from
maximizing average rate to attempting to allow communication at this fixed rate with the least amount of
power. Thus, after the signal set is chosen, Equation 6.7 and Equation 6.8 are used to decide the minimum
energy required to maintain Pb given the channel estimate h, and this energy is employed rather than the
average energy. Any excess energy is put into a “bank” on which successive symbols can draw.

6.3.2.2 Numerical Results

As discussed in Section 6.3.1, systems with a significant amount of decoding complexity and allowable
latency only have the potential for a small amount of improvement when CSI is provided to the transmitter.
As might be expected, uncoded systems, which have the least decoder complexity and essentially no latency,
benefit the most when transmitter CSI is available. In particular, uncoded systems operating over frequency-
non-selective Rayleigh fading channels perform very poorly, because they do not achieve diversity. Because
of this, coherently decoded quadrature phase-shift keying (QPSK) with only receiver CSI requires an SNR
of 34 dB to achieve a bit error rate of 10−4 on a frequency-non-selective Rayleigh fading channel [53,
p. 829], whereas the same technique requires an SNR of less than 10 dB to achieve the same bit error rate
on an AWGN channel. The reason for this discrepancy is that the QPSK system operating over the Rayleigh
fading channel is extremely susceptible to deep signal fades. Although the occurrence of such is relatively
uncommon, the error rate during a bad fade can be orders of magnitude above that occurring when the
average received SNR is observed, and thus these bad fades dominate the error rate.

In adaptive signaling, CSI is available at the transmitter. Arguably, the greatest utility of such information
is that signaling can be avoided when bad fades are present. In particular, with perfect transmitter CSI [31],
average rates in excess of 2 bits per symbol are possible at bit error rates of 10−5 for average received SNRs
under 20 dB. Thus, there is a significant gain in system performance when transmitter CSI is available in
uncoded systems.

However, as pointed out in [24, 27], the assumption of perfect CSI is dangerous when channel estimates
are outdated or noisy, as would be the case with realistic delay in the feedback path from the receiver to the
transmitter. In particular, the conditional density function given in Equation 6.2 becomes Rician (rather
than a delta function), and hence the conditional channel acts like a fading channel. For example, for the
example described in Section 6.3.2.1, adaptive signaling assuming perfect channel estimation can miss its
target bit error rate by two orders of magnitude — even for the relatively high correlation coefficients of
ρ = 0.96. In this case, bad predictions, which are relatively uncommon, lead to instantaneous error rates
that are orders of magnitude above the target and thus dominate system performance. Using the design
method of Equation 6.2 reveals that there are still significant gains in adaptive signaling vs. nonadaptive
signaling when transmitter CSI is not perfect — even when the correlation coefficient drops as low as
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ρ = 0.85. We conclude from this section that adaptive signaling is particularly effective for simple, low-
latency systems such as adaptive uncoded QAM systems [24, 27].

6.3.3 Coded Modulation Structures

As discussed in Section 6.2.3, the conditional channel given an outdated measurement can vary from almost
Rayleigh to almost AWGN — depending on both the channel estimate and the mean square prediction
error σ 2. For small σ 2, the conditional channel is nearly always Rician with a large noncentrality component
[53, p. 811] (hence, approaching AWGN), whereas for large σ 2, the channel often approaches Rayleigh.
It is well known that coded modulation structures optimized for AWGN channels (e.g., [63]) are not
well-matched to Rayleigh channels [58]. Thus, the characterization of the mean square prediction error
in a given system determines the types of coded modulation structures to be employed.

For systems where the mean square prediction error is anticipated to be nearly zero, coded modulation
structures designed for the AWGN channel can be employed without interleaving [31]. For systems with a
moderate amount of channel prediction error, structures designed for a Rayleigh fading channel can have
aspects of structures designed for an AWGN channel embedded in them [27]. Finally, for adaptive systems
where the mean square prediction error is expected to be large, adaptive bit-interleaved coded modulation
(BICM) [50] is preferable. These three types of structures are presented below.

6.3.3.1 Coding Structures with (Nearly) Perfect Prediction

If the current channel fading X(t) is known accurately at the transmitter (i.e., σ 2, the prediction error of
an MMSE predictor, is small), the effective channel given the outdated estimate is roughly AWGN. Thus,
coding structures designed for AWGN channels [63] should be employed [32]. In particular, a base trellis-
coded modulation scheme [63] tuned to the average received SNR can be selected and then uncoded bits
can be added or deleted based on the channel estimate. This structure is shown in Figure 6.5. As described
in the legend to Figure 6.5, the interleaver can be removed in this case, since the Euclidean distance
between two possible paths at the receiver can be precisely controlled. This structure allows symbol-by-
symbol adaptation (unlike changing the rate of a convolutional encoder) and, because parallel branches
are generally effective when communicating over AWGN channels, is an efficient coding structure over a
wide range of instantaneous rates of the system.

6.3.3.2 Coding Structures with Moderate Prediction Error Statistics

When there is a moderate amount of predictor error power (i.e., moderate values of σ 2), the use of
uncoded bits can be detrimental, since there will be a high number of channels that are not strongly Rician
per Equation 6.2, and it is well known that the use of uncoded bits on fading channels is problematic,
per Section 6.3.2.2. However, note that the channels become more Rician as the predicted value increases.
This is fortuitous, because it allows the retention of the adaptive coded modulation structure shown in

FIGURE 6.5 The adaptive trellis coding diagram — to be employed when performing adaptive signaling with low to
moderate prediction errors. When the prediction error is low, the interleaver can be removed.
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FIGURE 6.6 The adaptive bit-interleaved coded modulation scheme — to be employed when performing adaptive
signaling with relatively frequent large prediction errors.

Figure 6.5, except that the base convolutional code is chosen to have no parallel branches [27]. Thus, when
the estimate is small (and the channel nearly Rayleigh), a code appropriate for such a fading channel is
employed [58]. When the channel estimate is large (and thus the channel strongly Rician), the structure
in Figure 6.5 adds uncoded bits, which are appropriate in such a situation.

6.3.3.3 Coding Structures with Large Prediction Error Statistics

When there is a significant amount of prediction error (i.e., large values of σ 2), the use of parallel branches
(i.e., uncoded bits) is not possible under almost any channel measurement, since from Equation 6.2, it can
be seen that the channel will be nearly Rayleigh with very high probability. Thus, symbol-by-symbol rate
adaptation is desirable, but parallel branches are not allowable. A structure that allows such was presented
in [50] and is shown in Figure 6.6. Note that the instantaneous rate is adapted, but all bits are coded and
thus the scheme retains diversity (in this case, against bad predictions) equal to the minimum Hamming
distance of the convolutional code.

6.3.4 Designing with a Given Coded Modulation Structure

6.3.4.1 Design Rules

Unlike uncoded systems, which do not possess memory and thus allow simple symbol-by-symbol adap-
tation, as demonstrated in Section 6.3.2.1, the memory in coded modulation schemes complicates design.
The main techniques that have been developed for coded modulation systems are described in [27] and
[32]. Since the techniques in the later work of [27] include those in [32], the techniques of [27] will be
briefly described. In particular, it is important to protect both the coded and uncoded information bits.
This is done by maintaining the intersubset and intrasubset differences, which, roughly stated (see [27] for
details), is the pairwise error probability between the two signal points in different and in the same subsets
[63], respectively. When the prediction error power is small, the intrasubset and intersubset differences
for the coded modulation structures described by Figure 6.5 can be maintained by simply preserving
the received Euclidean distance between adjacent points in the signal set [32]. When the prediction error
power is moderate, the intersubset and intrasubset differences must be maintained separately [27]. For
the adaptive BICM structure of Figure 6.6, there are only intersubset differences to be maintained [50].

6.3.4.2 Performance Results

As demonstrated in Sections 6.3.1 and 6.3.2.2, the gains when CSI is available at the transmitter should
decrease as system decoding complexity and latency are increased. Thus, it is anticipated that the gains
described in this section will be smaller than those shown in Section 6.3.2.2, and this is indeed observed.
In particular, nonadaptive systems employing coded modulation and interleaving over frequency-non-
selective Rayleigh fading channels have an enormous potential for gain, as evidenced by the vast difference
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between the performance of nonadaptive uncoded systems [53, p. 829] and the channel capacity shown in
Figure 6.3. In contrast, adaptive signaling schemes with perfect prediction are signaling for a channel that
is conditionally AWGN, which implies that the gains between uncoded systems [31] and channel capacity
(see Figure 6.3) for systems with CSI at the transmitter are not so vast; in fact, they are similar to those
attainable for AWGN channels [32].

The performance loss when perfect channel predictions are not available at the transmitter can be
mitigated by employing the techniques of Sections 6.3.3.2 and 6.3.3.3. Doing such with eight-state trellis
codes provides gains over nonadaptive schemes that are on the order of 25 to 75% in data rate [27, 50],
which, as expected, do not match the exorbitant gains seen in the uncoded case. One would expect the
gains to decrease even further for more complicated codes and, in the complexity/latency limit, almost
disappear as prescribed by Figure 6.3.

6.4 Adaptivity in Multiantenna Systems

Wireless systems employing multiple antennas at the transmitter or receiver have demonstrated both
the theoretical [21, 62] and practical [21] ability to greatly increase system capacities far beyond those
previously imagined. In particular, the disparate fading values between different pairs of antennas in
multiple-input multiple-output (MIMO) systems lead to a large increase in the number of degrees of
freedom of the system, and capacities can even dwarf those attainable for the AWGN channel at the same
average transmitted SNR — even if channel state information is not available at the transmitter [21, 62].

Throughout this section, a multiple-antenna system will be referred to as an (M, N) system if it employs
M transmit and N receive antennas. The system model generally employed for a narrowband MIMO
system is given by

Y = H X + Z (6.9)

where X is an M × 1 vector whose j th component represents the signal transmitted by the j th antenna.
Similarly, the received signal and received noise are represented by N × 1 complex vectors, Y and Z ,
respectively. Generally, it is assumed that the entries of the N×M matrix H , whose entry (i, j ) represents
the fading from transmitter j to receiver i , are identically distributed zero-mean jointly complex Gaussian
random variables. For many of the early results, the entries of H were considered to be independent
[21, 62], although the impact of correlation of the entries has been widely considered in recent years
[13, 60, 67].

First, a review of recent information theoretic results for systems that employ some form of channel
information at the transmitter is considered. Although this topic is relatively new, single-user MIMO
information theory has progressed very rapidly, and interesting results in multiuser MIMO information
theory are starting to appear. Next, work concerned with the adaptation of practical structures built on
Equation 6.9 with knowledge of the values of H at the transmitter is considered.

6.4.1 Information Theoretic Considerations

An excellent recent tutorial of information theoretic considerations for MIMO systems, including adaptation-
based ones on transmitter knowledge of the channel, can be found in [33].

6.4.1.1 MIMO Single-User Systems

It was established in early work on MIMO systems [62] that the Shannon capacity of an (N, N) MIMO
system operating over a block-fading channel with CSI available at the transmitter and receiver is obtained
by decomposing the channel into its eigenmodes, and then performing water filling [16, p. 349] on
the eigenmodes based on the corresponding eigenvalues, where an eigenvalue indicates the SNR of the
corresponding eigenmode. The system takes the convenient form of a single codebook designed for the
AWGN channel followed by a beam former that is adapted to each block [5].
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As noted throughout this work, the assumption of perfect channel state information at the transmitter
is problematic on wireless communication channels due to their time-varying nature. This is particularly
true in the case of MIMO channels, since there are far more numerous coefficients to estimate than in
the single-input single-output case. There has been a recent set of papers [40, 42, 61, 64] that consider
the Shannon capacity of MIMO systems when there is mean and covariance feedback. The results in
[40, 42, 61, 64] demonstrate the trade-offs in Shannon capacity associated with having channel state
information available at the transmitter; in particular, they generalize the results in [62] and reveal when
Shannon capacity can be obtained by beam forming — only a scalar codebook followed by a beam former
[33] rather than vector coding. In all cases, the Shannon capacity with knowledge of the channel at the
transmitter only grows linearly with the number of antennas — only the leading constant and the simplicity
of the system are possibly improved [2, 21], thus echoing the result of Section 6.3 with respect to gains in
ergodic capacity when CSI is available at the transmitter.

In [5], information theoretic measures based on the notion of outage are considered when there is perfect
CSI available at both the transmitter and receiver. Recall that such measures (see Section 6.3.1) attempt
to capture the notion of system latency by limiting the number of fading blocks (and hence diversity)
that a given code word experiences. In this case, a large number of antennas allows spatial diversity to be
exploited, and in the limit, the effective channel can be made to look AWGN by employing a beam-forming
approach. Hence, an error control code designed for an AWGN channel concatenated with a beam former
is the optimal approach [5].

6.4.1.2 Multiuser MIMO Systems

The information theory of multiuser MIMO systems has only recently been explored. The most striking
result in this context is the key gains that CSI at the transmitter [9, 10, 69] can provide, and this has
generated a lot of interest in “dirty paper coding” methods [15]. In particular, unlike single-user MIMO
systems, where generally only capacity-multiplying factors are improved or system complexity is decreased,
CSI at the transmitter can allow the number of degrees of freedom to be increased [10, 33]. The facilitation
of the penetration of such results into practical multiuser systems, where obtaining CSI at the transmitter
can be complicated (and, at best, noisy and outdated), is an area that promises to be fruitful for research
in the future.

6.4.2 Adaptive Coded Modulation for MIMO Systems

As demonstrated in Section 6.4.1, there has been significant recent work establishing information theoretic
bounds and methods for achieving those bounds for MIMO systems. It is now incumbent upon the
communication theory community to translate those gains into practice. In particular, it will be important
to consider the nature of obtaining channel state information at the transmitter. If the CSI provided to
the transmitter is reliable and the channel is relatively constant over a long block, the path will be clear —
standard scalar coding followed by beam forming matched to the current CSI. Code rate (and power)
adaptation will only need to be done on a block-by-block basis. However, if the CSI is noisy or outdated,
it will be interesting to consider whether the results of [40, 42, 61, 64] apply; that is, it will be interesting
to consider the robustness of beam forming when practical coded modulation schemes are employed.

Recent work on adaptive coded modulation for multiple-antenna systems has followed the basic tenets
above. In particular, there has been some consideration about how to perform adaptation in practical sys-
tems in the MIMO environment. In [2], consideration is given to a scheme that tracks the eigenspace of the
system so that water-filling type schemes can be employed — the parallel channel idea of [62]. Recent papers
(e.g., [39]) have considered different forms of adaptation — antenna selection, beam forming, and space–
time coding. Because such papers generally rely on (nearly) perfect prediction assumptions, there has been
little consideration of the effects of imperfect channel state information in these works. Recent work [73]
has considered the impact of imperfect channel state information. In particular, robustness under imperfect
channel state information is obtained by adding an Alamouti scheme over an inner beam former (which
would be ideal with perfect channel state information), and the optimality of such is shown for a system
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needing to transmit two information bits across the channel. These papers represent the start of research
in a very important area that will bring the information theoretic gains of Section 6.4.1 to application.

6.5 Conclusions

Adaptive signaling, where the transmitted signal in a wireless system is adjusted based on channel state
information available to the transmitter, has been an area of significant research interest for over a decade.
For single-user systems, the gain from having channel state information at the transmitter is generally a
reduction in complexity and latency. Conversely, the gain of adaptive signaling is generally a function of the
system complexity — large gains for very simple uncoded systems and almost no gain in the system Shannon
capacity. However, for systems characterized by outage capacity or those employing multiple antennas,
channel state information at the transmitter can have a significant role, particularly in systems with multiple
users. This indicates the importance of the design of practical adaptive coded modulation for multiple-
input multiple-output systems. As in single-antenna systems, variability of the channel coefficients between
the time of channel estimation and the time of data transmission will be a key concern that will need to
be addressed.
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7.6 Conclusions

Abstract

This chapter presents a simplified mathematical model to evaluate the performance of any given circular
constellation of the M-level quadrature amplitude modulation (M-QAM) technique in terms of probability
of error (POE) or symbol error rate (SER). With the aim to work on memoryless nonlinear satellite channels,
the model is derived as a generalized form for both linear and nonlinear channels in the presence of additive
white Gaussian noise (AWGN). The analysis provides the means to calculate the optimal ring ratio (RR)
and phase difference (PD) for several possible candidates of 16- and 32-QAM circular constellations. The
effects of RR and PD on the POE performance are investigated in the analysis. In the 16-QAM system, the
analytical formulation has been extended for total degradation (TD) performance measure as a function of
input back-off (IBO) of the nonlinear amplifier. To overcome the nonlinear distortion, data predistortion
is taken into account. A POE performance comparison between different constellations for both 16- and
32-QAM systems has also been presented in this chapter. The analytical results are validated by simulation.
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7.1 Introduction

The rapid evolution of global information technology demands high-data-rate transmission via satellites
in the presence of available bandwidth, which in turn requires a spectrally efficient modulation technique.
In this case, high-level modulation techniques (M-ary) are the favorable candidates. Among all the existing
M-ary modulation techniques M-level quadrature amplitude modulation (M-QAM) offers the maximum
power/spectral efficiency [Pro02] and appears to be a potentially attractive modulation scheme for satellite
communications [Ibn04].

Unlike terrestrial wireless systems, where power is not a major concern, satellite systems are severely
limited in power for the payload and need nonlinear onboard high-power amplifiers (HPAs), such as the
traveling wave tube (TWT), to operate efficiently (i.e., close to their maximum power). As a result, these
HPAs introduce nonlinear distortions [Web95] [Gol97]. Since M-QAM signals (M > 4) lack a constant
envelope, they become highly sensitive to these nonlinearities and this results in making a simple tractable
probability of error (POE) evaluation technique difficult.

The objective of our work is to provide a tractable mathematical model for evaluating the POE of
M-QAM (M > 4) systems with different constellations, in the presence of a nonlinear satellite channel.
We focus our study on 16- and 32-QAM systems.

Currently the 16-QAM scheme is used in the forward link of the third-generation (3G) cellular data-
only system (IS856) and is being widely investigated (e.g., see [Che00]) in satellite domains. In [Dim90],
the effect of nonlinear distortion on the error performance of the 16-QAM rectangular signaling scheme,
operating in a typical satellite channel, was investigated by means of computer simulation. In [Cra91],
Craig provided a simple formulation technique for evaluating the POE of two-dimensional signals in the
linear additive white Gaussian noise (AWGN) channel, which was applied and extended later by many
researchers for POE evaluation. In [Chi98], to find the POE expression, the author followed Craig’s method
by assuming that the receiver knows the saturation level of the nonlinear amplifier (NA) through which it
can modify the decision boundary. Xiaodai et al. in [Dng99a] and [Dng99b] have extended Craig’s method
for linear fading channels.

Even though Craig’s method provides a simplified technique, it requires a clear knowledge about the
decision boundaries of the constellations. For nonlinear systems, this becomes a difficult task unless the
decision boundaries of the constellations at the HPA output are assumed to be known. To overcome this
bottleneck, here we propose a simpler approach than Craig’s method. Instead of considering the decision
regions we take into account the distances between the symbols for different constellations to calculate
the POE and its lower and upper bounds [Pro02]. Our approach not only eliminates the need to find the
decision regions for each constellation, but also avoids any cumbersome numerical integration, which is
required by all the above-mentioned analyses.

In an AWGN channel with the 16-QAM system we present the POE analysis for the (8,8), (4,12), (5,11),
(6,10), and (4,8,4) circular constellations, while with the 32-QAM system the analysis is presented for
the (5,11,17), (4,12,16), and (4,8,4,8,8) circular constellations. Among these, the (4,8,4) and (4,8,4,8,8)
constellations represent 16- and 32-rectangular constellations, respectively, in circular format. For each
case, we present a generalized form for the POE expression. Discussion on the nonlinear environment
is also included in the manuscript. Although any type of HPA will fit with the analysis, our discussion
considers the TWT amplifier due to its major application in the satellite communications domain. These
systems have also been studied with a data predistorter. The predistorter calculates the optimal ring ratio
(RR) and the optimal phase difference (PD) that need to be used at the transmitter to overcome the
nonlinear effects of the TWT amplifier. For the 16-QAM system, total degradation1 (TD) performance
measure in terms of input back-off 2 (IBO) is also included in the analysis.

1Total degradation is a performance figure that describes the difference between the maximum power of the HPA
and the output power of a linear amplifier required to guarantee a predefined POE.

2Input back-off is defined as the ratio between maximum input power and average input power of the NA [Kar89].
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In summary, the contribution of this chapter includes the formulation of a simplified mathematical
model to calculate the POE for any circular constellations of M-QAM systems in an AWGN channel. This
modeling technique is equally applicable for both linear and nonlinear channels. With the availability
of both the upper and lower bounds of the POE, deriving the best-approximated POE expressions is
an important contribution to this study. The analysis also presents the optimal RRs and PDs for all
the studied constellations. The analytical results, which agree with the well-known closed-form POE
expression [Pro02], are validated with computer simulations. A final contribution is made to this study
by the extension of the mathematical model for the data predistortion technique that results in a POE
performance improvement in a nonlinear channel. The chapter provides a fine comparison between
POE performances for different constellations (both for 16- and 32-QAM), taking into consideration
different parameters such as RRs, PDs, and IBO (for the HPA).

The remainder of this chapter is organized as follows. Section 7.2 briefly discusses the system model
that we have used in our analysis. In Section 7.3, Craig’s method [Cra91] for evaluating the POE of two-
dimensional signals is presented. The reason behind presenting this method is to provide readers with a clear
picture of its limitations, which in later sections are shown to be avoided through our simplified method
for evaluating the POE. In Section 7.4, the POE and its bounds for different 16-QAM circular constellations
are derived. Analytical and simulation results along with a brief comparison between different 16-QAM
constellations are presented in this section. Also presented are discussions on the effect of nonlinearity on
the system’s performance on the predistortion techniques used to improve the POE performance in the
presence of nonlinearity. Finally, a TD performance measure for different 16-QAM circular constellations
is presented. Section 7.5 covers the same areas as Section 7.4, but for a 32-QAM system. Conclusions are
drawn in Section 7.6.

7.2 System Model

Figure 7.1 shows a block diagram of the nonlinear communications system, which we have considered
in our analysis. In this figure, the data source is a random data generator. These random data are fed
into the QAM modulator, which modulates different signal constellations with different values of RRs
and PDs. The TWT amplifier provides two types of distortions that affect the overall system perfor-
mance. These distortions are the results of AM/AM and AM/PM conversion of the incoming signal (see
Appendix).

In the system model we have considered an AWGN channel, which is represented by a random Gaussian
noise generator, as shown in the block diagram. The demodulator demodulates different M-QAM (M =
16 or 32) signal constellations with different values of RRs and PDs.

The detection process incorporates an optimum detector (MLSE [maximum likelihood sequence esti-
mation] type) that takes the nonlinear effect into account to get a minimum POE.

Random
Data Source 

Noise

Data Output

QAM
Modulator

TWT Amp.
AM/AM & AM/PM

Detection
Process

QAM
Demodulator

FIGURE 7.1 Nonlinear communication system.
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7.3 Craig’s Method

In [Cra91], Craig provided a general method to calculate the POE for any two-dimensional signal constel-
lations based on the boundaries of the decision regions. Figure 7.2 illustrates a possible received noiseless
symbol xi in two-dimensional signal space and its decision boundaries. The transmitted symbol xi is
chosen from a constellation signal set. In general, the decision boundaries are either closed (Figure 7.2a)
or open (Figure 7.2b) regions. If the two-dimensional Guassian noise, superimposed on xi , results in the
received signal falling outside the appropriate decision boundaries, a symbol decision error occurs. The
decision region, given that xi is sent in, can be divided into trilaterals (triangle or triangles with a vertex at
infinity). These trilaterals are formed by straight lines, originating at the symbol xi and terminating at the
intersection of two decision boundaries. The erroneous decision region given xi is therefore composed of
disjoint subregions 1, 2, . . . , 6, as illustrated in Figure 7.6a.

The joint probability density function (PDF) of Gaussian noise n = nx + j ny is given by

pn(nx , ny) = 1

π N0
exp

{
−n2

x + n2
y

N0

}
(7.1)

In polar coordinates, the PDF of Gaussian noise is expressed as

pn(r, θ) = r

π N0
exp

{
− r 2

N0

}
(7.2)

For example, the probability that the received signal falls into an erroneous area of subregion 1 in Figure 7.2a
is given by

PAWGN−1 =
η0∫

0

∞∫
R(θ)

pn(r, θ)dr dθ = 1

2π

η0∫
0

exp

{
− R2(θ)

N0

}
dθ (7.3)

where R(θ) = l
′
0 sin ψ0

sin(θ+ψ0) and l
′
0 =

√
b0 E 0 is the distance shown in Figure 7.2. The subscript 0 means all the

parameters are for the AWGN channel. Hence the average signal-to-noise ratio (SNR) per symbol is given
by γ = E 0

N0
, and E 0 is the signal energy before interrupted by noise. N0is the one-sided power spectrum

density of Gaussian noise. Parameters η0, b0, and ψ0 are determined by the geometry of the trilaterals
corresponding to the subregion, and θ is a dummy variable of integration. In summary, the probability of

xi

R(θ)

θ
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ψ0

ψ0 θ

R(θ)

xi
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6

l0
l0
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(a) Closed region (b) Open region

FIGURE 7.2 Decision boundaries of 2-D signal constellation.
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error for subregion 1 can be rewritten as a function of SNR:

PAWGN−1(γ ) = 1

2π

η0∫
0

exp

{
− b0γ sin2ψ0

sin2(θ + ψ0)

}
dθ (7.4)

The above equations are well suited to numerical evaluation in that they have finite integration limits
and an exponential integrand [Dng99]. The detection error probability, given that xi is sent, is then the
sum of probabilities that the received signal falls into each erroneous subregion (i.e., subregions 1 to 6 in
Figure 7.2a):

P ( e| xi ) =
6∑

j=1

PAWGN− j (γ ) (7.5)

The probability of error, given any other symbol in the constellation is transmitted, can be obtained
similarly. Then the exact average probability of symbol error for M-ary data in AWGN is the weighted sum
of probabilities for all subregions of every possible signal point, which can be calculated as

P eAWGN =
Ms∑

i=1

P (xi )

G i∑
j=1

Pi, j (γ ) =
Ms∑

i=1

G i∑
j=1

P (xi )

2π

η0,i, j∫
0

exp

{
−b0,i, j γ sin2 ψ0,i, j

sin2(θ + ψ0,i, j )

}
dθ (7.6)

whereP (xi ) is the prior probability of transmitted symbol xi ; b0,i, j , ψ0,i, j , and η0,i, j are parameters corre-
sponding to xi , subregion j , and are determined only by input constellation; Ms means M-ary symbols;
and G i is the total number of subregions for symbol xi .

7.4 Probability of Symbol Error for 16-ary QAM Format

From the previous section we see that Craig’s method calls for a clear knowledge of the decision bound-
aries of all the constellations. Moreover, it needs numerical integration to find out the average POE. To
overcome these shortfalls, in this section and the following one we propose a simplified approach to
evaluate the POE, which does not need either the numerical integration or the knowledge of the decision
regions. We discuss this simplified methodology for finding out the POEs of different 16-QAM circular
constellations.

In this study we consider the (8,8), (4,12), (5,11), and (6,10) constellations as well as the 16-rectangular
constellation with circular format (4,8,4). Here, after presenting the structures of each constellation,
we discuss the analytical technique used to derive the POE expression and then talk about the POE
results in the presence of a predistortion technique. The analysis, which is dependent on the geome-
try of the different constellations, provides optimal RRs and PDs for different constellations. Moreover,
we briefly discuss the TD performance as a function of IBO. Finally, the section concludes with results
and discussions on the above findings, including a performance comparison between different constella-
tions. Here the analytical results are verified with computer simulations.

7.4.1 The (8,8) Constellation Format

7.4.1.1 The Structure

One of the most popular 16-QAM constellations, shown in Figure 7.3, is the circular (8,8) constellation.
It is constructed by two concentric circles, each of which has eight symbols. In its structure the distances
between any two neighboring symbols in each circle are kept equal. The ratio between the outer circle
radius (R) and the inner circle one (r ) is defined as a ring ratio (α), i.e.,

α = R

r
(7.7)
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FIGURE 7.3 Circular (8,8) constellation.

The angle θ between the first outer circle symbol and the nearest inner circle symbol is defined as a phase
difference.

7.4.1.2 Probability of Error Analysis

The analytical technique to find the POE, presented in this section, is dependent on the geometry of the
constellation diagram. Here, as a result of symmetry of the symbol orientations on both circles, we can
arbitrarily choose any two symbols, one from each circle, for the analysis. In this case, we choose symbols
A1 and B1 and define:

dA1 Ai = distance between symbols A1 and Ai (i �= 1), in the outer circle
dAi Bi = distance between any two closest inner and outer circle symbols
dA1 Bi = distance between the outer circle symbol A1 and any other inner circle symbol Bi (i �= 1)

dB1 A10−i = distance between the inner circle symbol B1 and any other outer circle symbol A10−i (i �= 1)
dB1 Bi = distance between symbols B1 and Bi (i �= 1), in the inner circle

With the aid of Figure 7.3, all the above distances can easily be equated as

d2
A1 Ai

= 4E s2 sin2

[
(i − 1)π

8

]
, i = 2, 3, . . . , 8 (7.8)

d2
Ai Bi

= E s1 [1+ α2 − 2α cos(θ)], i = 1, 2, . . . , 8 (7.9)

d2
A1 Bi

= E s1

[
1+ α2 − 2α cos

{
θ + (i − 1)π

4

}]
, i = 1, 2, 3, . . . , 8 (7.10)

dB1 A10−i = dA1 Bi , i = 2, 3, . . . , 8 (7.11)

d2
B1 Bi

= 4E s1 sin2

[
(i − 1)π

8

]
, i = 2, 3, . . . , 8 (7.12)

where α and θ have already been defined, and E s1
and E s2 are the energies of the inner and outer circle

symbols, respectively, which are defined as

E s1 = r 2 (7.13a)

E s2 = R2 (7.13b)
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Now, if we transmit any arbitrary symbol from the transmitter in the presence of AWGN of one-sided
power spectral density (PSD) N0, the lower bound of the POE could be given as

PeLower ≥ Q

⎛
⎝
√

d2
min

2No

⎞
⎠ (7.14)

where dmin represents the minimum distance among all the distances calculated in Equation 7.8 to
Equation 7.12. From the expressions of the distance parameters it is clear that dmin is either a function
of RR, PD, and symbol energy or a function of symbol energy only. It is worthwhile to mention that the
symbol energy itself is a function of the RR, α.

We can also express the upper bound for the POE in terms of dmin, which will be given as

Peweakupper ≤ 15Q

⎛
⎝
√

d2
min

2No

⎞
⎠ (7.15)

where the factor 15 represents the number of neighboring symbols around the transmitted one.
For calculating the best-approximated POE for the transmitted symbol in the presence of AWGN,

we can carry out the following procedure. First, assuming that one of the outer circle symbols (e.g., A1)
is transmitted, we calculate the corresponding POE, and then assuming that one of the inner circle symbols
(e.g., B1) is transmitted, we calculate the corresponding POE. Finally, we average the above POE expressions
over the PDF of the symbols. Assuming all the symbols are equally likely, we find that the PDF of any
symbol in either the outer or inner circle is equal to 8/16 = 0.5 (i.e., P (A1) = P (B1) = 0.5). As a result,
the best-approximated POE expression becomes

Pe(8,8) ≈
8∑

i=1

Q

⎛
⎝
√

d2
A1 Bi

2N0

⎞
⎠+ 1

2

8∑
i=2

Q

⎛
⎝
√

d2
A1 Ai

2N0

⎞
⎠+ 1

2

8∑
i=2

Q

⎛
⎝
√

d2
B1 Bi

2N0

⎞
⎠ (7.16)

Equation 7.14 to Equation 7.16 provide generalized POE expressions for the circular (8,8) constellation,
which are equally applicable for both linear and nonlinear environments. The expressions can easily be
evaluated by calculating the constellations’ distances.

7.4.2 The (4,12) Constellation Format

7.4.2.1 The Structure

Figure 7.4 shows the circular (4,12) constellation whose structure is the same as that of the (8,8) one, with
the only exception being that in this case the inner and outer circles have 4 and 12 symbols, respectively.
As before, RR (α) and PD (θ) hold the same definitions.

7.4.2.2 Probability of Error Analysis

Again, as a result of the symmetry of the symbol orientations on both circles, we can arbitrarily choose any
two symbols, one from each circle, for presenting the POE analysis. In this case, choosing symbols A1 and
B1 as before, we define dA1 B1 and dB1 Ai as the distance between symbols A1 and B1, and between the inner
circle symbol B1 and any other outer circle symbol Ai (i �= 1), respectively. We use the same definitions
for dA1 Ai , dA1 Bi , and dB1 Bi as stated in Section 7.4.1.2.

Here, from the geometry of Figure 7.4, all the above distances can easily be equated as

d2
A1 B1

= E s1 [1+ α2 − 2α cos(θ)] (7.17)

d2
B1 Ai

= E s1

[
1+ α2 − 2α cos

{
θ + (i − 1)π

6

}]
, i = 1, 2, 3, . . . , 12 (7.18)
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FIGURE 7.4 (4,12) Circular constellation.

d2
A1 Ai

= 4E s2 sin2

[
(i − 1)π

12

]
, i = 2, 3, . . . , 12 (7.19)

d2
A1 Bi

= E s1

[
1+ α2 − 2α cos

{
θ + (i − 1)π

2

}]
, i = 1, 2, 3, 4 (7.20)

d2
B1 Bi

= 4E s1 sin2

[
(i − 1)π

4

]
, i = 2, 3, 4 (7.21)

where E s1 , E s2 , α, and θ hold the same definitions as before. In this case, in transmitting an arbitrary
symbol from the transmitter in the presence of AWGN of one-sided PSD N0, the lower and upper bounds
of the POE will hold the same expressions of Equation 7.14 and Equation 7.15, respectively, while for the
best-approximated POE, the expression would be

Pe(4,12) ≈ 3

4

4∑
i=1

Q

⎛
⎝
√

d2
A1 Bi

2N0

⎞
⎠+ 3

4

12∑
1=2

Q

⎛
⎝
√

d2
A1 Ai

2N0

⎞
⎠+ 1

4

4∑
i=2

Q

⎛
⎝
√

d2
B1 Bi

2N0

⎞
⎠+ 1

4

12∑
i=1

Q

⎛
⎝
√

d2
B1 Ai

2N0

⎞
⎠

(7.22)
where the factors 3/4 and 1/4 come from the fact that P (A1) = 3/4 and P (B1) = 1/4 with equally likely trans-
mitted symbols. Equation 7.22 provides a generalized POE expression for the circular (4,12) constellation.

7.4.3 The (5,11) Constellation Format

In the (5,11) circular constellation format, as shown in Figure 7.5, the inner and outer circles accommodate
5 and 11 symbols, respectively. From the geometry of this circular constellation, by following a similar
approach to the one stated in the two previous sections, we can easily find out the best-approximated POE
expression in transmitting an arbitrary symbol from the transmitter in the presence of the same previous
channel environment. This expression is given by

Pe(5,11) ≈ 11

16

5∑
i=1

Q

⎛
⎝
√

d2
A1 Bi

2N0

⎞
⎠+ 11

16

11∑
i=2

Q

⎛
⎝
√

d2
A1 Ai

2N0

⎞
⎠

+ 5

16

5∑
i=2

Q

⎛
⎝
√

d2
B1 Bi

2N0

⎞
⎠+ 5

16

11∑
i=1

Q

⎛
⎝
√

d2
B1 Ai

2N0

⎞
⎠ (7.23)

Copyright © 2005 by CRC Press LLC



A1

A11

A2

A3

A4

A5

B2

B3

B4

B5

B1
A6

A7

A8

A9
A10

θ

dB1B2

dA1B2
dA1B1

dA1A2

dA1A3

r

R

FIGURE 7.5 (5,11) Circular constellation.

where

d2
A1 Bi

= E s1

[
1+ α2 − 2α cos

{
θ + 2(i − 1)π

5

}]
, i = 1, 2, . . . , 5 (7.24)

d2
A1 Ai

= 4E s2 sin2

[
(i − 1)π

11

]
, i = 2, 3, . . . , 11 (7.25)

d2
B1 Bi

= 4E s1 sin2

{
(i − 1)π

5

}
, i = 2, 3, 4, 5 (7.26)

d2
B1 Ai

= E s1

[
1+ α2 − 2α cos

{
θ + 2(i − 1)π

11

}]
, i = 1, 2, 3, . . . , 11 (7.27)

In Equation 7.24 to Equation 7.27, E s1 , E s2 , α, and θ hold the same definitions as before. For upper-
and lower-bound POE expressions we can always refer to Equation 7.14 and Equation 7.15.

7.4.4 The (6,10) Constellation Format

In this circular constellation format (Figure 7.6), the inner and outer circles contain 6 and 10 symbols,
respectively.

Here, for transmitting an arbitrary symbol from the transmitter with the same channel scenario as
before, the best-approximated POE expression becomes

Pe(6,10) ≈ 10

16

6∑
i=1

Q

⎛
⎝
√

d2
A1 Bi

2N0

⎞
⎠+ 10

16

10∑
i=2

Q

⎛
⎝
√

d2
A1 Ai

2N0

⎞
⎠

+ 6

16

6∑
i=2

Q

⎛
⎝
√

d2
B1 Bi

2N0

⎞
⎠+ 6

16

10∑
i=1

Q

⎛
⎝
√

d2
B1 Ai

2N0

⎞
⎠ (7.28)
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FIGURE 7.6 (6,10) Circular constellation.

where

d2
A1 Bi

= E s1

[
1+ α2 − 2α cos

{
θ + (i − 1)π

3

}]
, i = 1, 2, . . . , 6 (7.29)

d2
A1 Ai

= 4E s2 sin2

[
(i − 1)π

10

]
, i = 2, 3, . . . , 10 (7.30)

d2
B1 Bi

= 4E s1 sin2

[
(i − 1)π

6

]
, i = 2, 3, . . . , 6 (7.31)

d2
B1 Ai

= E s1

[
1+ α2 − 2α cos

{
θ + (i − 1)π

5

}]
, i = 1, 2, 3, . . . , 10 (7.32)

In the above equations E s1 , E s2 , α, and θ have already been defined in the previous sections. For evaluating
the upper- and lower-bound POE expressions, we can use Equation 7.14 and Equation 7.15.

7.4.5 16-Rectangular Constellations with a Circular Format

7.4.5.1 The Structure

The 16-QAM rectangular constellation can be represented by a circular format with three concentric
circles, as shown in Figure 7.7. In this case, the first, second, and third circles hold 4, 8, and 4 symbols,
respectively. Due to the presence of three circles, here we need to define two RRs, α1 and α2, as

α1 = R

r1
(7.33a)

α2 = R

r2
(7.33b)

where r1, r2, and R are the inner, middle, and outer circle radii, respectively. Here we also define θ1 and θ2

as the PDs between the first outer circle symbol and the nearest center circle symbol, and between the first
center circle symbol and the nearest inner circle symbol, respectively. From the geometry it is clear that
θ1 = θ2 = angle between symbols C1 and B2.
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7.4.5.2 Probability of Error Analysis

As before, depending on the geometry of the constellation diagram, the POE analytical technique will be
presented in this section. As a result of symmetry of the symbol orientations on all circles, we can arbitrarily
choose any three symbols, one from each circle, for presenting the analysis. In this case, we choose symbols
A1, B1, and C1 and define:

dA1 Ai = distance between symbols A1 and Ai (i �= 1), in the outer circle
dA1 Bi = distance between the outer circle symbol A1 and any other center circle symbol Bi

dA1Ci = distance between the outer circle symbol A1 and any other inner circle symbol Ci

dC1Ci = distance between symbols C1 and Ci (i �= 1), in the inner circle
dC1 Bi = distance between the inner circle symbol C1 and any other center circle symbol Bi

dB1 Bieven
= distance between the center circle symbol B1 and any even-numbered center circle symbol

Bieven (ieven = 2, 4, 6, 8)
dB1 Biodd

= distance between the center circle symbol B1 and any odd-numbered center circle symbol
Biodd (i �= 1 and iodd = 3, 5, 7)

By following the geometry of Figure 7.6, all the above distances can easily be equated as

d2
A1 Ai

= 4E s3 sin2

[
(i − 1)π

4

]
, i = 2, 3, 4 (7.34)

d2
A1 Bi

= E s2

[
1+ α2

2 − 2α2 cos

{
θ1 + (i − 1)π

2

}]
, i = 1, 2, . . . , 8 (7.35)

d2
A1Ci

= E s1

[
1+ α2

1 − 2α1 cos

{
(i − 1)π

2

}]
, i = 1, 2, 3, 4 (7.36)

d2
C1Ci

= 4E s1 sin2

[
(i − 1)π

4

]
, i = 2, 3, 4 (7.37)

d2
C1 Bi

= E s1

[
1+
(

α1

α2

)2

− 2

(
α1

α2

)
cos

{
θ2 + (i − 1)π

2

}]
, i = 1, 2, . . . , 8 (7.38)
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d2
B1 Bieven

= 4E s2 sin2

[
θ1 + θ2

2
+ (ieven − 2)π

8

]
, ieven = 2, 4, 6, 8 (7.39)

d2
B1 Biodd

= 4E s2 sin2

[
(iodd − 1)π

8

]
, iodd �= 1 and iodd = 3, 5, 7 (7.40)

where E s1
, E s2 , and E s3 are the energies of the inner, center, and outer circle symbols, respectively, which

are defined as

E s1 = r 2
1 (7.41a)

E s2 = r 2
2 (7.41b)

E s3 = R2 (7.41c)

In this case, in transmitting an arbitrary symbol from the transmitter in the presence of AWGN of one-
sided PSD N0, the lower and upper bounds of the POE expressions of Equation 7.14 and Equation 7.15
can be applied by following the previous approach to evaluate the best-approximated POE as

Pe(16Rec) ≈ 1

4

4∑
i=2

Q

⎛
⎝
√

d2
A1 Ai

2N0

⎞
⎠+ 1

4

8∑
i=1

Q

⎛
⎝
√

d2
A1 Bi

2N0

⎞
⎠+ 1

4

4∑
i=1

Q

⎛
⎝
√

d2
A1Ci

2N0

⎞
⎠

+ 1

4

4∑
i=2

Q

⎛
⎝
√

d2
C1Ci

2N0

⎞
⎠+ 1

4

8∑
i=2

Q

⎛
⎝
√

d2
C1 Bi

2N0

⎞
⎠+ 1

4

4∑
i=1

Q

⎛
⎝
√

d2
C1 Ai

2N0

⎞
⎠

+ 1

2

8∑
i=2

⎡
⎣Q

⎛
⎝
√

d2
B1 Bieven

2N0

⎞
⎠+ Q

⎛
⎝
√

d2
B1 Biodd

2N0

⎞
⎠
⎤
⎦+ 1

2

4∑
i=1

Q

⎛
⎝
√

d2
B1Ci

2N0

⎞
⎠

+ 1

2

4∑
i=1

Q

⎛
⎝
√

d2
B1 Ai

2N0

⎞
⎠ (7.42)

where the seventh term on the right-hand side of Equation 7.42 works as follows: when i is even, dB1 Biodd
= 0,

and when i is odd, dB1 Bieven
= 0. Equation 7.42 provides the general form for the best-approximated POE

expressions, which can be equally applicable to both linear and nonlinear channels.

7.4.6 The Effect of Nonlinearity and the Application
of a Predistortion Technique

Due to the presence of the HPA in the communication link, the distances between the signal constellation
points will be distorted according to the model and back-off values of the HPA. Back-off of an HPA
represents the backing off of its operating point away from the saturation region, which in turn results
in reduced nonlinear distortion with the expense of power efficiency of the amplifier. The back-off could
be input or output type. The IBO of an HPA is defined (in decibel scale) as the difference between its
input saturation power and the average input signal power, while the output back-off (OBO) in decibel
scale is defined in the same way for output powers. As an example, we can refer to Figure 7.8a and 7.8b,
where (8,8) circular constellations at the input and output of the TWT, respectively, are shown in the
presence of minimum back-off (i.e., the amplitudes of outer circle symbols are on the saturation point of
the HPA). The resulting distortion due to these HPAs affects the POE performance. One way to overcome
this problem is to use a data predistortion technique, where the transmitted data is predistorted in such
a way that the output of the HPA provides the optimum constellation with respect to POE performance.
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(a) (b)

FIGURE 7.8 (8,8) circular constellation at the input (a), and at the output (b) of TWT.
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FIGURE 7.9 Nonlinear communication system with data predistortion.

Figure 7.9 shows the block diagram of the nonlinear communication system with data predistortion. In
this system the data predistorter distorts the outgoing data in such a way so that the nonlinear amplifier,
which follows the predistorter, keeps the original constellation intact.

There are many techniques (e.g., see [Muh00] [Ibn98] [Ber97]) available in the research and application
domains that can be used to achieve data predistortion. Since the major focus of this chapter is not on
searching for the optimal data predistortion technique, we will consider a simple technique for our analysis.
With this technique data predistortion for the HPA can be achieved by using two different methods: the
direct method and the optimal method. When using the direct method for a circular constellation with
two circles, we first calculate the RR α′ and PD θ ′ at the output of a linear channel. Now for the HPA we
calculate the radius R′ of the outer circle from the operating point of the HPA. This operating point is
set according to the back-off value of the HPA. With the aid of α′ and R′ we then find the value of the
radius of the inner circle r ′ for the nonlinear case. Subsequently, by using the model of the amplifier, the
predistorted inner circle radius can be found. Here, for the TWT, the AM/AM model (see Appendix) is
given by

A(r ) = 2r

1+ r
(7.43)

With A(r ) = r ′ and r = r p , the predistorted inner circle radius would be

r p = 1

r ′
−
√

1

r ′2
− 1 (7.44)
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while the predistorted RR αp would be

αp = R

r p
(7.45)

The predistorted PD θp can be equated as

θp = P (R′)− [θ ′ − P (r p)] (7.46)

In Equation 7.40, the TWT AM/PM model (see Appendix), given by

P (r ) = π

3

r 2

1+ r 2
(7.47)

can be used for calculating the phases P (R′) and P (r p) for outer and inner circles, respectively.
It is interesting to note here that with a small rotation of the symbols in the inner circle (not true for the

16-rectangular constellation with a circular format), sometimes we get better performance with the use of
a predistortion technique. This better performance can only be ensured through the use of an exhaustive
search method, which we will call the optimal method. In this case, the best possible RR α′ and PD θ ′ are
extracted for the linear case from the set of POE performance curves, after the exhaustive search, by varying
the RRs and PDs one at a time. After that, the same procedure used for the direct method is followed.

For the three-circle circular constellation, the same two methods can be applied. In this case for the
direct method, we first calculate the RR α′1 and PD θ ′1 between the outer and center circles at the output
of a linear channel, and then we follow the same procedure for the two-circle case. Later we calculate the
RR α′2 and PD θ ′2 between the center and inner circles at the output of the same linear channel and then
repeat the two-circle procedure. For the optimal case we follow the search method. The 16-rectangular
constellation with a circular format provides the same results for both methods.

Unlike other exhaustive search methods, due to the simplified forms of the POE expressions, this
optimal method can easily be applied with a small price paid for the search time. Since the performance
improvement in the second case is not very significant, the necessity of an exhaustive search is totally
dependent on the requirement of the application and on the individual’s choice.

7.4.7 Total Degradation

Total degradation is a performance figure in the nonlinear environment that describes the difference
between the maximum power of the HPA and the output power of a linear amplifier required to assure
a predefined POE. The TD of a system, which can be a function of either IBO or OBO of an HPA, is
dependent on the operating point of the HPA. In terms of IBO, TD is defined as

TD(dB) = IBO(dB)+ SNRNL(dB)− SNRL (dB) (7.48)

where SNRNL and SNRL are the required SNRs for nonlinear and linear amplifiers, respectively, at a targeted
POE.

For multilevel signals, the operating point of the HPA cannot be chosen in such a way that the average
signal power is at the saturation point, because in this case the high-level symbols will pass beyond
saturation. For this reason, while working with multilevel signals, we need to know a minimum IBO
(IBOmin) that will guarantee the highest level of the signal symbols at the saturation point of the amplifier.
The value of IBOmin is dependent on the number of symbols in each level of a multilevel signal constellation.
For each constellation the IBOmin can be calculated as the decibel difference between the average power of
the symbols and the maximum symbol power in that constellation.

The plot for TD performance, with different constellations as a function of IBO, gives a set of convex
curves from which the minimum IBO and the corresponding total degradation can be calculated for each
constellation.

The optimum IBO (which corresponds to the minimal TD) can be found by plotting the TD curves as
a function of different IBOs, which take into account the optimum RRs and PDs.
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FIGURE 7.10 Effect of RR on the POE performance of circular (8,8) constellations in the presence of a TWT.

7.4.8 Results and Discussions

In this section we will present some analytical results based on the findings in the previous subsections,
taking into account the TWT as part of the system. Some supporting simulation results are also presented
here. Moreover, this section provides a brief performance comparison between the different 16-QAM
circular constellations presented above.

Figure 7.10 shows the effect of various RRs on the POE performance on the circular (8,8) QAM
constellation in the presence of the TWT and a predicted optimum PD of 22.5◦. With this value, any
inner circle symbol positions itself at an equidistant length from its two neighboring outer circle symbols
providing the best possible structure for detecting any one of the symbols. In the figure, the effects of
the RR are observed for different SNRs in decibel. From the figure it is found that the POE performance
continues to improve with continuous increase in the RR up to its optimal value, while an increase in the RR
beyond its optimal value results in worse POE performance. There is an explanation behind this particular
observation. In the beginning (RR= 1) all the constellation points lie on the same circle providing a very
small decision region for detection. With the assumption that the maximum amplitude of the symbols is
normalized to 1 as the RR is increased, the decision region becomes wider for detection with a decrease
in the radius of the inner circle. As a result, the performance keeps improving until the RR reaches its
optimum value. After the optimal RR is reached, the constellation points in the inner circle become so
crowded that the decision region in this circle becomes very small for detection purposes. Thus, the system
performance starts to deteriorate. The optimal RR is found to be almost invariant with the SNR, as shown
in the plots. They show that the POE performance is asymmetrical with respect to the optimal RR. This
results in a large degradation for a small deviation in the RR from its optimal value.

Figure 7.11 presents the effects of various PDs on the POE performance for the circular (8,8) QAM
constellation. Here, the effects of PDs are observed on different SNRs in decibel, while the optimal RR is
1.645. In this figure the optimal PD is shown to be 22.5◦, which is obvious since the optimal RR, based on
which the PDs are plotted, was achieved by predicting the above value. In this case, it is found that if we
vary the optimal RR to some extent, the optimal PD does not vary, which proves the validity of its value.
In the figure, this optimal PD is shown to be independent of the SNRs. The figure also shows that the POE
performance is symmetrical with respect to the optimal PD.

Table 7.1 presents different optimal RRs and optimal PDs. These are found through an exhaustive
search method by plotting different best-approximated POE expressions for different 16-QAM circular
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TABLE 7.1 Optimal RRs and PDs at the TWT Output

16-QAM Circular Constellations Optimal Ring Ratio Optimal Phase Difference (Degrees)

(8,8) 1.645 22.5
(4,12) 2.732 45
(5,11) 2.17 46
(6,10) 2.03 21

16-rec (4,8,4) 3 and 1.34126 26.565 for both
P

O
E
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FIGURE 7.11 Effect of PD on the POE performance of circular (8,8) constellations in the presence of a TWT.

constellations. Due to the presence of three circles for the 16-rectangular constellation with a circular
format, we find two optimal RRs and PDs for this case.

To verify the accuracy of our approach, we present some simulation results in Figure 7.12. In this case we
consider circular (8,8) QAM constellations with predistorted data sequences. We predistort the transmitted
data in such a way that the TWT’s output gives the optimal RR and optimal PD. Here, the communications
system model, shown in Figure 7.9, is used for the purpose of this simulation. The simulation results
presented in this scenario are based on the Monte Carlo simulation. In the transmitter, the information
data bits are generated using random data sources. At the receiver, the detected symbols are compared with
the original transmitted data on a symbol-by-symbol basis. Figure 7.12 shows that the simulation results
are in congruence with theoretical results. Figure 7.13 compares our rectangular 16-QAM constellation
best-approximated POE results with the existing exact [Pro02], Craig [Cra91], and approximate [Alu00]
counterparts. It is shown that at reasonable POEs of interest (>10−1) our results agree more with the
existing “exact” result than with Craig’s. The slight disagreement in the latter case is due to the presence
of the numerical integration, which is avoided in the method discussed in this chapter.

For data predistortion, Table 7.2 presents the optimal RRs and PDs at the predistorter output for different
constellations. These optimal values were obtained using the results of Section 7.4.6. Figure 7.14 illustrates
the concept of data predistortion for the rectangular 16-QAM constellation.

In Figure 7.15 we present the POE performance as a function of the SNR for different circular 16-QAM
constellations with their individual optimal RRs and PDs. The results are presented for both predistortion
and nonpredistortion techniques. The figure also includes the POE performance curve for a 16-PSK (phase
shift keying) system.
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TABLE 7.2 Optimal RRs and PDs at the Predistorter Output

16-QAM Circular Constellations Optimal Ring Ratio Optimal Phase Difference (Degrees)

(8,8) 2.8284 45.8241
(4,12) 5.27426 72.918
(5,11) 4.0958 72.3256
(6,10) 3.732 46.98

16-rec (4,8,4) 5.82842 and 2.23607 54.84927 and 46.5651

2018161412108
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10−2

10−1
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Lower Bound
Upper Bound
Best Approx.
Simulation

FIGURE 7.12 Theoretical and simulation results of POE performance for the (8,8) circular constellation in the
presence of a TWT.
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FIGURE 7.13 16-Rectangular POE performance in the AWGN channel with exact, approximate, Craig and best
approximate representations.
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FIGURE 7.15 Different 16-QAM circular constellations with and without the use of a predistortion technique in the
presence of a nonlinear HPA. For each constellation, the minimal IBO was used.

The figure shows that without predistortion, the circular (4,12) 16-QAM constellation performs the
best in terms of POE for a nonlinear channel. However, the application of a predistorter results in the best
performance for the circular (5,11) 16-QAM constellation. From the figure it is clear that the application
of a predistorter in a nonlinear system improves the system performance.
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TABLE 7.3 Minimum IBO, Optimum IBO, and Optimum TD for Different
16-QAM Circular Constellations

Star (8,8) Star (6,10) Star (5,11) Star (4,12) Rec. 16-QAM

IBOmin(dB) 1.8017 1.4508 1.2270 1.0596 2.5527
IBOopt(dB) 5.400 4.6509 3.4271 1.4596 2.5527
TDopt(dB) 8.9345 7.6949 6.6282 3.0980 7.2181
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FIGURE 7.16a TD performance for different 16-QAM circular constellations in the presence of a TWT.

It is worth noting that with the use of a predistortion technique the rectangular 16-QAM constellation
gives a nearly identical performance to that of the circular (5,11) constellation. However, the predistortion
requirements for the circular (5,11) constellation have a lower complexity than those required for the
rectangular 16-QAM constellation. Therefore, it can be concluded that among different 16-QAM constel-
lations, the circular (5,11) constellation is of practical interest for a nonlinear channel in the presence of a
data predistorter.

In Figure 7.16a we present the TD performance with a predefined POE of 10−4 as a function of different
IBOs for different circular 16-QAM constellations (the optimal RRs and PDs have been used, and no data
predistortion is considered here). This figure provides the optimal IBO and the corresponding optimal
TD for each constellation. The figure also displays the TD performance of a linear constant modulation
scheme (16-PSK) for comparison. It is observed that for two-circle circular constellations, the TD is higher
for the constellations having more symbols in the inner circle. Table 7.3 summarizes the optimum IBO,
optimum TD, and minimum IBO values.

Finally, Figure 7.16b presents the POE performance as a function of SNR for different circular 16-
QAM constellations with their individual optimal RRs and PDs when the HPA is forced to work with
optimal IBO for each constellation. POE performances of all the constellations with data predistor-
tion are also displayed, which show their superiority over the nonpredistortion technique with optimal
IBO.
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7.5 Probability of Symbol Error for the Circular
32-ary QAM Format

In this section we will study three different circular 32-ary QAM constellations: the (4,11,17), (5,11,16),
and the 32-rectangular constellation with the circular format (4,8,4,8,8). To find out the POE expressions,
the same methodology detailed in Section 7.4.5 will be followed for the first two constellations. However,
for the 32-rectangular constellation, where five concentric circles represent the structure, the method will
be extended by taking into consideration four different RRs and PDs. This section will include a discussion
on the predistortion technique used in this study and its application.

7.5.1 The (4,11,17) Constellation Format

This constellation, as shown in Figure 7.17, is represented with three concentric circles where the inner,
center, and outer circles contain 4, 11, and 17 symbols, respectively. For the three circles the resultant RRs,
α1 and α2, and PDs, θ1 and θ2, hold the same definitions as seen in Section 7.4.5. Here in transmitting
any arbitrary symbol of the 32-QAM signal, the lower-bound, upper-bound, and best-approximated POE
expressions in the presence of AWGN with a PSD of N0 can be expressed as

Lower bound:

PeLower > Q

⎛
⎝
√

d2
min

2No

⎞
⎠ (7.49)
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FIGURE 7.17 32-QAM with a (4,11,17) circular constellation.

Upper bound:

Peupper < 31Q

⎛
⎝
√

d2
min

2No

⎞
⎠ (7.50)

Best-approximated POE:

Pe(4,11,17) ≈ 17
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⎠ (7.51)

+ 1

8
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Q
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√
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⎠

In Equation 7.49 and Equation 7.50, dmin represents the minimum distance among all possible distances
between the symbols, as shown in Figure 7.17. The factor 31 in Equation 7.50 represents the number of
neighboring symbols around the transmitted symbol. With the help of the geometrical structure presented
in Figure 7.17, the distances in Equation 7.51 can easily be equated as

d2
A1 Ai

= 4E s3 sin2

[
(i − 1)π

17

]
, i = 2, 3, . . . , 17 (7.52)

d2
A1 Bi

= E s2

[
1+ α2

2 − 2α2 cos

{
θ1 + 2(i − 1)π

11

}]
, i = 1, 2, . . . , 11 (7.53)
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d2
A1Ci

= E s1

[
1+ α2

1 − 2α1 cos

{
(θ1 + θ2)+ (i − 1)π

2

}]
, i = 1, 2, 3, 4 (7.54)

d2
B1 Bi

= 4E s2 sin2

[
(i − 1)π

11

]
, i = 2, 3, . . . , 11 (7.55)

d2
B1 Ai

= E s2

[
1+ α2

2 − 2α2 cos

{
θ1 − 2(i − 1)π

17

}]
, i = 1, 2, . . . , 17 (7.56)

d2
B1Ci

= E s1

[
1+
(

α1

α2

)2

− 2

(
α1

α2

)
cos

{
θ2 + (i − 1)π

2

}]
, i = 1, 2, 3, 4 (7.57)

d2
C1Ci

= 4E s1 sin2

[
(i − 1)π

4

]
, i = 2, 3, 4 (7.58)

d2
C1 Bi

= E s1

[
1+
(

α1

α2

)2

− 2

(
α1

α2

)
cos

{
θ2 − 2(i − 1)π

11

}]
, i = 1, . . . , 11 (7.59)

d2
C1 Ai

= E s1

[
1+ α2

1 − 2α1 cos

{
(θ1 + θ2)− 2(i − 1)π

17

}]
, i = 1, 2, . . . , 17 (7.60)

where E s1
, E s2 , and E s3 are the energies of the inner, center, and outer circle symbols, respectively, which

hold the same definitions as seen in Equation 7.41.

7.5.2 The (5,11,16) Constellation Format

In this constellation (Figure 7.18), the inner, center, and outer circles contain 5, 11, and 16 symbols, respec-
tively. Here we use the same definitions for RRs, PDs, and symbol energies as mentioned in Section 7.5.1.
In this case, with a similar channel scenario as before, the lower- and upper-bound POE can be expressed
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FIGURE 7.18 32-QAM with a (5,11,16) circular constellation.
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with the help of Equation 7.49 and Equation 7.50, while the best-approximated bound can be equated as

Pe(5,11,16) ≈ 1
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where

d2
A1 Ai

= 4E s3 sin2

[
(i − 1)π

16

]
, i = 2, 3, . . . , 16 (7.62)

d2
A1 Bi

= E s2

[
1+ α2

2 − 2α2 cos

{
θ1 + 2(i − 1)π

11

}]
, i = 1, 2, . . . , 11 (7.63)

d2
A1Ci

= E s1

[
1+ α2

1 − 2α1 cos

{
(θ1 + θ2)+ 2(i − 1)π

5

}]
, i = 1, 2, . . . , 5 (7.64)

d2
B1 Bi

= 4E s2 sin2

[
(i − 1)π

11

]
, i = 2, 3, . . . , 11 (7.65)

d2
B1 Ai

= E s2

[
1+ α2

2 − 2α2 cos

{
θ1 − (i − 1)π

8

}]
, i = 1, 2, . . . , 16 (7.66)

d2
B1Ci

= E s1

[
1+
(

α1

α2

)2

− 2

(
α1

α2

)
cos

{
θ2 + 2(i − 1)π

5

}]
, i = 1, 2, 3, 4, 5 (7.67)

d2
C1Ci

= 4E s1 sin2

[
(i − 1)π

5

]
, i = 2, 3, 4, 5 (7.68)

d2
C1 Bi

= E s1

[
1+
(

α1

α2

)2

− 2

(
α1

α2

)
cos

[
θ2 − 2(i − 1)π

11

]]
, i = 1, 2, . . . , 11 (7.69)

d2
C1 Ai

= E s1

[
1+ α2

1 − 2α1 cos

{
(θ1 + θ2)− (i − 1)π

8

}]
, i = 1, 2, . . . , 16 (7.70)

7.5.3 32-Rectangular Constellations with a Circular Format

7.5.3.1 The Structure

The 32-QAM rectangular constellation can be represented by a circular format with five concentric circles,
as shown in Figure 7.19. In this case, the circles A, B , C , D, and E accommodate 4, 8, 4, 8, and 8 symbols,
respectively. These five circles provide four RRs, α1, α2, α3, and α4, defined respectively as

α1 = R

r1
(7.71a)
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FIGURE 7.19 Circular representation (4,8,4,8,8) of 32-rectangular QAM.

α2 = R

r2
(7.71b)

α3 = R

r3
(7.71c)

α4 = R

r4
(7.71d)

where r1, r2, r3, r4, and R are the radii of circles E , D, C , B , and A, respectively. Here we also define θ1, θ2,
θ3, and θ4 as the PDs between the symbols A1 and B1, B1 and C1, C1 and D1, and D1 and E 1, respectively.

7.5.3.2 Probability of Error Analysis

In this case, as a result of the symmetry of the symbol orientations on all the circles, we will arbitrarily
choose any five symbols, one from each circle, for presenting the analysis. Here, we choose symbols A1 B1,
C1, D1 and E 1 and define:

dA1 Ai = distance between symbols A1 and Ai (i �= 1), in circle A
dB1 Bi = distance between symbols B1 and Bi (i �= 1), in circle B
dC1Ci = distance between symbols C1 and Ci (i �= 1), in circle C
dD1 Di = distance between symbols D1 and Di (i �= 1), in circle D
dE 1 E i = distance between symbols E 1 and E i (i �= 1), in circle E
dB1 Ai = distance between symbols B1 and Ai

dC1 Ai = distance between symbols C1 and Ai

dC1 Bi = distance between symbols C1 and Bi

dD1 Ai = distance between symbols D1 and Ai

dD1 Bi = distance between symbols D1 and Bi

dD1Ci = distance between symbols D1 and Ci

dE 1 Ai = distance between symbols E 1 and Ai

dE 1 Bi = distance between symbols E 1 and Bi

dE 1Ci = distance between symbols E 1 and Ci

dE 1 Di = distance between symbols E 1 and Di
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According to the structure presented in Figure 7.19, these distances can easily be expressed as

d2
A1 Ai

= 4E s5 sin2

[
(θ2 − θ1)+ (i − 2)π

8

]
, i = 2, 4, 6, 8 (7.72a)

d2
A1 Ai

= 4E s5 sin2

[
(i − 1)π

8

]
, i = 3, 5, 7 (7.72b)

d2
B1 Bi

= 4E s4 sin2

[
θ2 + (i − 2)π

8

]
, i = 2, 4, 6, 8 (7.73a)

d2
B1 Bi

= 4E s4 sin2

[
(i − 1)π

8

]
, i = 3, 5, 7 (7.73b)

d2
C1Ci

= 4E s3 sin2

[
(i − 1)π

4

]
, i = 2, 3, 4 (7.74)

d2
D1 Di

= 4E s2 sin2

[
θ3 + (i − 2)π

8

]
, i = 2, 4, 6, 8 (7.75a)

d2
D1 Di

= 4E s2 sin2

[
(i − 1)π

8

]
, i = 3, 5, 7 (7.75b)

d2
E 1 E i

= 4E s1 sin2

[
(i − 1)π

4

]
, i = 2, 3, 4 (7.76)

d2
B1 Ai

= E s4

[
1+ α2

4 − 2α4 cos

{
28.072+ θ1 + (i − 2)π

4

}]
, i = 2, 4, 6, 8 (7.77a)

d2
B1 Ai

= E s4

[
1+ α2

4 − 2α4 cos

{
θ1 + (i − 1)π

4

}]
, i = 1, 3, 5, 7 (7.77b)

d2
C1 Ai

= E s3

[
1+ α2

3 − 2α3 cos

{
28.072− (θ2 − θ1)+ (i − 2)π

4

}]
, i = 2, 4, 6, 8 (7.78a)

d2
C1 Ai

= E s3

[
1+ α2

3 − 2α3 cos

{
(θ2 − θ1)− (i − 1)π

4

}]
, i = 1, 3, 5, 7 (7.78b)

d2
C1 Bi

= E s3

[
1+
(

α3

α4

)2

− 2

(
α3

α4

)
cos

{
67.38− θ2 + (i − 2)π

4

}]
, i = 2, 4, 6, 8 (7.79a)

d2
C1 Bi

= E s3

[
1+
(

α3

α4

)2

− 2

(
α3

α4

)
cos

{
θ2 − (i − 1)π

4

}]
, i = 1, 3, 5, 7 (7.79b)
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d2
D1 Ai

= E s1

[
1+ α2

2 − 2α2 cos

{
28.072+ θ3 − (θ2 − θ1)+ (i − 2)π

4

}]
, i = 2, 4, 6, 8 (7.80a)

d2
D1 Ai

= E s1

[
1+ α2

2 − 2α2 cos

{
θ3 − (θ2 − θ1)+ (i − 1)π

4

}]
, i = 1, 3, 5, 7 (7.80b)

d2
D1 Bi

= E s2

[
1+
(

α2

α4

)2

− 2

(
α2

α4

)
cos

{
67.38− θ2 + θ3 + (i − 2)π

4

}]
, i = 2, 4, 6, 8 (7.81a)

d2
D1 Bi

= E s2

[
1+
(

α2

α4

)2

− 2

(
α2

α4

)
cos

{
θ2 − θ3 − (i − 1)π

4

}]
, i = 1, 3, 5, 7 (7.81b)

d2
D1Ci

= E s2

[
1+
(

α2

α3

)2

− 2

(
α2

α3

)
cos

{
θ3 + (i − 1)π

2

}]
, i = 1, 2, 3, 4 (7.82)

d2
E 1 Ai

= E s1

[
1+ α2

1 − 2α1 cos

{
28.072− (θ2 − θ1)+ (i − 2)π

4

}]
, i = 2, 4, 6, 8 (7.83a)

d2
E 1 Ai

= E s1

[
1+ α2

1 − 2α1 cos

{
(θ2 − θ1)− (i − 1)π

4

}]
, i = 1, 3, 5, 7 (7.83b)

d2
E 1 Bi

= E s1

[
1+
(

α1

α4

)2

− 2

(
α1

α4

)
cos

{
67.38− θ2 + (i − 2)π

4

}]
, i = 2, 4, 6, 8 (7.84a)

d2
E 1 Bi

= E s1

[
1+
(

α1

α4

)2

− 2

(
α1

α4

)
cos

{
θ2 − (i − 1)π

4

}]
, i = 1, 3, 5, 7 (7.84b)

d2
E 1Ci

= E s1

[
1+
(

α1

α3

)2

− 2

(
α1

α3

)
cos

{
(i − 1)π

2

}]
, i = 1, 2, 3, 4 (7.85)

d2
E 1 Di

= E s1

[
1+
(

α1

α2

)2

− 2

(
α1

α2

)
cos

{
53.13− θ3 + (i − 2)π

4

}]
, i = 2, 4, 6, 8 (7.86a)

d2
E 1 Di

= E s1

[
1+
(

α1

α2

)2

− 2

(
α1

α2

)
cos

{
θ3 − (i − 1)π

4

}]
, i = 1, 3, 5, 7 (7.86b)

As seen from the geometry of the constellation diagram, the equality dXi Y j = dY j Xi is satisfied in all the
above equations. In these equations,E s1

, E s2 , E s3 , E s4 , and E s5 are the energies of the circles E , D, C , B ,
and A, respectively, which are defined as

E s1 = r 2
1 (7.87a)

E s2 = r 2
2 (7.87b)
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E s3 = r 2
2 (7.87c)

E s4 = r 2
2 (7.87d)

E s5 = R2 (7.87e)

Now dmin can be found from the distances defined above. Then we can apply Equation 7.49 and
Equation 7.50 to find the lower and upper bounds of the POE expressions when transmitting a symbol
in the presence of AWGN with a PSD of N0. With the same scenario the best-approximated upper bound
can be derived as

Pe(32Rec) ≈ 0.25Pe/A1 + 0.25Pe/B1 + 0.125Pe/C1 + 0.25Pe/D1 + 0.125Pe/E 1 (7.88)

where the conditional probabilities are given by
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7.5.4 The Effect of Nonlinearity and the Application
of a Predistortion Technique

Equations 7.49 to 7.51, 7.61, and 7.88 provide a generalized form of the POE expressions for 32-QAM cir-
cular constellations. These equations are equally applicable for the nonlinear environment in the presence
of a HPA, where the distances would vary depending on the model of the nonlinear amplifier. To overcome
the nonlinearity in a 32-QAM system with circular constellations, we can follow the same predistortion
approach as seen in Section 7.4.6.

7.5.5 Results and Discussions

In this section we will briefly discuss some results that provide a clear comparison between all the addressed
32-QAM constellations with and without the application of a predistortion technique in the presence of the
TWT. We also present a comparative analysis between the addressed 16-QAM and 32-QAM constellations
with the aid of POE vs. SNR curves. In the graphs we add the POE curves for 16- and 32-PSK systems
in the linear AWGN channel just to reflect the popularity of 16- and 32-QAM systems over their PSK
counterparts.

Here, Figure 7.20 shows POE plots for all the addressed 32-QAM circular constellations with and
without the presence of a data predistortion technique in the nonlinear AWGN channel (in the presence
of a nonlinear amplifier); the minimal IBO is used for each constellation. The figure also includes the
POE plots for the 16- and 32-PSK systems in the linear AWGN channel. From the curves it is clearly
noticeable that in the nonlinear environment, with a data predistortion technique, all the addressed
32-QAM constellations perform better than both the 16- and 32-PSK systems. As seen from the figure, the
(5,11,16) circular constellation performs best among all the addressed constellations.

Figure 7.21 illustrates data predistortion for a 32-QAM rectangular constellation. Figure 7.22 shows
some interesting results that help us to see the POE performance comparison between the addressed
16- and 32-QAM constellations, with data predistortion, and the 16- and 32-PSK based on linear system
performance. From the figure we can comment that with a little sacrifice in the spectral efficiency, we can
achieve a significant gain in the power efficiency by using the (5,11) constellation, with data predistortion,
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FIGURE 7.20 Performance comparison between different 32-QAM circular constellations with and without the
application of a data predistortion technique in the presence of a nonlinear HPA.
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FIGURE 7.22 Performance comparison between different 16 and 32-QAM circular constellations with the use of a
data predistortion technique in the presence of an NA.

over the other 16- and 32-QAM (and PSK) constellations. The above figures also show that the 16- and
32-QAM systems, with the use of a data predistortion technique, could be great candidates in design-
ing a communications system, such as a satellite communications system, where nonlinearity is a big
challenge.
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7.6 Conclusions

This chapter presents a simple and efficient method to calculate the POE of any 16- and 32-QAM circular
constellation over a memoryless satellite channel. This method, which can be extended for any M-QAM
circular constellation, provides a way to find the optimal RRs and PDs for all the addressed QAM constella-
tions. A data predistortion technique is introduced into the system to overcome the nonlinear distortions
that result from the TWT amplifier. The results show that the RR has more influence than the PD on the
variation of the POE performance. Computer simulations support the theoretical results. The analytical
results provide a comparison between different POE performances for different constellations, which helps
in finding the right QAM constellation for the right system.

Appendix

TWT Based on the Saleh Model [Sal81]

TWT amplifiers are commonly used in mobile satellite communication systems for high-power application.
When operated near the maximum power region, these amplifiers cause nonlinear distortions. These
distortions are modeled in terms of amplitude-to-amplitude (AM/AM) and amplitude-to-phase (AM/PM)
conversions. Many researchers have provided different models on these conversions, among which the Saleh
model [Sal81] is most widely used:

A(r )= αar

1+ βar 2
(7.A1)

P (r )= π

3

αpr 2

1+ βpr 2
(7.A2)

Equation 7.A1 and 7.A2 represent the AM/AM and AM/PM conversions, respectively, and α and β are
the arbitrary constants. Figure 7.A(a) and (b) show the normalized AM/AM and AM/PM conversions,
respectively, with αa = 2 and βa = 1, and αp = βp = 1 (these values are used in this chapter). From
these figures it is clear that as the operating point of the amplifier moves close to the saturation region, the
distortion of the output increases due to the nonlinearity.
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Abstract

Orthogonal frequency division multiplexing (OFDM) is, with substantial progress in digital signal pro-
cessing, becoming an important part of the telecommunications arena. The most appealing feature of
OFDM is the simplicity of the receiver design due to the efficiency with which OFDM can cope with the
effects of frequency-selective multipath channels. Multicarrier systems such as OFDM are, however, more
sensitive to carrier frequency offset (CFO) than are single-carrier systems. We first review the basics of
OFDM communications systems and then address the CFO estimation problem. Both pilot-based and
blind estimation techniques are presented. The Cramér–Rao bound is established, and an optimal null
carrier placement scheme is derived.

8.1 Introduction

Orthogonal frequency division multiplexing (OFDM) has become the standard of choice for wireless
local area networks (LANs) such as HIPERLAN/2 and IEEE 802.11a; it has been adopted in Europe for
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Digital Audio Broadcasting (DAB) and Digital Video Broadcasting (DVB), Multimedia Mobile Access
Communications (MMAC) in Japan, and fixed wireless; and is being considered for several IEEE 802.11
and 802.16 standards, including wideband metropolitan area networks (MANS) [1]. The popularity of
OFDM stems from its ability to transform a wideband frequency-selective channel to a set of parallel flat-
fading narrowband channels, which substantially simplifies the channel equalization problem. Because of
the time–frequency granularity that it offers, OFDM appears to be a natural solution when the available
spectrum is not contiguous, for overlay systems, and to cope with issues such as narrowband jamming. In
the multiuser context, this granularity also accommodates variable quality-of-service (QoS) requirements
and bursty data.

But carrier synchronization turns out to be a critical issue for multicarrier systems. In this chapter, we
review the basics of OFDM and study the frequency synchronization problem in detail. Clearly, issues such
as timing recovery and channel estimation are important, but will not be treated here. Synchronization
usually consists of an acquisition phase followed by a tracking phase. In the acquisition phase, initial (often
coarse) estimates of the synchronization parameters are obtained. Finer estimates, as well as tracking of
small time variations, of these parameters are acquired during the tracking phase. Here we assume perfect
frame and time synchronization and focus on carrier frequency offset (CFO) estimation.

The origins of OFDM can be traced back to a 1957 multicarrier HF analog modem (the Kineplex),
but it was only with digital implementations via fast Fourier transform (FFT) and the introduction of the
cyclic prefix, both by Weinstein and Ebert [2], and seminal analyzes by Cimini [3], that OFDM became
practical. Several recent books and papers on OFDM cover different aspects of signal and system design
[4], [5], [6], [7], [8].

Notation: We will let x(i, m) denote the mth element of the vector x(i). Superscripts H and T will
denote conjugate transposition and transposition. F will denote the FFT matrix with (k, m)th entry

1√
M

exp(− j 2πkm/M). We use the Matlab notation A(1 : m, 1 : n) to denote the submatrix formed by
the first m rows and first n columns of the matrix A; when all columns are included ‘1 : n’ is replaced
simply by ‘:’. R [z], I [z], and arg{z} will denote the real part, the imaginary part, and the argument of
z, respectively. The subscript 2π denotes modulo-2π operation, and Tr denotes the trace operator. For a
positive scalar Q, �Q� is the nearest integer to Q. If Q = m+0.5 with m being a positive integer, �Q� = m.

8.2 Basics of OFDM

Assume that the information-bearing symbols are to be transmitted at the rate of R symbols per second
over a multipath propagation channel. The duration of each symbol is therefore Ts = 1/R. If the delay
spread,1 τmax , of the channel is larger than about 10% of the symbol duration, then the received signal
may suffer from significant intersymbol interference (ISI), which can drastically increase the symbol error
rate (SER)2 unless countermeasures are undertaken. Such a channel is said to be dispersive or frequency
selective. There are two main approaches to cope with such channels. The first approach is to use a single-
carrier system with an equalizer at the receiver to compensate for the ISI, which spans �τmax /Ts � symbols.
The implementation of the equalizer may become very challenging for channels with large delay spreads
and at higher data rates. The second approach is based on multicarrier modulation, such as orthogonal
frequency division multiplexing. Here, we focus on the latter approach.

The operational principle of an OFDM system is that the available bandwidth is divided into a large
number of subbands, over each of which the wireless channel can be considered nondispersive or flat fad-
ing. The original data stream at rate R is split into M parallel data streams, each at rate R/M. The symbol
duration, T , for these parallel data streams is therefore increased by a factor of M, i.e., T =MTs . Concep-
tually, each of the data streams modulates a carrier with a different frequency and the resulting signals are

1The delay spread is a measure of the delay of the longest path (or last echo) with respect to that of the earliest path
(or first arrival); typically the root mean square (RMS) delay spread is used.

2The symbol error rate is the rate of errors made during the symbol detection process at the receiver.
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transmitted simultaneously (in reality, a single modulator is used, as we discuss later). Correspondingly,
the receiver consists of M parallel receiver paths. Due to the increased symbol duration, the ISI over each
channel is reduced to �τmax/(MTs )� symbols. Thus, an advantage of OFDM is that, for frequency-selective
fading channels, the OFDM symbols are less affected by channel fades than are single-carrier transmitted
symbols. This is due to the increased symbol duration in an OFDM system. While many symbols during a
channel fade might be lost in a single-carrier system, the symbols of an OFDM system can still be correctly
detected since only a fraction of each symbol might be affected by the fade. On the other hand, if the
channel is time selective, i.e., the channel impulse response varies significantly within the OFDM symbol
period, then the channel matrix is no longer Toeplitz and conventional OFDM would fail.

Since multicarrier modulation is based on a block transmission scheme, measures have to be taken to
avoid or compensate for interblock interference (IBI), which contributes to the overall ISI. OFDM systems
can be categorized by the way they handle IBI. In the most popular system, a guard time is introduced
between consecutive OFDM symbols as a cyclic prefix (CP); i.e., the tail end of the OFDM symbol is
prefixed. The length of the cyclic prefix is chosen to be larger than the expected delay spread; after proper
time synchronization, the receiver discards the CP and thus the IBI is eliminated. Time guarding by zero-
padding the OFDM symbols has also been proposed in [9], [10]. The issue here is one of turning the
transmitter on and off and increased receiver complexity vs. the increased signal-to-noise ratio (SNR) and
decreased SER. Comparisons between cyclic-prefixing and zero-padding OFDM systems may be found
in [11].

To achieve high resilience against channel dispersion, a large number of subcarriers is required. However,
the implementation of a large number of modulators and demodulators can be very complex, in terms
of both the physical size of the radio, and the difficulty of locking in multiple oscillators. This complexity
can be significantly reduced by digitally performing the modulation and demodulation using the discrete
Fourier transform (DFT) and its inverse (IDFT) [2]. An efficient implementation of the DFT may be
obtained by any of the available FFT algorithms.

The choice of the OFDM parameters is a trade-off between various, often conflicting requirements. The
length of the CP is dictated by the delay spread of the channel. Introduction of the CP entails a reduction
in rate (or wasted bandwidth), as well as an SNR loss; to minimize these inefficiencies, the number of
subcarriers, M, should be large. However, a large number of subcarriers induces high implementation
complexity, increased sensitivity to frequency offset and phase noise (since the subcarriers get closer to
each other as M increases), and increased peak-to-average power ratios (PAPRs). M is dictated by concerns
regarding practical FFT sizes as well as the coherence time of the channel. We will not address the issue
of practical choice of OFDM parameters here; refer to [3], [6], [8]. In this chapter, we address the crucial
issue of CFO estimation.

We confine our attention to OFDM; generalized schemes that also convert frequency-selective channels
into a bank of flat-fading channels exist [12], see also [13]. In [12], the OFDM scheme is shown to be the
optimal precoder, which uses a cyclic prefix. In a multiple-user setting, OFDM has been shown to be the
optimal scheme in the sense of maximizing the SNR for each user [14].

8.2.1 OFDM Modulation

OFDM modulation consists of M (usually a power of 2) subcarriers, equi-spaced at a separation of
 f = B/M, where B is the total system bandwidth. All subcarriers are mutually orthogonal over a time
interval of length T = 1/ f . Each subcarrier is modulated independently with information-bearing sym-
bols (this does not preclude coding across the subcarriers). Each OFDM block is preceded by a CP whose
duration is usually longer than the delay spread of the propagation channel, so that IBI can be eliminated
at the receiver without affecting the orthogonality of the subcarriers. Practical OFDM systems are not fully
loaded in order to avoid interference between adjacent OFDM systems: some of the subcarriers at the edges
of the OFDM block are not modulated; these subcarriers are referred to as virtual subcarriers (VSCs). The
number of these VSCs is dictated by system design requirements and in general is about 10% of M. Some
subcarriers, other than the VSCs, may also be deactivated. For example, when channel state information
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FIGURE 8.1 Discrete-time complex baseband representation.

(CSI) is available to the transmitter, subcarriers experiencing deep fades will be left unmodulated. Further,
synchronization preambles are often made by nulling a large number of subcarriers. Indeed, a preamble
consisting of a repetition of two identical slots is obtained by nulling all the odd subcarriers [15]. Here,
deactivated subcarriers will be referred to as null subcarriers (NSCs). The set of NSCs includes the VSCs,
whose placement and number are imposed by system design; the number and placement of the remaining
NSCs are controlled by the system user and could vary across the OFDM symbols. LetM = {0, . . . , M−1}
denote the entire set of subcarriers, and let Ki (respectively Zi ) denote the subset ofM that contains the
Ki (respectively Zi ) modulated (respectively null) subcarriers during the i th OFDM symbol or block.

The discrete-time block diagram of a standard OFDM system is depicted in Figure 8.1. The vector
modulating the entire set of subcarriers during the i th block can then be expressed as s(i) := Vi sK(i),
where sK(i) is the Ki element vector of symbols transmitted on the activated subcarriers and Vi is the
M× Ki matrix whose (m, n)th entry is 1 if the nth symbol is transmitted on the mth subcarrier during the
i th OFDM block, and is zero otherwise. Matrix Vi is a full-rank submatrix of an (M × M) permutation
matrix. We assume without loss of generality that the symbols are zero mean and have unit variance, i.e.,
E |s (i, m)|2 = 1. The (M×1) data block s(i) is first precoded by the IFFT matrix FH. The resulting (M×1)
vector u(i) = βi FHs(i) is called the time-domain block vector, or the time-domain OFDM symbol. We
have also introduced a normalization parameter, βi := √M/Ki , to ensure that the transmitted power is
kept constant regardless of Ki , the number of active subcarriers. Next, a CP of length L cp is inserted by
replicating the last L cp elements of each block in the front. The redundant block vector can be expressed as

ũ(i) = [u(i, M − L cp), u(i, M − L cp + 1), . . . , u(i, M − 1), u(i, 0), . . . , u(i, M − 1)]T

The P (= M + L cp) samples of each block are then pulse shaped, upconverted to the carrier frequency,
and transmitted sequentially through the channel.

8.2.2 Demodulation

We model the frequency-selective channel as a finite impulse response (FIR) filter with channel impulse
response (CIR) h = [h0, . . . , hL ]T , where L is the channel order. In practice, the system is usually designed
such that L ≤ L cp ≤ M. We assume that the CIR is time invariant over N ≥ 1 consecutive symbol blocks,
but could vary from one set of N blocks to the next.

The received signal is downconverted to baseband and sampled at the rate of P samples per extended
OFDM symbol. We will index these samples by [−L cp, . . . , M − 1]. We will assume that time synchro-
nization has been achieved. Discarding the samples n = −L cp, . . . ,−1 is known as discarding the cyclic
prefix. The noise-free received signal corresponding to the i th OFDM symbol, ũ(i), can be written as

x(i, n) =
L∑

�=0

h�ũ(i, n − �)

for n = 0, . . . , M − 1. Recall that with the insertion of CP, we have ũ(i, �) = u(i, M + �) for � =
−L cp, . . . ,−1, and ũ(i, �) = u(i, �) for � = 0, . . . , M − 1. Then, collecting samples, n = 0, . . . , M − 1,
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of x(i, n), we obtain

⎡
⎢⎣

x(i, 0)
...

x(i, M − 1)

⎤
⎥⎦=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 0 . . . 0 0 . . . 0
h1 h0 . . . 0 0 . . . 0
...

...
. . .

...
...

. . .
...

hL−1 hL−2 . . . h0 0 . . . 0

hL hL−1 . . . h1 h0 0 0
...

...
. . .

...
...

. . .
...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

u(i, 0)

u(i, 1)
...

u(i, M − 1)

⎤
⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

h1 h2 . . . hL−1 hL 0 · · · 0
h2 h3 . . . hL 0 0 · · · 0
...

...
. . .

...
...

...
. . .

...

hL 0 0 0 0 0 · · · 0
0 0 0 0 0 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

u(i, M − 1)

u(i, M − 2)
...

u(i, M − L cp)

⎤
⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 0 . . . 0 0 0 hL hL−1 . . . h1

h1 h0 . . . 0 0 0 0 hL . . . h2

...
...

. . .
...

...
. . .

...
...

. . .
...

hL−1 hL−2 . . . h0 0 0 0 0 . . . hL

hL hL−1 . . . h1 h0 0 0 0 . . . 0
...

...
. . .

...
...

. . .
...

...
. . .

...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

u(i, 0)
u(i, 1)

...

u(i, M − 1)

⎤
⎥⎥⎥⎦

x(i)=Hc u(i) (8.1)

Notice that the matrix Hc is circulant with first column, [h0, h1, . . . hL , 0, . . . , 0]T .
Let ν (a real number) denote the CFO normalized to the subcarrier spacing; i.e., the actual frequency

offset is ν f Hz. In the presence of CFO, the mth sample of the i th received OFDM symbol will experience
a phase shift equal to 2πν(iP + m)/M. After discarding the CP, the mth sample will have phase shift
2πν(iP + L cp + m)/M, m = 0, . . . , M − 1. Under the narrowband assumption, the noise and CFO
corrupted counterpart of Equation 8.1 becomes

x(i) = βi e
j 2πν(i P+L cp)/MD(ν)Hc FH s(i)+ n(i) (8.2)

where

D(ν) := diag (1, exp( j 2πν/M), . . . , exp( j 2πν(M − 1)/M))

Hc is the (M × M) circulant matrix defined in Equation 8.1, and n(i) is the M × 1 noise vector, which is
assumed to be zero-mean circular Gaussian with covariance matrix σ 2I.

Demodulation is based on the well-known property that any circulant matrix can be diagonalized by pre-
multiplication by the FFT matrix and postmultiplication by the IFFT matrix. Let Hk :=∑L

l=0 hl e− j 2πkl/M

denote the frequency response of the channel at frequency 2πk/M, and let D(H) := diag (H0, . . . , HM−1).
Then, the signal in Equation 8.2 can be rewritten as

x(i)= βi e
j 2πν(i P+L cp)/MD(ν)FH D(H)FFH s(i)+ n(i)

(8.3)
= βi e

j 2πν(i P+L cp)/MD(ν)FH D(H)s(i)+ n(i)
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Therefore, after FFT processing, the so-called frequency-domain received symbol blocks are obtained as

y(i) = Fx(i) = βi e
j 2πν(i P+L cp)/MFD(ν)FH D(H)s(i)+ η(i) (8.4)

where η(i) = Fn(i) is again additive white Gaussian, noise (AWGN) with covariance matrix σ 2I.
In the absence of CFO (i.e., ν = 0), the frequency-domain blocks are obtained as

y(i) = βi D(H)s(i)+ η(i) (8.5)

The effect of the frequency-selective channel on the OFDM signal is completely captured by scalar mul-
tiplications of the data symbols by the frequency responses of the channel at the subcarrier frequen-
cies. Further, demodulation at the receiver does not color the additive noise. If none of the channel
zeros coincide with an activated subcarrier, maximum likelihood detection of the symbols is straightfor-
ward. Zero-forcing and minimum mean square error (MMSE) equalizers can be applied on a per-carrier
basis. From Equation 8.5, we see that under the constraint of constant transmitted power, the presence
of NSCs (i.e., βi =M/Ki > 1) implies a higher local SNR3 at the modulated subcarriers at the expense of
bandwidth efficiency. But for frequency-selective channels, the local SNR can vary significantly across the
subcarriers. Information transmitted on a subcarrier that is experiencing a deep fade (i.e., low SNR) could
be lost, i.e., frequency selectivity of the channel could degrade bit error rate (BER). There are two major
techniques to mitigate this problem. The first approach is to code across the subcarriers, typically by using
a convolutional code. This improves SER at the expense of reduced rate, but does not require channel state
information (CSI) at the transmitter. The second approach is based on power or bit loading techniques and
assumes that CSI is available at the transmitter. System capacity can be maximized by adapting the powers
or bit loads of the different subcarriers to the channel. In the case of bit loading, the constellation sizes
of the symbols transmitted on the different subcarriers could be adjusted according to the corresponding
SNRs using a water-filling method [16]. This is the typical scenario in discrete multitone (DMT), as the
wired version of OFDM is called [17].

In the presence of CFO, the orthogonality between the subcarriers is destroyed since FD(ν)FH = IM

if ν = 0. Thus CFO causes intercarrier interference (ICI). Next, we review the effects of CFO on system
performance.

8.3 Effect of CFO on System Performance

The CFO can be several times as large as the subchannel spacing. It is usually divided into an integer part
and a fractional part. The integer part causes a circular shift of the transmitted symbols, but does not cause
ICI; i.e., the orthogonality of the subcarriers is maintained. The fractional part, however, causes ICI. In a
seminal paper, Pollet et al. [18] showed that the SNR degradation in decibel due to CFO is proportional to
SNR and to (Mν)2; i.e., the SNR loss is quadratic in the number of carriers. Further, in the single-carrier
case, the loss term proportional to SNR vanishes. For 16-QAM (quadrature amplitutde modulation), at
a nominal per-carrier SNR of 14 dB (corresponding to an SER of 10−5), and M = 64 subcarriers, a
CFO offset of ν = 0.002 causes a 5-dB degradation in SNR and increases the SER to 10−2. More precise
techniques for computing the SNR loss may be found in [19]. Earlier works on quantifying the impact
of CFO include [20], [21]. In this chapter, we invoke the narrowband assumption; a discussion of the
wideband case may be found in [22]. For a tutorial treatment of synchronization, refer to [23], [24], [25],
[26].

From Equation 8.4, it is clear that performing the FFT before correcting the CFO causes ICI or ISI
(the CP takes care of the IBI). The impulse response of this ISI can be readily expressed in terms of the
CFO. However, treating this as an equalization problem negates one of the main advantages of OFDM:
low-complexity equalization. Further, it increases the number of parameters to be estimated.

3The local SNR at subcarrier k is defined as (M/Ki )(|Hk |2/σ 2).
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8.4 Carrier Frequency Offset Estimation

CFO estimation techniques may be classified as time-domain (pre-FFT) or frequency-domain (post-FFT)
techniques. The latter are usually used to estimate the integer part of the CFO after the fractional part
has been identified and corrected. Time-domain methods are used to estimate the fractional part of the
CFO, although some of these techniques can also estimate the integer part of the CFO. Here, we focus on
time-domain methods.

Time-domain methods can be classified into those that exploit the time diversity provided by the cyclic
prefix (see [27], [28] and references therein) or oversampling [29], those that ignore the cyclic prefix and
rely on pilots or null subcarriers in the OFDM block [30]–[43], and semiblind approaches that exploit
the constant-modulus (CM) [44], [45], the non-Gaussianity, or the finite alphabet (FA) property [46] of
the symbols. Maximum likelihood (ML) approaches are reported in [49], [50], [51], [52], although some
assume that the channel is flat fading. Pilot design issues are considered in [53], [54]. Comparisons of
CFO estimation algorithms may be found in [55], [56]. Techniques based on single-carrier clock recovery
algorithms are described in [57].

Estimation of carrier frequency offset, in the presence of carrier modulation and channel fading, can
be cast as a harmonic retrieval (HR) problem in multiplicative and additive noise. This is best appreciated
from the time series version of Equation 8.4:

x(i, m)= βi√
M

e j 2πν(i P+L cp)/Me j 2πνm/M
∑
k∈K

sk Hke j 2πmk/M + n(i, m)

= g (i, m)e j 2πνm/M + n(i, m)

= δi

∑
k∈K

αke j 2πmfk/M + n(i, m)

The second equation leads to approaches that do not exploit the structure of the OFDM signal (placement
of NSCs, pilots if any). The third equation converts the problem into a standard HR problem in AWGN,
with constraint fk = ν+ k. With this interpretation, eigenmethods arise naturally; in particular, MUSIC-
and ESPRIT-based approaches were first developed for CFO estimation in [32, 34, 37], with identifiability
conditions being established in [42].

In the literature on synchronization and channel estimation, it is typical to classify algorithms as pilot-
based (or data-aided), blind, and semiblind methods. In pilot-based methods, a known pilot symbol is
transmitted and channel parameters are estimated given the channel model and the known input; in blind
techniques, the input is not known, but some statistical properties, such as independent and identically
distributed (iid) inputs, may be known. The semiblind algorithms refer both to those that use both pilots
and statistical properties of the unknown data and to those that exploit additional features (such as finite
alphabet) of the unknown symbol stream.

Some CFO estimation methods are classified as being data aided, although they do not use the known
pilot block. This is the case for some estimation methods that are based on structuring the OFDM symbol
as a repetition of J ≥ 2 identical slots [15], [33], [35]. These methods are, in fact, NSC-based techniques,
since a repetition of J ≥ 2 identical slots can be generated by nulling all subcarriers whose frequencies
are not multiples of J  f . In [30], two identical OFDM symbols were used to estimate the CFO. Even
though this method is not NSC based, it can be mathematically described as such by considering the two
symbols as a double-size OFDM symbol (i.e., 2M subcarriers) generated by setting the subcarriers with
odd frequencies to zero. These repetitive slot-based techniques require the number of NSCs to be larger
than or equal to half the total number of subcarriers. Since the number of training zeros is large, these
methods have been called data aided, although no data are transmitted on those carriers. When the only
NSCs are those imposed by system design requirements, i.e., the VSCs, the method is referred to as blind
[32]. If in addition to these NSCs, extra NSCs are inserted, the technique is classified as semiblind since
the receiver knows the locations of the NSCs [47]. Here, we avoid this confusion and refer to the approach
simply as the NSC-based approach. We give a general framework for this approach and show that many of
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the existing time-domain methods are special cases of it. A nice property of the NSC-based methods is that
CFO and channel estimations can be decoupled, which implies that no model is required for the channel
during CFO estimation. Joint CFO and channel estimation techniques have recently been proposed to
improve estimation accuracy at the expense of increased computational complexity (see, e.g., [45], [48]
and references therein). The above-mentioned CM- and FA-based methods fall in this category.

8.5 Repetitive Slots-Based CFO Estimation

In OFDM systems, pilot symbols are usually transmitted prior to the information frame. For example, in
IEEE 802.11a, the preamble is a series of identical slots. Using this preamble structure, a nonlinear least
squares (NLS) CFO estimator is proposed in [40]. Correlation-based estimation methods were proposed
in [30], [33], [35]. In this section, we review this approach and show the links between the NLS and
correlation-based techniques.

In order to compare the repetitive slots-based approach with the NSC-based approach, we assume that
the preamble is a single OFDM block made of J identical subblocks of length Q=M/J each; we assume
that Q is an integer. A cyclic prefix is also used with this preamble. The case where the preamble is made
up of a sequence of identical OFDM blocks can be treated similarly. For example, two identical OFDM
symbols can be thought of as two half symbols of a 2M-point OFDM block. In this case, a guard interval
is not needed between the identical blocks.

In this section, we do not specify how the repetitive structure of the OFDM block is generated. Let this
time-domain (post-IFFT) preamble be denoted by the (M× 1) vector u. Using the results in Section 8.2.2
and dropping the ′i ′ index, the received signal can be written as

x(i, m)= βi√
M

e j 2πν(i P+L c p )/Me j 2πνm/M
∑
k∈K

s (i, k)Hke j 2πmk/M + n(i, m)

= g (i, m)e j 2πνm/M + n(i, m)

= δi

∑
k∈K

α(i, k)e j 2πmfk/M + n(i, m) (8.6)

where z(k) = e j 2πν(ML cp+k)/M Hc (k, :)u; the last equality follows from the slot structure u(k+�Q) = u(k),
where k = 0, . . . , Q − 1 and � = 0, . . . , J − 1. 4 Although z(k) depends upon ν, the ν-dependent factor
can be absorbed into u and hence ignored. Estimating ν is now in a standard form: harmonic retrieval in
additive and multiplicative noise. The multiplicative noise, the vector z = [z(0), . . . , z(Q − 1)]T , may be
modeled as an unknown nonrandom vector. Note that the acquisition range increases with J and is given
by (−J/2, J/2). If J = 2, then only the fractional part of the CFO can be identified.

8.5.1 Nonlinear Least Squares Method

The NLS estimators of z and ν are obtained by minimizing the following criterion (see [40]):

J −1∑
�=0

Q−1∑
k=0

∣∣x(k + �Q)− z(k)e j 2πν�/J
∣∣2 (8.7)

This criterion is quadratic in the z(k) values, and the ML estimate of z(k) conditioned on ν is given
by ẑ(k) = ∑� x(k + �Q)exp(− j 2πν�/J ). Plugging this back into the criterion in Equation 8.7, and
simplifying, the NLS of ν is found to be5

ν̂REP = arg max
ν

Q−1∑
k=0

ξν(k) (8.8)

4The circulant matrix Hc is also block circulant with Q × Q blocks; hence, z(k) is not a function of �.
5The subscript REP indicates that the estimate is based on the repetitive property of the preamble.
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where

ξν(k) = 1

J

∣∣∣∣∣
J −1∑
�=0

e− j 2π�ν/J x(k + �Q)

∣∣∣∣∣
2

(8.9)

Thus, the estimator proposed in [40] can also be expressed as

ν̂REP = arg max
ν

J −1∑
m=1

R
[
r (mQ)e− j 2πmν/J

]
(8.10)

where r (τ ) is the correlation

r (τ ) =
M−τ−1∑

k=0

x∗(k)x(k + τ )

When J = 2, the estimator can be given in closed form as

ν̂REP = 1

π
arg{r (M/2)} (8.11)

If J > 2, no closed-form solution is available for the optimization problem in Equation 8.10. The NLS
estimator can be initialized or even replaced by the following simpler estimators.

8.5.2 Computationally Simpler Estimators

The expected value of r (mQ) is given by6

E {r (mQ)} = (J −m)‖z‖2e j 2πmν/J , m = 1, . . . , J − 1

where ‖z‖ is the l2 norm of z. Therefore, the phase of any correlation coefficient r (mQ) can be used to
estimate ν. This implies that the estimator in Equation 8.11 is valid even when J > 2. In order to improve
value accuracy, the phases of the r (mQ) values, m = 0, . . . , J − 1, can be judiciously combined. Next, we
present two ways of combining these phases.

8.5.2.1 Approximate NLS Estimator

Let φm denote the unwrapped phase of the correlation estimate r (mQ) for m = 1, . . . , J − 1. The NLS
criterion in Equation 8.10 can be rewritten as

J −1∑
m=1

|r (mQ)| cos(φm − 2πmν/J ) (8.12)

6With k = q + �Q, 0 ≤ q < Q, 0 ≤ � < J we can rewrite r (mQ) as

r (mQ) =
J −1−m∑

�=0

Q−1∑
q=0

x∗(q + �Q)x(q + �Q +mQ)

=
J −1−m∑

�=0

Q−1∑
q=0

[z(q)e j 2πν�/J + n(q + �Q)]∗[z(q)e j 2πν(�+m)/J + n(q + �Q +mQ)].

Treating the channel as nonrandom, and given u, the expected value of r (mQ) follows immediately; the m = 0 term
is independent of ν.
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Setting the derivative of this criterion with respect to ν to zero, we obtain

J −1∑
m=1

m|r (mQ)| sin(φm − 2πmν/J ) = 0 (8.13)

The phase of E {r (mQ)} is 2πmν/J ; hence, under the small error approximation, i.e., sin(φm− j 2πmν/J ) ≈
(φm − j 2πmν/J ), the approximate NLS estimator is obtained as

ν̃REP = J

2π

∑J −1
m=1 m|r (mQ)|φm∑J −1

m=1 m2|r (mQ)| (8.14)

This technique requires phase unwrapping. This task is not too demanding given the fact that the lags of
the few correlations to be computed are quite far apart from each other. In our simulations, this phase
unwrapping has always been carried out successfully.

8.5.2.2 BLUE Estimator

A technique of combining the individual phases without phase unwrapping was developed in [39]. It is
based on the best linear unbiased estimator (BLUE) concept. Let

ϕ(m) = [arg{r (mQ)} − arg{r ((m− 1)Q)}]2π

The estimator was developed by first calculating the statistics of these phase estimates. In order for the
weighting coefficients to be channel independent, the estimation errors were averaged over the channel,
which was assumed to be Rayleigh distributed. The BLUE estimator of ν was then expressed as

ν̌REP = J

2π

p∑
m=1

w(m)ϕ(m) (8.15)

where p is a design parameter and the weighting coefficients are given by

w(m) = 3
(J −m)(J −m+ 1)− p(J − p)

p(4p2 − 6p J + 3J 2 − 1)

It was shown in [39] that the variance of the above estimator is minimum when p = J/2.

8.6 Null-Subcarrier-Based CFO Estimation

Here, we give a general framework for the NSC-based approach. The number of NSCs and their placement
are arbitrary. We adopt a deterministic maximum likelihood approach for CFO estimation. In the next
section, we derive necessary and sufficient conditions on the number of NSCs and their placement to
ensure identifiability of the CFO. In Section 8.8, for a given number of NSCs, we derive the best placement
in terms of the performance of the estimator. We follow the development in [41].

Let D(HKi ) = diag (Hn, n ∈ Ki ), and denote the i th block of CFO rotated and faded symbols by

α(i) = e j 2πν(i P+L cp)/MD(HKi )sK(i)

Recall from Section 8.2.1 that s(i) := Vi sK(i), where Vi is the Ki × M subcarrier selection matrix for
the i th OFDM symbol. Since D(H) is diagonal and Vi is a (tall) permutation matrix, it follows that
D(H)Vi = VD(HKi ). Then, the signal model in Equation 8.4 can be rewritten as

x(i) = e j 2πν(i P+L cp)/Mβi D(ν)FH Viα(i)+ n(i) (8.16)
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8.6.1 Deterministic Maximum Likelihood Estimation

Frequency synchronization is often required prior to channel estimation. Thus, at this stage, the channel
coefficients, the Hk values, may be regarded as unknown nonrandom parameters. Therefore, the α(i)
values will be modeled as unknown nonrandom vectors; further, the exponential term in Equation 8.16
can be absorbed into theα(i) values.

Our objective is to estimate the CFO using N symbols, x(i), i = 1, . . . , N. If a reference symbol is used
for frequency synchronization, N = 1 and a large number of NSCs are usually deployed (see previous
section). For blind and semiblind methods, N is usually larger and the number of NSCs significantly
lower. For example, in the blind CFO estimation proposed in [32], the only NSCs are the VSCs, which
are imposed by system design. The semiblind approach is based on the insertion of extra NSCs into the
OFDM symbols [41]. Clearly, the number of symbols N that can be used in an estimation scheme depends
upon whether the channel can be expected to remain static over N symbols, as well as the delay/complexity
trade-offs.

Since the additive noise is assumed Gaussian and white, the maximum likelihood estimates of ν and
α = {α(1), . . . ,α(N)} are obtained by minimizing the cost function

J (ν,α) =
N∑

i=1

‖x(i)− βi D(ν)FH Viα(i))‖2 (8.17)

where ‖.‖ is the �2 norm. This criterion is quadratic in the α(i) values. Vi is a tall permutation matrix
with pseudoinverse VT

i . Now, if ν is known, the ML estimate of α(i) is given by

α̂(i) = (1/β2
i

)
VT

i FD(−ν)x(i) (8.18)

Substituting these estimates into the cost function, the ML estimate of ν is obtained as

ν̂NSC = arg max
ν

N∑
i=1

xH (i)D(ν)FH Vi VT
i FDH (ν)x(i)

= arg max
ν

N∑
i=1

∥∥VT
i FDH (ν)x(i)

∥∥2
(8.19)

It is instructive to rewrite this estimator as

ν̂NSC = arg max
ν

N∑
i=1

∑
k∈Ki

|X(i, ν + k)|2 = arg min
ν

N∑
i=1

∑
k∈Zi

|X(i, ν + k)|2 (8.20)

where X(i, f ) denotes the discrete-time Fourier transform (DTFT)

X(i, f ) =
M−1∑
�=0

x(i, �) exp(− j 2π f �/M)

We can therefore interpret the above estimator as follows: in the absence of CFO, the subcarriers are
orthogonal and the energy of the received signal at the NSCs should be zero. We estimate the CFO as the
frequency shift that minimizes the energy at the NSCs or maximizes the energy at the active carriers (see
also [32], [41], [42]). We note that the estimators developed in [32], [42] are thus ML.

The estimator can also be written in terms of the time-domain correlation function as in [41]:

ν̂NSC = arg max
ν

M−1∑
τ=1

R
[

N∑
i=1

[
ri (τ )ψ∗

Ki
(τ )
]
e− j 2πτν/M

]
(8.21)
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where

ψKi (τ ) = 1

M

∑
k∈Ki

e j 2πkτ/M

and

ri (τ ) =
M−1−τ∑

�=0

x∗(i, �)x(i, �+ τ )

x(i, �) was defined earlier as the �th entry of x(i).

8.6.2 Special Case: Repetition of Identical Slots

Here, we assume N= 1 and we drop the time index i from all vectors and matrices defined above. As
mentioned previously, an OFDM symbol structured as a repetition of J identical slots can be generated
by nulling the subcarriers whose normalized frequencies are not multiples of J . The active subcarriers are
equi-spaced. Next, we consider how the presence of VSCs impacts the estimator.

8.6.2.1 Virtual Subcarriers Absent

The elements of K are now nm = mJ m = 0, . . . , Q − 1, where Q = M/J is assumed an integer and
J ≥ 2. Now ψK(τ ) is nonzero only if τ is a multiple of Q, i.e.,

ψK(τ ) = K

M
δ(τ −mQ), m = 0,±1,±2, . . . (8.22)

The estimator in Equation 8.21 thus reduces to the repetition slot-based NLS estimator in Equation 8.10.
Therefore, we have shown that the latter estimator is also the NSC-based ML estimator when the odd
subcarriers are deactivated and no virtual subcarriers are present, and the channel (which may be frequency
selective) is unknown.

8.6.2.2 Virtual Subcarriers Present

In the more realistic case where some of the subcarriers at the edge of the spectrum are nulled to
avoid interference between adjacent OFDM systems, the ML estimator is different from the estimator
in Equation 8.10. Let the number of active subcarriers be K = (2I + 1). The useful subcarriers are then
{0, 1, . . . , I , M− I , . . . , M − 2, M − 1} with I < M/2.7 The subcarriers of this set, whose frequencies are
not multiples of J are also nulled in order for the OFDM symbol to have a repetitive structure. The
function ψK(τ ) is still real-valued, but different from that in Equation 8.22. A sketch of this function
when M = 64, J = 4, and I = 24 is displayed in Figure 8.2. Here, most of the correlation coefficients
contribute to the ML estimator. The estimator in Equation 8.10 is still consistent8 but is no longer ML.
The estimator in Equation 8.10 now consists of using only the ( J − 1) highest correlation coefficients
and could therefore be seen as an approximate ML estimator. In the simulation section, we investigate
the difference in performance of these two estimators, as well as that of two others. We will see that the
performances are very similar for practical values of J and for moderate to high SNRs.

7Because of the modulo-M notation, the M− K band-edge VSCs appear in the middle in the usual DFT style.
8We mean consistency in the mean square sense: an estimate is consistent if it is unbiased and its variance goes to

zero as the number of samples increases.
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FIGURE 8.2 Plot of ψK(τ ) when M = 64, J = 4, and I = 24.

8.7 Identifiability

Here we address the problem of loss of identifiability due to the placement of the NSCs and the channel
zeros when the channel is unknown. We consider the noise-free case. We will distinguish between two
types of nonidentifiability: (1) due to the location of the channel zeros (LOCZ) and (2) due to ambiguity,
arising solely from the number and placement of the NSCs. The distinction between the two cases will
become clear in what follows. The main result is given in Result 2 (see also remark 1).

The identifiability results when N > 1 are the same as in the case of N= 1 if the number and placement
of the NSCs remain the same across the symbols. However, if the placements of the NSCs are shifted from
one symbol to another, it was shown in [43] that the LOCZs have no effects on identifiability. Here, we
focus on the case of one OFDM symbol, N= 1. We therefore drop the time index ‘i ’ from the above
variables.

An obvious necessary condition to avoid LOCZ-induced nonidentifiability is

αHα �= 0 ⇔ α �= 0 (8.23)

which ensures that the energy of the received signal is not zero. If the channel can be modeled as an FIR
fading channel with L + 1 taps,9 then at most L of the Hn values, n ∈ K, would be zero, corresponding
to the case where all the channel zeros are fortuitously at the subcarrier frequencies. The condition in
Equation 8.23 can be satisfied, independently of the channel, if at least L + 1 subcarriers are activated, i.e.,
K > L , or equivalently, if the number of NSCs, Z, satisfy Z < M− L . This condition guarantees that the
true ν maximizes the criterion in Equation 8.19, but does not guarantee that the maximizer is unique.

9This implies that the discrete-time CIR hk = 0 for k > L . Since the channel is random, the hk values for k ≤ L
can take on arbitrary values, including zeros. However, we assume that the norm of the CIR is nonzero; otherwise, the
energy of the received signal would be zero regardless of the transmitted signal.
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Assume that the desired acquisition range for the CFO is Rν = (−Q, Q), with Q being an integer
smaller than M/2. The corresponding range for the nonnormalized frequency is (−Q f, Q f ). The
value of Q depends on a priori information about the frequency offset experienced by the studied system.
In general, Q must be less than 20% of M to ensure that the spectrum of the received signal is not
significantly distorted by the receive matched filter.

For any scalar f , let

GK( f ) = FK DH ( f )�KD( f )FH
K

where FK := VT F is the K ×M matrix obtained by removing the rows of F corresponding to the NSCs, and
�K= FH

KFK is a Toeplitz matrix created from the ψK(τ ) values. According to Equation 8.19, the objective
function (recall that we are considering the noise-free case)

J ( f ) = αH GK( f − ν) α

should be maximized over f ∈Rν . The following observations follow immediately:

1. J (ν) = αHα.
2. For f − ν, not an integer, J ( f ) < J (ν), provided that Equation 8.23 is satisfied.
3. The maximizers of J ( f ), f ∈ Rν , are of the form f = ν +m, where m is an integer.
4. For m, an integer, the (i, j ) entry of GK(m) is

K∑
�=1

δ(n� − ni −m, mod M) δ(n� − n j −m, mod M)

where n�, ni , n j ∈ K. Hence, GK(m) is a diagonal matrix; further, the diagonal entries are either
zero or unity. Let gK(m) = [gn1 (m), . . . , gnK (m)]T denote the diagonal of GK(m).

5. Hence, we have

J (m+ ν) =
∑
n�∈K

|αn�
gn�

(m)|2

Notice that gn�
(m)= 1 only if the subcarriers n� and n�+m are both active. Thus, with m= 0, gn�

(0)= 1,
∀n� ∈ K. Identifiability is clearly lost if every active subcarrier has an active neighbor m to its right
(cyclically). If the channel has a zero at one of the active subcarriers, say ni , then the i th entry of α,
αni = 0. If there exists an m such that gni (m) = 0 and gn j (m) = 1, ∀ j �= i , then J (ν) = J (ν + m) and
identifiability is lost. Identifiability can be restored either by restricting the acquisition range Rν or by
selecting K appropriately, as we show next.

Let PK(m) denote the number of zero entries in the vector gK(m); we note that PK(−m) = PK(m).
If the underlying channel is FIR(L + 1), it can null out at most L of the activated subcarriers. Hence, if
the set K is chosen such that PK(m) > L for m = 1, . . . , �Q�, then identifiability is assured in (−Q, Q)
regardless of channel zeros. We summarize these results in the following:

Result 1 Suppose that the channel has nulls at Hn, n ∈ K. Then the CFO is not uniquely identifiable in
(−Q, Q) if for some integer m �= 0, such that m + ν ∈ (−Q, Q), gn(m) = 0, ∀n ∈ K, and gn(m) �= 0,
n �∈ K.

Result 2 The CFO is uniquely identifiable in (−Q, Q) for any FIR channel of order L if K > L and

PK(m) > L , m = 1, . . . , �Q�

The following remarks and special cases are in order (we drop the subscript K on P for convenience).

1. P (m) is the number of active subcarriers that do not have a neighbor at distance m and is a
function of the number of NSCs and their placement. Thus, Result 2 says that at least L + 1 active
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subcarriers must have nearest neighbors no closer than Q, in order to ensure identifiability within
(−Q, Q).

2. Let us rewrite the normalized CFO as the sum of a fractional part ν̃ (−0.5 ≤ ν̃ < 0.5) and an
integer, m, i.e., ν = ν̃ +m. From Result 2 (with Q = 0.5 and �Q� = 0), it suffices to have K > L
in order for ν̃ to be uniquely identifiable regardless of the channel zeros.

3. If Q ≥ 1, we can show that P (m) ≤ min(K , Z). Thus, another necessary (but not sufficient)
condition is min(K , Z) > L .

4. For consecutive NSCs as in [32], a case where the only NSCs are the VSCs imposed by system
design, we have that P (m) = min(M − K , K , m). Hence, with m = 1, we need 1 > L to ensure
identifiability; in other words, the scheme of [32] guarantees channel-independent identifiability
only for an AWGN channel; see also [42]. Note, however, that this scheme is ambiguity-free in
(−M/2, M/2).

5. For equi-spaced NSCs (Z = M − K ≤ M/2), P (m) = Z if m �= i M/Z (multiple of M/Z)
and P (i M/Z) = 0 (i.e., an ambiguity), i = 1, . . . Therefore, the CFO is uniquely identifiable in
(−M/2Z , M/2Z), provided L < Z < M − L .

6. For equi-spaced active subcarriers (K < M/2), P (m) = K if m �= i M/K and P (i M/K ) = 0,
i = 1, . . . The CFO can be uniquely identified in (−M/2K , M/2K ), provided K > L (or Z <

M − L ).
7. For distinctly spaced NSCs [42], we have that P (m) ≥ (Z − 1). Hence, identifiability is ensured

over (−M/2, M/2) if L + 1 < Z < M− L . The scheme of [42] uses the smallest allowed number
of NSCs, Z = L + 2.

8. The above remarks show that the scenario that is most robust to LOCZ is the equi-spaced NSCs
(or active subcarriers). Indeed, for a fixed Z ≤ M/2, a longer delay spread can be tolerated than
in the other scenarios. However, it is ambiguity-free only if the acquisition range is (−Q, Q) with
Q ≤ M/(2Z). The consecutive NSC scenario is the most vulnerable to LOCZ, but it is ambiguity-
free. The scenario of NSCs with distinct spacing is ambiguity-free, and it is slightly more vulnerable
to LOCZ than the equi-spaced NSC case. Note also that the maximum Z for a given M in the case
of NSCs with distinct spacing [42] is given by

√
2M. This may be restrictive if a large number of

NSCs is needed to achieve a certain performance. In the next section, we show that the equi-spaced
NSC scenario leads to the best performance in terms of accuracy of the CFO estimates.

9. Results 1 and 2 should be useful for designing a reference symbol for frequency synchronization.

8.8 Performance Analysis

In this section, we investigate the effects of the number of activated subcarriers and their placements on
the performance of frequency offset estimation. Again we focus on the case of one OFDM symbol, N = 1.
We find the placement that, for a fixed K minimizes the Cramér–Rao bound (CRB). This criterion is
independent of the estimation algorithm; further, the ML estimator, derived earlier, achieves the CRB for
large M. In this section we assume that the identifiability conditions discussed in the previous section are
satisfied.

8.8.1 The Conditional CRB

The ML estimator in the Section 8.7 was derived by assuming that the faded symbol vectorαwas unknown
and nonrandom. The CRB in this case will be referred to as the conditional CRB (CCRB), since the α is
treated as a deterministic vector. The parameter vector describing the signal model is θ = [ν,α, σ 2]T .
The CCRB is the inverse of the conditional Fisher information matrix (CFIM). The final expression for
the CCRB of the CFO (see the Appendix for the detailed derivations) is

CC R BK(ν) = σ 2

8π2β2 M

[
αH FKW (I−�K) WFH

Kα
]−1

(8.24)
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where W=M−3/2diag (0, . . . , M − 1) and I is the M × M identity matrix. We recall that FK := VT F and
�K= FH

KFK. If K =M, �K= IM and CC R BK(ν)=∞, i.e., the CFO is nonidentifiable if all the subcarriers
are active. The CCRB is useful to predict the performance of the CFO estimation for a particular channel
and a particular data sequence. To predict the performance under the assumption of a random channel, a
channel-independent bound must be derived.

8.8.2 The Unconditional CRB: Rayleigh Channel

Since our objective is to evaluate and compare bounds on the performance of CFO estimators for different
placements of the NSCs, we need to derive a CRB that is channel-independent. We will use the unconditional
CRB (sometimes called the stochastic CRB), which considers the vectorα as a random vector. The approach
of averaging the CFIM (i.e., treating the Hn values as nuisance parameters) is not useful since this results
in a quantity that is independent of the NSC location.

Here, we consider the Rayleigh channel; i.e., we assume that {Hn} is a stationary sequence of zero-mean
complex Gaussian random variables. Let RH and Rα denote the covariance matrices of {Hn, n ∈ K} and
{αn, n ∈ K}, respectively. We have that Rα = SRH SH where S = diag (sn, n ∈ K). The covariance matrix
of x in Equation 8.16 is then given by

Rx = β2D(ν)FH
KRαFKDH (ν)+ σ 2I (8.25)

The unconditional CRB (UCRB) is (see [58])

UC R BK(ν) = 1/(8π2 M)

Tr{R−1WRW−W2} (8.26)

where R = β2γ FH
K R̄αFK + I, γ = E {|Hn|2}/σ 2 is the average SNR, and R̄α = Rα/E {|Hn|2} is the

normalized covariance.
In the blind scenario, S is unknown, and it is reasonable to assume that R̄α = I (the random symbols

will decorrelate the αn values even if the Hn values are correlated). Then, R = β2γ �K + I and the UCRB
in Equation 8.26 simplifies accordingly.

In the data-aided case, R = β2γ �K + I if the Hn values are mutually uncorrelated and the sn values
have constant amplitude. Note that the correlation between the Hn values decreases with the delay spread
of the channel. In the sequel, we consider the case where Rα = I.

8.8.3 Optimal Choice of Null-Subcarriers

The UCRB derived in Equation 8.26, with R = β2γ �K + I, is channel independent but is a function
of the subset of the activated subcarriersK, i.e., the number of activated subcarriers and their placement.
The minimization of the UCRB with respect to K for a fixed K will provide the optimal choice of K.

The matrix inversion in Equation 8.26 can be avoided since �2 = �, so that

(β2γ �K + I)−1 = I− β2γ

1+ β2γ
�K (8.27)

The UCRB can be written as (since ψK(k, k) ≡ 1)

UCRBK(ν) = 1/(8π2 Mη)

β2Tr{{}W2} − β4Tr{�KW�KW} (8.28)

where η = γ 2/(1+ β2γ ) is independent of the channel set.
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Result 3 For an uncorrelated Rayleigh fading channel, the optimal (in the sense of minimum UCRB)
placement of a fixed number of active subcarriers, K, is given by

K∗ = arg min
K

M−1∑
k,�=0

k�|ψK(k, �)|2 (8.29)

If K = M/J where M is the total number of carriers, and K and J > 1 are positive integers, the per-
formance is best when the activated subcarriers are equi-spaced (by J ). In the complementary scenario
where the number of null subcarriers Z =M/J , the performance is best when the null subcarriers are
equi-spaced.

Since the optimality result above is channel independent, the optimal placements of the active (or the null)
subcarriers can be derived off-line.

From Result 3, we deduce that if K ≤M/2 (respectively K > M/2), the UCRB is minimized when the
activated (respectively null) subcarriers are as equi-spaced as possible. Further, the UCRB is maximized
when the activated (or null) subcarriers are adjacent.

As mentioned earlier, some subcarriers at the edges of the signal spectrum are deactivated. The placement
of these consecutive NSCs is fixed and their number is dictated by system design requirements. When extra
NSCs are inserted to improve CFO estimation performance, their optimal placement can be derived using
Result 3. The minimization of the UCRB in this case can be achieved by an exhaustive search over all
possible placements of the NSCs.

8.9 Simulation Results

Here, we compare the performances of the various techniques developed in this paper. We assume a
preamble is available for CFO estimation. This preamble consists of one OFDM symbol structured as a
repetition of J ≥ 2 identical slots.

We consider an OFDM system with a total of 64 subcarriers. There are 11 virtual subcarriers at the edges
of the spectrum. The useful part of an OFDM symbol that contains 64 samples is preceded by a cyclic
prefix of length 16. Quadrature phase shift keying (QPSK) modulation is used. The channel has 15 paths,
with path delays 0, 1, 2, . . . , 14 samples. The magnitudes of the channel coefficients, the hi values, are
Rayleigh distributed with exponential power delay profile, with decay parameter 1/5, while their phases
are uniformly distributed over (−π, π). Further, the channel coefficients are independent of each other.
We consider the scenario where the channel is static over an OFDM symbol. The comparison is based
on the mean square errors (MSEs) on CFO estimation, which are calculated using 2000 Monte Carlo
runs.

Figure 8.3 and Figure 8.4 display the MSEs vs. SNRs for different values of J . It is seen that the proposed
approximate NLS (ANLS) estimator has nearly the same accuracy as the NLS and ML estimators. This
accuracy is close to the UCRB. This suggests that ANLS should be preferred to the latter estimators,
as it is computationally simpler. Indeed, no numerical optimization is required for the ANLS method.
Furthermore, the ANLS estimator performs better than the BLUE estimator developed in [39] for low
SNRs. For high SNRs, all the techniques have identical accuracy.

Figure 8.5 illustrates MSEs vs. J the number of repetitions in the preamble, for two values of the SNR,
0 and 10 dB. It is seen that at high SNRs, all techniques have similar performance. For low SNRs, the
performance first improves as J increases and then deteriorates. There seems to be an optimal value for J
this value varies with total number of subcarriers. In our simulations, J = 8 seems to be the optimal choice
when M = 64. Performance deteriorates when J is large because of the decrease in frequency diversity
when a large number of NSCs are present. For example, if J = 32 and M = 64, only one subcarrier is
modulated. Because the channel is random, the single active carrier could experience a deep fade, which
would cause a very low SNR. A simultaneous fade on several subcarriers is less likely than a fade on one
subcarrier. However, if all subcarriers are modulated, the CFO becomes unidentifiable. Therefore, there
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FIGURE 8.3 MSE of CFO estimates; J = 4, M = 64, L = 15.
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must be a trade-off between these two phenomena. This explains why there is an optimal value for J in
terms of CFO estimation performance.

8.10 Conclusions

In this chapter we have addressed CFO estimation in OFDM systems. Due to the high sensitivity of multi-
carrier systems to CFO, accurate estimation algorithms are required in order to achieve high performance
with such systems. Here we have reviewed several existing CFO estimation methods. We have shown that
many of these methods share the same underlying approach, which is the exploitation of null subcarriers.
Based on the same approach, a new computationally simple estimator, the approximate nonlinear squares
estimator, was developed. It was shown that the performance of the ANLS estimator is very close to that of
the computationally more demanding NLS estimator. Further, the ANLS estimator outperforms existing
computationally simple estimators.

Identifiability conditions in the case of random multipath channels were established. For a given channel
order, these conditions (on the number and placement of the null subcarriers) guarantee CFO identifiability
in a specified acquisition range regardless of the channel. Moreover, closed-form expressions for both the
conditional (with respect to the channel) and the unconditional CRB were derived. Using the latter, results
on optimal placement of null subcarriers in terms of estimation performance were presented.

Appendix: Conditional CRB

The parameters describing the noiseless signal are ν andα. These parameters are considered deterministic.
The conditional CRB (CCRB) is given by the inverse of the conditional Fisher information matrix (CFIM).
Since the additive noise is white, Gaussian, and circular, the entries of the CFIM are given by

Jν,ν = 8π2β2 M

σ 2
αH FKW2FH

Kα
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Jν,αR = 4πβ2
√

M

σ 2
I
[
αH FKWFH

K
]

Jν,αI = 4πβ2
√

M

σ 2
R
[
αH FKWFH

K
]

JαR ,αR = JαI ,αI = 2β2

σ 2
IK ; Jσ 2,σ 2 = 2M

σ 4

where W = M−3/2diag (0, . . . , M − 1) and IK is the K × K identity matrix. The other CFIM entries are
identically zero. Inverting this matrix, followed by some manipulations, leads to the expression for the
CCRB given in Equation 8.24.
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Abstract

Filter-bank modulation techniques are well suited for data transmission over channels that exhibit high
signal attenuation at frequencies within the passband. The task of modulating several carriers in parallel
is efficiently accomplished in the digital domain by employing filter banks. Symbol–vector sequences
are presented at the filter-bank input, where the symbol period is typically much longer than that of a
single-carrier system transmitting at the same bit rate. The narrowband subchannel signals obtained at the
filter-bank output are transmitted over the channel. At the receiver, demodulation is also accomplished
by filter-bank techniques. The orthogonality conditions and the efficient implementation of critically
sampled filter banks are addressed first. Then the implementation and various system aspects of filter-
bank modulation techniques are discussed, with emphasis on discrete multitone (DMT) modulation,
offset quadrature amplitude modulation (O-QAM) orthogonal frequency division multiplexing (OFDM)
modulation, and filtered multitone (FMT) modulation.
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9.1 Introduction

The tenet of multicarrier transmission is to divide the complex problem of wideband transmission over
channels that exhibit high signal attenuation at frequencies within the passband into a set of simply
resolved narrowband transmission problems. Shannon’s classic paper (Shannon, 1948), which marked
the beginning of the information age, clearly identifies multicarrier transmission as the optimum method
to solve complex transmission problems. Although Shannon’s work provided nonconstructively proved
bounds on transmission in every other way, it did point to one method for handling a linear channel
with intersymbol interference constructively as the method of choice: multicarrier transmission. It is
interesting to observe that recent extensions of Shannon’s work indicate that multicarrier frequency division
multiplexing is also optimum for the multiuser channel (Cheng and Verdu, 1993).

The idea of subdividing a signal frequency band into a set of contiguous bands was recognized very
early in the fields of signal processing and data communications as a powerful technique for achieving
efficient system realizations. The spectral partitioning can generally be realized in the form of overlapping
or nonoverlapping subbands, as illustrated in Figure 9.1. In signal processing, subband partitioning was
introduced to perform short-time spectrum analysis of speech signals, initially in analog and then in
digital form (Schafer and Rabiner, 1971). For the digital representation of speech signals, it was later found
(Crochiere et al., 1976) that if the subbands are individually quantized with possibly different accuracy
(subband coding), it is possible to achieve, for the same total bit rate, a signal quality better than that
obtained by quantizing the full-band signal. This work motivated the development of the quadrature mirror
filter (QMF) (Esteban and Galand, 1977) as a fundamental building block for spectral splitting. The QMF
structure allows spectral decomposition into two contiguous low-pass/high-pass overlapping subbands in
such a way that all the aliasing incurred in the initial analysis stage is eliminated during signal reconstruction
by the synthesis stage. Later, the technique was extended (Smith and Barnwell, 1984) by introducing the
so-called perfect reconstruction QMF bank that also allowed complete elimination of amplitude and phase
distortion in the reconstructed signal. Multirate filter banks have been comprehensively studied (e.g., in
Vetterli, 1987; Vaidyanathan, 1993; Fliege, 1994).

In data communications, the motivation for dividing the spectrum of the communication channel into
a plurality of subchannels and performing parallel data transmission over the subchannels was to increase
system robustness against amplitude and phase distortion introduced by the communication channel,
impulse noise, etc. An early reference of a commercial system employing this concept was the Collins
Radio Co. Kineplex system (Doelz et al., 1957) designed for HF transmission, which used four-phase
differential modulation for parallel data transmission over 20 subchannels within the voice band and
achieved a data rate of 3 kbit/s. For at least a decade, this data rate was 10 times faster than that achieved
by other single-carrier commercial modems.

(a)

(b)

f

f

FIGURE 9.1 Spectral subdivision into contiguous (a) overlapping and (b) nonoverlapping bands.
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For good performance, signal reception on each subchannel should ideally be free of intersymbol
interference (ISI) as well as intersubchannel interference (ICI). Although the latter objective can be achieved
by avoiding spectral overlap between the subchannels, as illustrated in Figure 9.1b, this approach was
usually discarded on the premise that because rather sharp filters are not easily realizable, filters with
smooth characteristics would lead to an unacceptable loss of spectral efficiency. In Hartmut (1960) time-
limited sinusoids resulting in sinc(f)-type overlapping spectra were used as a set of orthogonal functions
to achieve parallel data transmission. Subsequently, certain orthogonality conditions were introduced in
Chang (1966) to derive filter transfer functions to limit the spectral overlap of any subchannel to the
two adjacent subchannels, whereas both ISI and ICI are avoided at the output of a known transmission
channel. Motivated by this work, an analog transmission scheme was studied in Saltzberg (1967), where
orthogonality between the overlapping subchannels was achieved through offset quadrature amplitude
modulation (O-QAM).

Soon thereafter, it was recognized in Weinstein and Ebert (1971) that digital parallel data transmission
systems can be realized efficiently if the discrete Fourier transform (DFT), implemented by the fast Fourier
transform (FFT), is employed. In the approach of Weinstein and Ebert (1971) modulation is achieved
by a DFT operation on consecutive blocks of complex transmit symbols, and a similar DFT operation
is employed at the receiver. In later designs, signal modulation and demodulation are usually performed
by inverse DFT (IDFT) and DFT operations, respectively. Because the serial transmission of consecutive
DFT output blocks corresponds to a time-windowing operation with a rectangular pulse, a sinc(f)-shaped
spectral characteristic is obtained for each subchannel. To cope with ISI and ICI at the receiver, two
important techniques were described in Weinstein and Ebert (1971): if the DFT blocks are cyclically
extended prior to transmission and a sufficient number of subchannels are chosen, each subchannel can
essentially be equalized by a complex-valued single-tap equalizer, the so-called frequency-domain equalizer.
The significance of this cyclic extension was later recognized in Peled and Ruiz (1980) as being a method
to ensure that circular convolution holds. Furthermore, if a nonrectangular time-windowing operation
is performed at the DFT output prior to signal transmission, then the effect of ICI can be significantly
mitigated at the receiver.

The now popular multicarrier techniques known as orthogonal frequency division multiplexing (OFDM)
and discrete multitone (DMT) follow the DFT-based modulation principle described above. These tech-
niques also incorporate significant extensions and refinements brought about during the intensive imple-
mentation phase that started in the early 1980s (Bingham, 1990). For example, the European telecommu-
nications standards for digital audio and video broadcasting employ OFDM as physical-layer technology
(ETS, 1994, 1997).

The gap between the approaches of Saltzberg (1967) and Weinstein and Ebert (1971) was bridged in
Hirosaki (1981), where a computationally efficient digital parallel data transmission scheme was proposed
based on a combination of O-QAM and DFT processing. The structure of Hirosaki (1981) paralleled the
one obtained in the 1970s by Bellanger et al. (1976) with work on time division multiplexing (TDM)
to frequency division multiplexing (FDM) transmultiplexers. The latter marked a turning point in the
field of multirate filter banks by showing that uniform digital filter banks can be efficiently realized by a
combination of polyphase filtering and discrete Fourier transformation.

The conditions for perfect reconstruction of the transmit signal at the output of the receive filter bank
are satisfied if the transmission channel is ideal. Therefore, orthogonality between the subchannels is
destroyed at the receiver whenever amplitude and phase distortion are introduced by the transmission
channel, causing unacceptable performance degradation in most cases. To maintain orthogonality of signals
transmitted over different subchannels, various methods can be used. One approach consists of cyclically
extending the transmit frames prior to transmission, as mentioned above in the case of DMT modulation.
Filter-bank transceivers that employ filter-bank precoders to introduce redundancy in the transmit signal
so that the information rate over dispersive channels is optimized have been treated in Scaglione et al.
(1999a, 1999b, 2002) and Stamoulis et al. (2001). Another approach is to employ filtering as a means to
minimize ISI and ICI (Kammeyer et al., 1992; Haas and Belfiore, 1994; Vallet and Taieb, 1995; Matheus
et al., 2000). In any case, spectral efficiency must be sacrificed. Hence, if the loss of efficiency due to cyclic
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extensions is comparable with that experienced by multicarrier systems where orthogonality is achieved
through nonoverlapping subchannel characteristics, then the latter may be preferred if unique benefits
are derived from a high level of subchannel spectral containment. A filter-bank modulation technique
with the aforementioned spectral properties is the filtered multitone (FMT) modulation (Cherubini et al.,
2000, 2002; Benvenuto et al., 2000).

In multiple-access systems, significant benefits can be gained from multicarrier modulation techniques
that exhibit negligible spectral overlap between subchannels. Consider, for example, the problem of ranging
and power adjustment of a station joining a network. During the initial registration process, the station has
no knowledge of important transmission parameters such as correct transmit power setting and round-trip
delay. If multicarrier schemes are employed, whereby adjacent subchannel spectral characteristics exhibit
significant overlap, signals that are received with improper timing phase cause severe ICI (Jacobsen et al.,
1995; Sari et al., 1997). A high level of spectral containment results in negligible ICI, independent of the
timing phase of the received signals, and allows a straightforward solution for determining transmission
parameters (Cherubini, 2000).

In this chapter, the orthogonality conditions and the efficient implementation of critically sampled
filter banks, which typically yield nonnegligible overlap of adjacent subchannel spectral characteristics, are
reviewed first. DMT, O-QAM OFDM, and discrete wavelet multitone (DWMT) modulation techniques
are then discussed. Finally, noncritically sampled filter banks, which allow transmission over individual
subchannels with excess bandwidth, are discussed, with emphasis on FMT modulation. In particular, joint
trellis coding and precoding is described for a system employing FMT modulation for transmission over
slowly time-varying frequency-selective channels.

9.2 Critically Sampled Filter Banks

9.2.1 Orthogonality Conditions

Figure 9.2 shows the baseband equivalent of a communications system employing filter-bank modulation
with critical sampling. The input symbols at the n-th modulation interval are represented by the vector
A(nT) = [A0(nT), A1(nT), . . . , AM−1(nT)]T, where AT denotes the transpose of A. The symbols in
A(nT) are taken from the two-dimensional constellationsAm, m = 0, 1, . . . , M− 1, and are transmitted
in parallel over M subchannels. Therefore, the symbol rate of each subchannel is equal to 1/T , where T
denotes the modulation interval. After upsampling by a factor M, each sequence is filtered by a band-
limited filter properly allocated in frequency. The filter on the m-th branch is characterized by the impulse
response {hm(kT/M)}, with transfer function Hm(z) =∑+∞

k=−∞ hm(kT/M) z−k and frequency response
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FIGURE 9.2 Block diagram of a communications system employing critically sampled filter banks.
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Hm( f ) = Hm(z)|z=e j 2π f T/M . The transmitter output signal is given by the sum of the filter output signals,

x

(
k

T

M

)
=

M−1∑
m=0

+∞∑
n=−∞

Am(nT) hm

(
(k − nM)

T

M

)
(9.1)

and is transmitted over a noisy channel at the transmission rate M/T . The channel transfer function is
denoted by G c (z). The sequence {w(kT/M)} is assumed to be a sequence of additive white Gaussian noise
samples.

The received signal {r (kT/M)} is filtered by M filters in parallel having impulse responses {gm(kT/M)},
m = 0, . . . , M − 1, and transfer functions G m(z) = ∑+∞

k=−∞ gm(kT/M) z−k , m = 0, . . . , M − 1. The
vector sequence {y(nT) = [y0(nT), . . . , yM−1(nT)]T} at the symbol rate 1/T , which is employed to detect
the vector sequence {A(nT)} of transmitted symbols, is obtained by downsampling the output signals of
the receive filters by the factor M.

Let us consider as transmit filters finite impulse response (FIR) filters of length γ M, with hm(kT/M) = 0
for k < 0 and k > γ M − 1. The inherent signal shaping capability of filter-bank systems offers several
degrees of freedom to the communications system designer. As discussed above, the selection of the set
of filters has traditionally been performed under the constraint of complete elimination of ISI and ICI.
Assuming the channel is ideal and noiseless, if the transmit and receive filter banks are designed such that
certain orthogonality conditions are satisfied, the subchannel output signals are delayed versions of the
transmitted symbol sequences at the corresponding subchannel inputs.

With reference to the scheme of Figure 9.2, assuming matched receive filters with impulse responses given
by gm(kT/M) = h∗m((γ M − k)T/M), ∀k, m = 0, . . . , M − 1, where ∗ denotes complex conjugation,
the impulse response relative to the m-th input at the output of the j -th subchannel is given before
downsampling by

γ M−1∑
p=0

hm

(
p

T

M

)
g j

(
(k − p)

T

M

)
=

γ M−1∑
p=0

hm

(
p

T

M

)
h∗j

(
(γ M + p − k)

T

M

)
(9.2)

Therefore, transmission in the absence of ISI over a subchannel and in the absence of ICI between sub-
channels is achieved if orthogonality conditions are satisfied that in the time domain are expressed as

γ M−1∑
p=0

hm

(
p

T

M

)
h∗j

(
( p + M(γ − n))

T

M

)
= δm− j δn−γ , m, j = 0, . . . , M − 1 (9.3)

where δm denotes the Kronecker delta. Hence, in the ideal channel case considered here, the vector sequence
at the output of the receive filter bank is a replica of the transmitted vector sequence with a delay of γ

modulation intervals, that is, {y(nT)} = {A((n − γ )T)}. Sometimes the elements of a set of orthogonal
impulse responses that satisfy Equation 9.3 are called wavelets.

In the frequency domain, the conditions in Equation 9.3 are expressed as

M−1∑
�=0

Hm

(
f − �

1

T

)
H∗j
(

f − �
1

T

)
= δm− j , m, j = 0, . . . , M − 1 (9.4)

9.2.2 Efficient Implementation

For large values of M, a direct implementation of a filter-bank modulation system, as shown in Figure 9.2,
would require an exceedingly large computational complexity, as all filtering operations are performed
at a high transmission rate equal to M/T . A reduction in the number of operations per unit of time is
obtained by resorting to the polyphase representation of the various filters (Benvenuto and Cherubini,
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FIGURE 9.3 Block diagram of a communications system employing critically sampled uniform filter banks:
(a) general scheme and (b) equivalent scheme for fm = m/T, m = 0, . . . , M − 1.

2002). System complexity can be further reduced by resorting to uniform filter banks. In this case the
frequency responses of the various filters are obtained by shifting the frequency response of a prototype
filter with impulse response {h(kT/M)} and transfer function H(z) around carrier frequencies given
by fm = m

T , m = 0, . . . , M − 1, as illustrated in Figure 9.3a. The spacing in frequency between the
subcarriers is  f = 1/T . Bellanger et al. (1976) have shown that for the critically sampled case the transmit
and receive filter-bank transmitter and receiver can equivalently be realized, as depicted in Figure 9.4. The
M-branch filters with transfer functions H (�)(z), � = 0, . . . , M−1, and corresponding impulse responses
{h(�)(nT)}, � = 0, . . . , M − 1, are baseband filters that represent the M polyphase components of the
prototype filter. The impulse responses of the polyphase filter components are obtained by extracting
regularly T-spaced samples from the prototype filter impulse response, which has T/M-spaced samples.
Each polyphase filter component is then applied to a different time-domain point of the IDFT output.
Polyphase filter-bank structures are attractive because the required filtering operations are performed at
the symbol rate 1/T instead of the transmission rate M/T . A trade-off between processing speed and
parallelism is generally allowed in systems that employ filter banks.
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To derive the efficient implementation of uniform filter banks, the scheme represented in Figure 9.3a is
considered. The m-th subchannel signal at the channel input is given by

xm

(
k

T

M

)
= e j 2π mk

M

+∞∑
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(
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)
(9.5)

Since e j 2π mk
M = e j 2π

m(k−nM)
M , we obtain
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where hm(kT/M) = h(kT/M)e j 2π mk
M . Recalling the definition WM = e− j 2π/M , the z-transform of

{hm(kT/M)} is expressed as Hm(z) = H(zWm
M), m = 0, . . . , M − 1. Observing Equation 9.6, the equiv-

alent scheme of Figure 9.3b is obtained. The scheme of Figure 9.3b may be considered as a particular
case of the general scheme represented in Figure 9.2. In particular, the transfer functions of the filters can
be expressed using the polyphase representation. Observing Equation 9.5, the overall signal x(kT/M) is
expressed as

x

(
k

T

M

)
=

M−1∑
m=0

e j 2π mk
M

+∞∑
n=−∞

h

(
(k − nM)

T

M

)
Am(nT) (9.7)

With the change of variables k = pM + �, for p = −∞, . . . , +∞ and � = 0, 1, . . . , M − 1, we get

x

(
(pM + �)

T

M

)
=

M−1∑
m=0

e j 2π m
M ( pM+�)

+∞∑
n=−∞

h

(
((p − n)M + �)

T

M

)
Am(nT) (9.8)

Observing e j 2πmp = 1, setting x(�)(pT) = x(( pM + �)T/M), h(�)(pT) = h((pM + �)T/M), and inter-
changing the order of summations, the �-th polyphase component of x(kT/M) is expressed as

x(�)( pT) =
+∞∑

n=−∞
h(�)((p − n)T)

M−1∑
m=0

W−�m
M Am(nT) (9.9)

The sequences {h(�)(pT)}, � = 0, 1, . . . , M− 1, denote the polyphase components of the prototype filter
impulse response, with transfer functions given by

H (�)(z) =
γ−1∑
p=0

h(�)( pT) z−p , � = 0, 1, . . . , M − 1 (9.10)
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Recalling the definition of the DFT operator as an M × M matrix, FM = [(e− j 2π/M)�m], �, m= 0, 1, . . . ,
M − 1, the IDFT of the vector A(nT) is expressed as

F−1
M A(nT) = a(nT) = [a0(nT), . . . , aM−1(nT)]T (9.11)

Then the inner summation in Equation 9.9 yields

1

M

M−1∑
m=0

W−�m
M Am(nT) = a�(nT), � = 0, 1, . . . , M − 1 (9.12)

and

x(�)( pT) = M
+∞∑

n=−∞
h(�)(( p − n)T)a�(nT) = M

+∞∑
n=−∞

h(�)(nT)a�(( p − n)T) (9.13)

Including the factor M in the definition of the prototype filter impulse response, the efficient implemen-
tation of a uniform transmit filter bank given by an IDFT, a polyphase network with M branches, and a
parallel-to-serial (P/S) converter are obtained, as illustrated in Figure 9.4.

With reference to Figure 9.3a, it is interesting to derive the polyphase representation of the receive
filter bank by observing the relation between the received sequence r (kT/M) and the output of the m-th
subchannel ym(nT), given by

ym(nT) =
+∞∑

k=−∞
g

(
(nM − k)

T

M

)
e− j 2π m

T k T
M r (kT/M) (9.14)

With the change of variables k = pM + �, for p = −∞, . . . , +∞, � = 0, 1, . . . , M − 1, and recalling
the expression of the matched prototype filter impulse response, we obtain

ym(nT) =
+∞∑

p=−∞

M−1∑
�=0

h∗
(

((γ − n + p)M + �)
T

M

)
e− j 2π m

M (pM+�) r

(
(pM + �)

T

M

)
(9.15)

Observing that e− j 2π m
M pM = 1, setting r (�)( pT) = r ((pM+�)T/M) and h(�)∗(pT) = h∗(( pM+�)T/M),

and interchanging the order of summations, we get

ym(nT) =
M−1∑
�=0

e− j 2π
M m�

+∞∑
p=−∞

h(�)∗((γ − n + p)T) r (�)(pT) (9.16)

Using the relation e− j 2πm�/M = Wm�
M , we finally find the expression

ym(nT) =
M−1∑
�=0

Wm�
M

+∞∑
p=−∞

h(�)∗((γ − n + p)T)r (�)(pT) (9.17)

Hence an efficient implementation of a uniform receive filter bank, also illustrated in Figure 9.4, is given by
a serial-to-parallel (S/P) converter, a polyphase network with M branches, and a DFT. Note that the filter
of the m-th branch at the receiver is matched to the filter of the corresponding branch at the transmitter.

9.2.3 Example of Critically-Sampled Filter Bank

The perfect reconstruction conditions in Equation 9.3 are satisfied by OFDM systems for transmission
over an ideal channel. The transmit and receive filter banks use a prototype filter whose respective impulse

Copyright © 2005 by CRC Press LLC



10

0

−20

−10

−30

−40

−50

−60

−70

−80
0 0.01 0.02 0.03 0.04 0.05 0.06

fT/M

A
m

pl
itu

de
 c

ha
ra

ct
er

is
tic

s 
(d

B
)

FIGURE 9.5 Amplitude characteristics of the frequency responses of adjacent subchannel filters in a DMT system
for f ∈ (0, 0.06 M/T) and M = 64. (From Cherubini et al., IEEE Commun. Mag., 38, 98–104, 2000. c© 2000 IEEE.)

response and frequency response are given by

h

(
k

T

M

)
=
{

1 for 0 ≤ k ≤ M − 1

0 otherwise
(9.18)

and

H( f ) = sin(π f T)

sin(π f T/M)
e− j 2π f M−1

2
T
M (9.19)

The impulse responses of the polyphase components of {h(kT/M)} are trivially given by {h(�)(nT)} =
δn, � = 0, . . . , M − 1.

Because the frequency responses of the polyphase components are constant, the transmit signal is
directly obtained by applying a P/S conversion at the output of the IDFT. Assuming an ideal channel, at
the receiver a S/P converter forms blocks of M samples, with boundaries between blocks placed such that
each block at the output of the IDFT at the transmitter is presented unchanged at the input of the DFT.
At the DFT output, the input blocks of M symbols are reproduced without distortion with a delay equal
to T . Note, however, that the orthogonality conditions are satisfied only if the channel is ideal. Figure 9.5
shows the amplitude of the frequency response of adjacent subchannel filters obtained in the frequency
interval (0, 0.06 M/T) for M = 64. The spectra of adjacent subchannels approximately cross at the−3 dB
point, and the first sidelobe is as high as −13 dB. Note that the choice of a rectangular window of length
M as impulse response of the baseband prototype filter leads to a significant overlapping of the spectral
components of transmitted signals in adjacent subchannels.

9.3 Discrete Multitone Modulation

Let us consider the baseband equivalent system shown in Figure 9.4, assuming the impulse response of
the channel {gc (kT/M)} has a length equal to Nc > 1, with gc (kT/M) = 0 for k < 0 and k > Nc − 1.
In this case the orthogonality conditions for the system described in Section 9.2.3 are no longer satisfied.
However, ISI and ICI can be eliminated by the following method.
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For the same channel bandwidth and hence for a given transmission rate M/T , the modulation must
be carried out at the rate 1/T ′ = M/((M + Nc − 1)T) < 1/T . After modulation, each block of samples
is cyclically extended by copying the Nc − 1 samples aM−Nc+1(nT), . . . , aM−1(nT) in front of the block.
After P/S conversion, where the Nc − 1 samples of the cyclic extension, also known as cyclic prefix, are
the first to be sent, the M + Nc − 1 samples are transmitted over the channel. At the receiver, blocks of
samples of length M + Nc − 1 are taken. The boundaries between blocks are set such that the last M
samples depend only on the elements of one cyclically extended block of samples. The first Nc − 1 samples
of a block are then discarded. The vector r(nT ′) of the last M samples of the block received at the n-th
modulation interval can be expressed as

r(nT ′) = X(nT ′)gc + w(nT ′) (9.20)

where gc = [gc (0), . . . , gc (Nc−1), 0, . . . , 0]T is the M-component vector of the channel impulse response
extended with M− Nc zeros, w(nT ′) is a vector of additive white Gaussian noise samples, and X(nT ′) is
an M × M circulant matrix given by

X(nT ′) =

⎡
⎢⎢⎢⎢⎢⎢⎣

a0(nT ′) aM−1(nT ′) · · · a1(nT ′)

a1(nT ′) a0(nT ′) · · · a2(nT ′)

...
...

...

aM−1(nT ′) aM−2(nT ′) · · · a0(nT ′)

⎤
⎥⎥⎥⎥⎥⎥⎦

(9.21)

Note that the matrix X(nT ′), being circulant, satisfies the relation

FM X(nT ′)F−1
M =

⎡
⎢⎢⎢⎢⎢⎢⎣

A0(nT ′) 0 · · · 0

0 A1(nT ′) · · · 0

...
...

...

0 0 · · · AM−1(nT ′)

⎤
⎥⎥⎥⎥⎥⎥⎦
= diag {A(nT ′)} (9.22)

where diag{A} denotes the diagonal matrix with elements on the diagonal given by the elements of the
vector A. Defining the DFT of the vector gc as

Gc = FM gc = [Gc (0),Gc (1), . . . , Gc (M − 1)]T (9.23)

and using Equation 9.22, it turns out that the demodulator output is given by

x(nT ′) = FM r(nT ′) = diag{A(nT ′)}Gc +W(nT ′) (9.24)

where W(nT ′) is given by the DFT of the vector w(nT ′). Recalling the properties of w(nT ′), it turns out
that W(nT ′) is a vector of independent Gaussian random variables.

Equalizing the channel using the zero-forcing criterion, the signal x(nT ′) is multiplied by the diagonal
matrix K, whose elements on the main diagonal are given by

Km = 1

Gc (m)
, m = 0, . . . , M − 1 (9.25)

Therefore, the input to the data detector is given by

y(nT ′) = K x(nT ′) = A(nT ′)+ K W(nT ′) (9.26)

If the sequence of input symbol vectors A(nT ′) is a sequence of independent, identically distributed random
vectors, Equation 9.26 shows that the sequence A(nT ′) can be detected by assuming transmission over M
independent and orthogonal subchannels in the presence of additive white Gaussian noise. A disadvantage
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of this simple equalization scheme is the reduction in the modulation rate by a factor (M + Nc − 1)/M.
Therefore, it is essential that the length of the channel impulse response is much smaller than the number
of subchannels, so that the reduction of the modulation rate due to the cyclic prefix can be considered
negligible. One approach to reduce the length of the overall channel impulse response is to equalize
the channel before demodulation by a so-called time-domain equalizer (Chow et al., 1991; Melsa et al.,
1996; Baldemair and Frenger, 2001). Imperfectly shortened channel impulse responses, however, give
origin to ISI and ICI. To mitigate this problem, alternative equalization methods have been proposed. In
Vandendorpe et al. (1998) fractionally spaced linear and decision-feedback multiple-input multiple-output
(MIMO) detectors were developed for multitone systems without cyclic prefix. More recently, a per-tone
equalization structure has been proposed, whereby the time-domain equalizer operations are transferred
to the frequency domain (Van Acker et al., 2001; Leus et al., 2003). Another low-complexity frequency-
domain equalization method for DMT systems without the time-domain guard interval provided by the
cyclic prefix is presented in Trautmann and Fliege (2002).

Performance of a multicarrier transmission system is usually measured in terms of achievable bit rate
for given channel characteristics. The number of bits per modulation interval that can be loaded on the
m-th subchannel is given by (Cioffi, 1997)

βm = log2

(
1+ SNRm γcode

� γmargin

)
(9.27)

where SNRm is the signal-to-noise ratio at the m-th subchannel output, γcode denotes the coding gain, �

denotes the SNR gap between the minimum SNR required for reliable transmission of β bits per modulation
interval and the SNR required by 2β-ary QAM to achieve a bit error probability of 10−7, β >> 1, and γmargin

denotes a margin that is usually required against additional noise sources that may be introduced by the
channel and are not accounted for by the white Gaussian noise model. The achievable bit rate is therefore
obtained by summing the values given by Equation 9.27 over the subchannels allocated for transmission
and by multiplying the result by the modulation rate, and is given by

R = 1

T

∑
m∈M

βm [bit/s] (9.28)

where T is the modulation interval andM denotes the set of subchannels allocated for transmission. In
practice, a technique called bit loading is employed to determine the number of bits to be transmitted over
each subchannel per modulation interval. Bit loading maximizes the number of transmitted bits under the
constraints that the input symbols, into which the information bits are mapped, can take only values from
the two-dimensional constellations Am, m = 0, 1, . . . , M − 1, and that the power of the transmitted
signal is fixed (Chow et al., 1995; Leke and Cioffi, 1997; Campello, 1999).

In transmission systems that employ filter-bank modulation techniques, for a given bandwidth of the
transmission channel, the modulation interval increases as the number of subchannels increases. Therefore,
to reduce the delay in the recovery of the information, coding is usually applied across the subchannels.
An example of the application of trellis coding across the subchannels for FMT modulation will be given
in Section 9.6.

9.4 O-QAM OFDM Modulation

An O-QAM OFDM system with M subchannels may be regarded as a system of M ordinary O-QAM
subchannels operating in parallel at different frequencies, whereby the spectra of the M subchannel signals
are overlapping. The carrier frequencies are separated by 1/T , where T denotes the modulation interval.
Moreover, the carriers employed in adjacent subchannels have a phase difference of π/2. The baseband
equivalent of an analog O-QAM OFDM system with M subchannels is illustrated in Figure 9.6. The real
and imaginary parts of the complex symbol Am(nT) transmitted over the m-th subchannel at the n-th
modulation interval are separated in time by T/2. We assume uniform transmit and receive filter banks

Copyright © 2005 by CRC Press LLC



FIGURE 9.6 Block diagram of a communications system employing O-QAM OFDM modulation.

with impulse responses of the transmitter and receiver filters given by the real functions h(t) and g (t),
respectively. Because the system is time invariant and the filter banks are uniform, to derive the conditions
for the absence of ICI and ISI it is sufficient to consider the interference on a single symbol due to symbols
transmitted on the other subchannels and on the same subchannel at other modulation intervals. Let
us consider the signal path from subchannel �+m to subchannel � of the O-QAM OFDM system. The
conditions for the absence of ISI and ICI can be obtained directly from the block diagram of Figure 9.6.
The real and imaginary parts of the received sample at the output of subchannel � at time t = 0, as well
as the interference from the real and imaginary parts of symbol A�+m(nT), are considered separately. The
conditions that the functions h(t) and g (t) must satisfy can then be expressed as[

Re
{

h(t − nT)e j( 2π
T t+ π

2 )m ⊗ g (t)
}]

t=0
= δm δn (9.29)

[
Re

{
jh

(
t − nT − T

2

)
e j( 2π

T t+ π
2 )m ⊗ g (t)

}]
t=0

= 0 (9.30)

[
Im

{
h(t − nT)e j( 2π

T t+ π
2 )m ⊗ g

(
t + T

2

)}]
t=0

= 0 (9.31)

[
Im

{
jh

(
t − nT − T

2

)
e j( 2π

T t+ π
2 )m ⊗ g

(
t + T

2

)}]
t=0

= δm δn (9.32)

where ⊗ denotes convolution. Assuming that the function h(t) is real and symmetric, i.e., h(t)= h(−t),
and that the receiver filters are matched to the transmitter filters, i.e., g (t)= h∗(−t)= h(−t), Equa-
tion 9.30 and Equation 9.31 are satisfied. Moreover, Equation 9.32 is equivalent to Equation 9.29, and
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Equation 9.29 is satisfied if m is an odd number. Therefore, the conditions for absence of ISI and ICI
reduce to ∫ +∞

−∞
h(t − nT)h(t) cos

(
2π

T
2mt

)
dt = δm δn (9.33)

The optimization, in the sense of minimum out-of-band energy, of finite-duration pulses that satisfy
Equation 9.33 is presented in Vahlin and Holte (1996).

Let us now consider the digital implementation of an O-QAM OFDM system. The sampling rate of
the transmit signal is assumed equal to N/T , where N = 2M. The prototype for the transmit filter bank
can be chosen as a real FIR filter of length 2γ M that approximates the square root of a Nyquist filter. The
impulse response and the transfer function of the prototype filter are denoted by {h(kT/M)} and H(z),
respectively. Then the orthogonally multiplexed complex O-QAM sequence at the transmitter output can
be expressed in z-transform notation as

X(z) =
N/2−1∑
m=0

Ãm

(
e− j[ 2π

2T
T
N+m 2π

T
T
N ] N

2 z
N
2

)
H
(

e− j[ 2π
2T

T
N+m 2π

T
T
N ]z
)

(9.34)

where

Ãm

(
z

N
2

)
= j m

[
Re{Am(zN)} + j Im{Am(zN)}z− N

2

]
(9.35)

Recalling that e− j[ 2π
2T

T
N+m 2π

T
T
N ] = W

m+ 1
2

N and defining

X(z) = XRe(z)+ j XIm(z) (9.36)

we have

XRe(z) = Re

{
N/2−1∑
m=0

Ãm

(
− j (−1)m z

N
2

)
H
(

W
m+ 1

2
N z

)}
(9.37)

and

XIm(z) = Im

{
N/2−1∑
m=0

Ãm

(
− j (−1)m z

N
2

)
H
(

W
m+ 1

2
N z

)}
(9.38)

Let us assume that N is a multiple of four. Then the real sequence XRe(z) can be decomposed into two
terms as

XRe(z) = Re

⎧⎨
⎩

N
4 −1∑
m=0

Ã2m

(
− j z

N
2

)
H
(

W
2m+ 1

2
N z

)⎫⎬
⎭+ Re

⎧⎨
⎩

N
4 −1∑
m=0

Ã∗2m+1

(
j z

N
2

)
H∗
(

W
2m+ 3

2
N z

)⎫⎬
⎭ (9.39)

Note that as the impulse response of the prototype filter is real, H∗(W
2m+ 3

2
N z) = H(W

−(2m+ 3
2 )

N z). Hence
the second term on the right-hand side of Equation 9.39 is

Re

⎧⎨
⎩

N
4 −1∑
m=0

Ã∗2m+1

(
j z

N
2

)
H
(

W
2m+ 3

2
N z

)⎫⎬
⎭ (9.40)

With the change of variables � = N/2−m− 1, Equation 9.40 becomes

Re

⎧⎨
⎩

N
2 −1∑

�= N
4

Ã∗N−2�−1

(
j z

N
2

)
H
(

W
2m+ 1

2
N z

)⎫⎬
⎭ (9.41)
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Therefore, the real part of the transmit signal can be expressed as

XRe(z) = Re

⎧⎨
⎩

N
2 −1∑
m=0

V ′
m

(
z

N
2

)
H
(

W
2m+ 1

2
N z

)⎫⎬
⎭ (9.42)

where

V ′
m

(
z

N
2

)
=
{

Ã2m(− j zN/2) for 0 ≤ m ≤ N/4− 1

Ã∗N−2m−1( j zN/2) for N/4 ≤ m ≤ N/2− 1
(9.43)

Recalling now the polyphase decomposition H(z) =∑N/2−1
�=0 z−� H (�)(zN/2), we get

XRe(z)= Re

⎧⎨
⎩

N
2 −1∑
m=0

V ′
m

(
z

N
2

) N
2 −1∑
�=0

(
W

2m+ 1
2

N z
)
−� H (�)

(
− j z

N
2

)⎫⎬
⎭

= Re

⎧⎨
⎩

N
2 −1∑
�=0

z−� W−�
2N H (�)

(
− j z

N
2

) N
2 −1∑
m=0

W−�m
N/2 V ′

m

(
z

N
2

)⎫⎬
⎭ (9.44)

=
N
2 −1∑
�=0

z−� Re
{

v ′m
(

z
N
2

)
H (�)
(
− j z

N
2

)
W−�

2N

}

where

v ′�
(

z
N
2

)
=

N
2 −1∑
m=0

W−�m
N/2 V ′

m

(
z

N
2

)
(9.45)

is obtained by the IDFT of V ′
m(zN/2), m = 0, . . . , N/2− 1. In an analogous way, for the imaginary part of

the transmit signal we obtain

XIm(z) =
N
2 −1∑
�=0

z−� Im
{

v ′′�
(

z
N
2

)
H (�)
(
− j z

N
2

)
W−�

2N

}
(9.46)

where

v ′′�
(

z
N
2

)
=

N
2 −1∑
m=0

W−�m
N/2 V ′′

m

(
z

N
2

)
(9.47)

and

V ′′
m

(
z

N
2

)
=
{

Ã2m(− j zN/2) for 0 ≤ m ≤ N/4− 1

− Ã∗N−2m−1( j zN/2) for N/4 ≤ m ≤ N/2− 1
(9.48)

The efficient implementation of the transmit filter bank is illustrated in Figure 9.7. The input symbols are
first preprocessed to generate the sequences V ′

m(zN/2) and V ′′
m(zN/2). Observing the relationship between

V ′
m(zN/2) and V ′′

m(zN/2) obtained from Equation 9.43 and Equation 9.48, two N/2-point IDFT processors
that perform Equation 9.45 and Equation 9.47 can be combined into one IDFT processor. The IDFT is
then followed by a polyphase network with N/2 branches, where the N/2 filters have transfer functions
H (�)(− j zN/2), � = 0, . . . , N/2− 1, and by a P/S converter.

The efficient implementation of the receive filter bank for an O-QAM OFDM is obtained as follows. A
uniform filter bank with a prototypefilter having an impulse response given by g (kT/N)= h((γM− k)T/N),
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FIGURE 9.7 Efficient realization of filter banks for O-QAM OFDM modulation.

matched to the prototype filter of the transmit filter bank, is assumed. The output of the m-th subchannel
at instants that are multiples of half the modulation interval, ym(nT/2), can be expressed as

ym

(
n

T

2

)
=

+∞∑
k=−∞

g

((
n

N

2
− k

)
T

N

)
e− j( 2π

2T k T
N+m( 2π

T k T
N+ π

2 ))r

(
k

T

N

)

=
+∞∑

p=−∞

N
2 −1∑
�=0

h∗
((

(γ − n + p)
N

2
+ �

)
T

N

)
e− j( 2π

2N(p N
2 +�)+m( 2π

N (p N
2 +�)+ π

2 ))r

((
p

N

2
+ �

)
T

N

)

= e− j π
2 m e− j( 2π

2 m+ π
2 )n

N
2 −1∑
�=0

e− j( 2π
N m�+ 2π

2N �)
+∞∑

p=−∞
h(�)∗
(

(γ − n + p)
T

2

)
e− j( 2π

2 m+ π
2 )(p−n) r (�)

(
p

T

2

)

(9.49)

Let us define ỹRe,m(nT/2) and ỹIm,m(nT/2) by

ym

(
n

T

2

)
= e− j π

2 m

(
ỹRe,m

(
n

T

2

)
+ j ỹIm,m

(
n

T

2

))
(9.50)

Note that ỹRe,m(nT/2) can be expressed for even and odd subchannel indexes as

ỹRe,2m

(
n

T

2

)
= Re

⎧⎨
⎩(− j )n

N
2 −1∑
�=0

Wm�
N/2 W�

2N

+∞∑
p=−∞

h(�)∗
(

(γ − n + p)
T

2

)
e− j π

2 (p−n) r (�)

(
p

T

2

)⎫⎬
⎭
(9.51)

and

ỹRe,2m+1

(
n

T

2

)
= Im

⎧⎨
⎩ j n

N
2 −1∑
�=0

Wm�
N/2 e− j 2π

2N 3�

+∞∑
p=−∞

h(�)∗
(

(γ − n + p)
T

2

)
e− j 3π

2 (p−n) r (�)

(
p

T

2

)⎫⎬
⎭

(9.52)
respectively, for m = 0, . . . , N/4 − 1. Recalling that the impulse response of the prototype filter is real,
Equation 9.52 can be written as

Re

⎧⎨
⎩(− j )n

N
2 −1∑
�=0

W m�
N/2 e j 2π

2N 3�

+∞∑
p=−∞

h(�)∗
(

(γ − n + p)
T

2

)
e− j π

2 ( p−n) r (�)∗
(

p
T

2

)⎫⎬
⎭ (9.53)
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With the change of variables q = N/2−m− 1, Equation 9.53 becomes

Re

⎧⎨
⎩(− j )n

N
2 −1∑
�=0

W q�
N/2 W�

2N

+∞∑
p=−∞

h(�)∗
(

(γ − n + p)
T

2

)
e− j π

2 (p−n) r (�)∗
(

p
T

2

)⎫⎬
⎭ (9.54)

for q = N/4, . . . , N/2− 1. In an analogous way we get

ỹIm,2m

(
n

T

2

)
= Im

⎧⎨
⎩(− j )n

N
2 −1∑
�=0

W ml
N/2 W�

2N

+∞∑
p=−∞

h(�)∗
(

(γ − n + p)
T

2

)
e− j π

2 ( p−n) r (�)

(
p

T

2

)⎫⎬
⎭
(9.55)

for m = 0, . . . , N/4− 1, and

ỹIm,2m+1

(
n

T

2

)
= −Im

⎧⎨
⎩(− j )n

N
2 −1∑
�=0

Wql
N/2 W�

2N

+∞∑
p=−∞

h(�)∗
(

(γ − n + p)
T

2

)
e− j π

2 (p−n) r (�)∗
(

p
T

2

)⎫⎬
⎭

(9.56)
for q = N/2 − m − 1 and q = N/4, . . . , N/2 − 1. Equations 9.51 and 9.54 to 9.56 suggest that the
efficient realization of the receive filter bank comprises a S/P converter, a polyphase network with N/2
branches, where the N/2 filters have transfer functions H (N/2−1−�)(− j zN/2), � = 0, . . . , N/2 − 1, and an
N/2-point DFT processor, as illustrated in Figure 9.7. For the derivation of the orthogonality conditions
for O-QAM OFDM filter banks with respect to the polyphase components of an FIR prototype filter, refer
to Siohan et al. (2002). A group band data modem based on the O-QAM OFDM scheme, where the per-
subchannel equalization method introduced in Hirosaki (1980) is employed, is described in Hirosaki et al.
(1986).

9.5 Discrete Wavelet Multitone Modulation

Discrete Wavelet Multitone (DWMT) modulation is a filter-bank modulation scheme where the elements
of the vector of input symbols are real-valued, and the impulse responses of the filtering elements in the
transmit and receive filter banks are also real-valued. The orthogonality conditions are satisfied, assuming
an ideal channel without noise and distortion (Sandberg and Tzannes, 1995). In DWMT modulation,
all signal processing operations involve real signals. Therefore, for the same number of dimensions per
modulation interval of the transmitted signal, the minimum bandwidth of a subchannel for DWMT is
half the minimum bandwidth of a subchannel for DMT or O-QAM OFDM modulation. As illustrated
by the subchannel frequency responses in Figure 9.8, obtained for f ∈ (0, 0.06 M/T), and a number of
subchannels M = 64, in general DWMT has a higher spectral containment of individual subchannel
signals than DMT.

Although DWMT is characterized by higher spectral containment than DMT, each subchannel requires
a bandwidth larger than the minimum bandwidth of 1/(2T). In fact, note that the first sidelobe of the
amplitude characteristic of a subchannel frequency response in Figure 9.8 is more than 45 dB below
the maximum value of the characteristic. Consider, however, the amplitude characteristics at the band-
edge frequencies, which are the mid-frequencies between the center frequencies of adjacent subchannels.
At the band-edge frequencies, where the characteristics of adjacent subchannels cross, the amplitude
characteristic is only 3 dB below the maximum. The efficient implementation of filter banks for DWMT
is described in Benvenuto and Cherubini (2002). It is worth mentioning that the filtering elements for
DWMT modulation can be efficiently implemented using cosine-modulated filter banks (Vaidyanathan,
1993).

Note that DWMT modulation is not as well suited for transmission over channels that exhibit a passband
characteristic as the other filter-bank modulation schemes discussed in this chapter. In fact, a DWMT signal
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is generated by real-valued input symbols and real-valued filter impulse responses, so that the spectrum
of the baseband equivalent signal has Hermitian symmetry around the frequency f = 0. The passband
signal can be obtained in this case by single sideband (SSB) or vestigial sideband (VSB) modulation. It
turns out that SSB and VSB modulation schemes for digital passband transmission are characterized by
inferior performance compared to double sideband amplitude and phase modulation (DSB-AM/PM),
which can be applied in a straightforward manner to the other filter-bank modulation schemes con-
sidered here, owing to the difficulties that these schemes present for carrier-phase recovery. To obviate
this problem, pilot tones can be employed to provide carrier-phase information. Transmission of pilot
tones, however, is usually not practical in several applications, as it reduces the power efficiency of the
system and introduces one or more spectral lines in the signal spectrum, and should be avoided if not
necessary.

9.6 Filtered Multitone Modulation

High spectral containment is more easily achieved by relaxing the perfect reconstruction constraint or
by resorting to noncritically sampled uniform filter banks, as shown in the equivalent baseband block
diagram of Figure 9.9 for the general case K > M. FMT is a filter-bank modulation technique where the
M-branch filters are frequency-shifted versions of a prototype filter that achieves a high level of spectral
containment, such that the ICI is negligible compared with noise signals. Let us consider linear-phase FIR
prototype filters of length γ M, with h(kT/K ) = 0 for k < 0 and k > γ M−1. In general, larger values of γ

allow a better approximation of filters with transfer functions that exhibit sharp spectral roll-off and high
attenuation of out-of-band energy, but lead to an increase in system latency. The choice of the prototype
filter allows various trade-offs among the number of subchannels, the level of spectral containment, signal
latency, transmission efficiency, and complexity.

An efficient implementation of uniform filter-bank modulation systems also exists for the noncritically
sampled case of K > M. With reference to Figure 9.9, assuming subchannel center frequencies given by
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fm = mK/(MT), m = 0, . . . , M − 1, the signal x(kT/K ) input to the channel at time kT/K is given by

x

(
k

T

K

)
=

M−1∑
m=0

+∞∑
n=−∞

Am(nT)h

[
(k − nK )

T

K

]
e j 2πm K

MT k T
K

(9.57)

=
+∞∑

n=−∞

M−1∑
m=0

Am(nT)e j 2πm K
MT k T

K h

[
k

T

K
− nT

]

With the change of variables k = pM + �, � = 0, 1, . . . , M − 1, we get

x

(
pM

T

K
+ �

T

K

)
=

+∞∑
n=−∞

M−1∑
m=0

Am(nT)e j 2πm K
MT � T

K h

(
pM

T

K
+ �

T

K
− nT

)
(9.58)

By introducing a�(nT) =
M−1∑
m=0

Am(nT)e j 2π m�
M , Equation 9.58 is expressed as

x

(
pM

T

K
+ �

T

K

)
=

+∞∑
n=−∞

a�(nT)h

(
pM

T

K
+ �

T

K
− nT

)
(9.59)

Clearly, a�(nT), � = 0, . . . , M−1, are obtained from Am(nT), m = 0, . . . , M−1, via an IDFT, as discussed
in the preceding sections. Furthermore, by adopting the general expression for signal interpolation where
a filter index q = � pM+�

K �−n, a basepoint index ηp,� = � pM+�

K �, and a fractional index νp,� = pM+�

K −ηp,�
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are introduced (Gardner, 1993), the transmit signal can be expressed as

x

(
pM

T

K
+ �

T

K

)
=

+∞∑
q=−∞

a�[(ηp,� − q)T] h[(νp,� + q)T]

(9.60)

=
+∞∑

q=−∞
a�[(ηp,� − q)T] h(νp,� K )(q T), � = 0, 1, . . . , M − 1

where 0 ≤ νp,� < 1 and νp,� K = ( pM+ �) mod K . Hence, we find that the transmit signal at time kT/K
is computed by convolving the signal samples stored in the (k mod M)-th delay line at the IDFT output
with the (k mod K )-th polyphase component (with respect to K ) of the prototype filter. In other words,
the integer number νp,� K provides the address of the polyphase component that needs to be applied
at the (k mod M)-th output of the IDFT to generate the transmitted signal x(kT/K ). Therefore, each
element of the IDFT output frame is filtered by a periodically time-varying filter with a period equal to
[l cm(M, K )]T/K , where [l cm(M, K )] denotes the least common multiple of M and K . This transmitter
structure is depicted in Figure 9.10.

Note that the m-th subchannel, m = 0, . . . , M − 1, can be considered a prototype baseband channel
that is translated in frequency by fm = mK/(MT) Hz, as shown in Figure 9.9. By resorting to noncritically
sampled filter banks, modulation with an excess bandwidth of α = K/M − 1 within each subchannel is
feasible and ensures total spectral containment within a subchannel. By letting K →M, the penalty in
bandwidth efficiency becomes vanishingly small at the price of an increase in implementation complexity
because filters with increasingly sharper spectral roll-offs must then be realized. For a critically sampled
system with M= K , the efficient realization of the transmit filter bank shown in Figure 9.10 becomes
equivalent to that in Figure 9.4. In that case each element of the IDFT output frame is processed by a filter
that is no longer periodically time varying.
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We now turn to the efficient implementation of the FMT demodulator, where we assume the same rate
for the received signals as for the transmit signals and consider in general a downsampling factor L ≤ K
(i.e., in Figure 9.9 replace ↓ K with ↓ L ). The block diagram of an FMT demodulator is depicted in
Figure 9.11. The received signal is denoted by r (kT/K ), and the filtering elements on the M branches are
given by polyphase components (with respect to M) of a prototype filter {g (kT/K )} with T/K -spaced
coefficients, defined as {g (�)( pMT/K )} = {g ((pM + �)T/K )}, � = 0, 1, . . . , M − 1.

The m-th output signal of the FMT demodulator at time n′L T/K is given by

ym

(
n′

L

K
T

)
=

+∞∑
k=−∞

r

(
k

T

K

)
e− j 2πm K

MT k T
K g

[
(Ln′ − k)

T

K

]
(9.61)

Letting k = pM + �, � = 0, 1, . . . , M − 1, we obtain

ym

(
n′

L

K
T

)
=

M−1∑
�=0

+∞∑
p=−∞

r

[
(pM + �)

T

K

]
g

[
(Ln′ − pM − �)

T

K

]
e− j 2π m�

M (9.62)

which can be expressed as

ym

(
n′

L

K
T

)
=

M−1∑
�=0

z�

(
n′

L

K
T

)
e− j 2π m�

M (9.63)

where

z�

(
n′

L

K
T

)
=

+∞∑
p=−∞

r

[
(pM + �)

T

K

]
g

[
(Ln′ − pM − �)

T

K

]
(9.64)

Clearly, ym(n′L T/K ), m = 0, 1, . . . , M − 1, are obtained from z�(n′L T/K ), � = 0, 1, . . . , M − 1, via a
DFT. Furthermore, if the polyphase components (with respect to M) of the received signal are defined as
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r (�)(pMT/K ) = r ((pM + �)T/K ), � = 0, 1, . . . , M − 1, and a filter index q ′ = � Ln′−�
M � − p, basepoint

index η′n′ ,� = � Ln′−�
M �, and fractional index ν ′n′ ,� = Ln′−�

M − η′n′ ,� are introduced, we obtain

z�

(
n′

L

K
T

)
=

+∞∑
q ′=−∞

r (�)

[
(η′n′ ,� − q ′)

MT

K

]
g (ν ′

n′ ,� M)

(
q ′

MT

K

)
(9.65)

Note that if the receive prototype filter is causal and matched to the transmit prototype filter, i.e.,
{g (kT/K )} = {h∗(γ M − kT/K )}, where γ M denotes the filter length assumed to be a multiple of
M, then Equation (9.64) becomes

z�

(
n′

L

K
T

)
=

+∞∑
p=−∞

r

[(
p + �

M

)
MT

K

]
h∗
[(

p + γ + �− Ln′

M

)
MT

K

]
(9.66)

In general, a new DFT output frame at time kT/K = n′L T/K is obtained by the method illustrated in
Figure 9.11. The commutator is circularly rotated L steps from its position at time (n′ − 1)L T/K , allowing
a set of L consecutive received signals r (kT/K ) to be input into the M delay lines. The content of each
delay line is then convolved with a polyphase component (with respect to M) of the receive prototype
filter. The integer number ν ′n′ ,� M provides the address of the polyphase component that needs to be
applied at the �-th branch. The resulting signals are then input to the DFT to finally yield the signals
ym(n′L T/K ), m = 0, 1, . . . , M − 1, that are used for the detection of the transmitted symbols. Note that
the DFT output frames are obtained at the rate of (K/L )/T .

9.6.1 Filter-bank Design

For the realization of transmit and receive filter banks, a linear-phase FIR prototype filter of length γ M
is considered that approximates a filter with a suitable frequency response characteristic Hideal(e j 2π f T ).
Then each of the polyphase filter components (with respect to M) has γ coefficients. The parameter γ is
defined as the (time-domain) overlap factor of the system.

The first example of prototype filter for FMT systems has the target frequency response given by

Hideal,1(e j 2π f T ) =
{∣∣∣ 1+e− j 2π f T

1+ρe− j 2π f T

∣∣∣ if− 1/(2T) ≤ f ≤ 1/(2T)

0 otherwise
(9.67)

where the parameter 0≤ ρ ≤ 1 controls the spectral roll-off of the filter. The frequency response
Hideal,l(e j 2π f T ) exhibits spectral nulls at the band edges and, when used as the prototype filter charac-
teristic, leads to transmission free of ICI but with ISI within a subchannel. For ρ→ 1, the frequency
characteristic of each subchannel is characterized by steep roll-off toward the band-edge frequencies. On
the other hand, for ρ → 0 one obtains the partial-response class I characteristic. Figure 9.12 shows the spec-
tral characteristics of adjacent subchannel filters in the frequency interval (0, 0.06 M/T) obtained by using
a prototype FIR filter designed for M = 64, ρ = 0.1, and γ = 10. For transmission with 0, 6.25, or 12.5%
excess bandwidth within a subchannel, a modulator with upsampling parameter values of K = 64, K = 68,
or K = 72 would be chosen, respectively. Note that the spectral energy outside of a subchannel is sup-
pressed by more than 67 dB, with further suppression possible by increasing the length of the prototype
filter.

Another choice for the target filter characteristic is obtained if the prototype filter design is based on a
square root raised cosine Nyquist filter with excess bandwidth α, i.e.,

Hideal,2(e j 2π f T ) =

⎧⎪⎨
⎪⎩

1 if | f | ≤ 1−α
2T

1√
2

√
1− sin

(
π
α

(
f T − 1

2

))
if 1−α

2T < | f | ≤ 1+α
2T

0 otherwise

(9.68)
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tem for f ∈ (0, 0.06M/T) and M = 64. (From Cherubini et al., IEEE Commun. Mag., 38, 98–104, 2000. c© 2000
IEEE.)

The frequency response Hideal,2(e j 2π f T ) leads to transmission free of ICI and ISI within a subchannel if
the channel is ideal. In other words, the perfect reconstruction conditions are, in this case, satisfied.

To develop a prototype filter design algorithm for FMT, we determine the conditions for ICI suppression
in a multicarrier system employing critically sampled uniform filter banks. For the special case K =M, the
modulator and demodulator structures derived in Section 9.2 take the simple form depicted in Figure 9.4.
The prototype filter transfer functions at the transmitter and receiver are H(z) and H∗(1/z∗), respectively.
Note that the commutators are replaced by the equivalent P/S and S/P converters, and that the filtering
elements on the M branches of the transmit and receive filter banks are not time varying. A normal-
ized transmission interval T/M = 1 is assumed. Let us express the transfer function of the prototype
filter as

H(z) =
M−1∑
�=0

z−� H (�)(zM) (9.69)

where H (�)(z) denotes the transfer function of the �-th polyphase component (with respect to M) of
H(z). The transfer function of the noiseless channel is expressed in terms of its polyphase components
as

G c (z) =
M−1∑
�=0

z−�G (�)
c (zM) (9.70)

By repeatedly applying the noble identities (Vaidyanathan, 1993, pp. 119–120) and the polyphase identity
(Vaidyanathan, 1993, p. 133), the transfer matrix of the filter-bank communications system shown in
Figure 9.4 is expressed as

�(z) = FM �(z)F−1
M (9.71)
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where the matrix �(z) is given by

�(z) = (9.72)

⎡
⎢⎢⎢⎢⎣

H (0)(z) 0 · · · 0

0 H (1)(z) · · · 0

...
...

...

0 0 · · · H (M−1)(z)

⎤
⎥⎥⎥⎥⎦×

⎡
⎢⎢⎢⎢⎣

z−1G (0)
c (z) z−1G (1)

c (z) · · · z−1G (M−1)
c (z)

z−2G (M−1)
c (z) z−1G (0)

c (z) · · · z−1G (M−2)
c (z)

...
...

...

z−2G (1)
c (z) z−2G (2)

c (z) · · · z−1G (0)
c (z)

⎤
⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎣

[
H (0)
(

1
z∗
)]∗

0 · · · 0

0
[

H (1)
(

1
z∗
)]∗ · · · 0

...
...

...
0 0 · · · [H (M−1)

(
1
z∗
)]∗

⎤
⎥⎥⎥⎥⎦ = z−1

×

⎡
⎢⎢⎢⎢⎢⎣

H (0)(z) G (0)
c (z) H (0)∗( 1

z∗
)

H (0)(z) G (1)
c (z) H (1)∗( 1

z∗
)

. . . H (0)(z) G (M−1)
c (z) H (M−1)∗( 1

z∗
)

z−1H (1)(z) G (M−1)
c (z) H (0)∗( 1

z∗
)

H (1)(z) G (0)
c (z) H (1)∗( 1

z∗
)

. . . H (1)(z) G (M−2)
c (z) H (M−1)∗( 1

z∗ )

...
...

...

z−1H (M−1)(z) G (1)
c (z) H (0)∗( 1

z∗
)

z−1 H (M−1)(z) G (2)
c (z) H (1)∗( 1

z∗
)

. . . H (M−1)(z) G (0)
c (z) H (M−1)∗( 1

z∗
)

⎤
⎥⎥⎥⎥⎥⎦

Observing Equation 9.69 and recalling that �(z) is diagonal if and only if �(z) is circulant, with elements
on the diagonal given by the IDFT of the first row of �(z), we find that a set of sufficient conditions for
ICI suppression is given by

H (0)(z)H (0)∗
(

1

z∗

)
= H (1)(z)H (1)∗

(
1

z∗

)
= · · · = H (M−1)(z)H (M−1)∗

(
1

z∗

)

H (0)(z)H (1)∗
(

1

z∗

)
= H (1)(z)H (2)∗

(
1

z∗

)
= · · · = z−1 H (M−1)(z)H (0)∗

(
1

z∗

)
(9.73)

...

H (0)(z)H (M−1)∗
(

1

z∗

)
= z−1 H (1)(z)H (0)∗

(
1

z∗

)
= · · · = z−1 H (M−1)(z)H (M−2)∗

(
1

z∗

)

Note that in general the conditions in Equation 9.73 cannot be satisfied by a FIR prototype filter, as
they require strict band limitation within a subchannel. Furthermore, for an ideal channel with transfer
function G c (z)= 1, it can readily be seen that the conditions for ICI suppression are given by the first
row of Equation 9.73, which requires that the correlation functions of the polyphase components are all
equal. Therefore, if a linear-phase FIR prototype filter is chosen that approximates a filter with strictly
band-limited frequency response and polyphase components that satisfy the first row of Equation 9.73,
then the system will exhibit no ICI if the channel is ideal. If the channel is nonideal, the level of ICI will
depend on the stopband attenuation. Let us define H̃ ideal(z) as a filter that satisfies the equality

H̃ ideal(z)H̃ ideal
∗
(

1

z∗

)
= H (0)(z)H (0)∗

(
1

z∗

)
= · · · = H (M−1)(z)H (M−1)∗

(
1

z∗

)
(9.74)

Note that for an ideal transmission channel, Equation 9.74 gives the transfer function of each subchannel.
As mentioned above, we consider FIR filters of length γ M. Then each of the polyphase filter components
has γ coefficients. The approximation problem is formulated first as an unconstrained optimization
problem (Princen, 1995) and then reduced to a form that requires finding the vector of filter coefficients
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h = [h(γ M/2), . . . , h(γ M − 1)]T that minimizes the quadratic objective function

hTQTQh+ κ

2
(Jh− v)T(Jh− v) (9.75)

where the first term reflects the stopband mean energy of the prototype filter computed by dividing the
stopband interval (π/M, π) into Ns − 1 subintervals, and the second term denotes the L 2 norm of the
approximation error of Equation 9.74. In Equation 9.75 κ is a positive constant, and the elements of
the matrices S, J, and the vector v are given by

S(i, j ) =
[

2 cos

(
2 j + 1

2
(ωs + iω)

)]
, 0 ≤ i ≤ Ns − 1, 0 ≤ j ≤ γ M

2
− 1

with ωs = π/M, ω = (π − ωs )/(Ns − 1),

J (k + iγ , j ) = [ J̃ (k + iγ , γ M/2+ j )+ J̃ (k + iγ , γ M/2− 1− j )], 0 ≤ k ≤ γ − 1,

0 ≤ i ≤ M − 1, 0 ≤ j ≤ γ M/2− 1

with J̃ (k + iγ , l) =
{

h(l − k M)δ(l−i) mod M if l ≥ k M

0 otherwise
, 0 ≤ l ≤ γ M − 1, and

ν(n) = 1

2π M

∫
e jω[n mod γ ]

∣∣H̃ ideal(e jω)
∣∣2 dω, 0 ≤ n ≤ γ M − 1

The minimization of Equation 9.75 can be performed, e.g., by an iterative least squares algorithm (Rossi
et al., 1996). If the duration of the correlation function of Hideal(z) is greater than 2γ − 1, windowing of
the correlation may be used to avoid the Gibbs phenomenon.

9.6.2 Per-Subchannel Adaptive Equalization and Precoding

In FMT systems, per-subchannel signal equalization is employed at the receiver in the form of symbol or
fractionally spaced linear or decision-feedback equalizers. If the transmission channel is slowly time vary-
ing, precoding techniques can also be applied. We recall that the frequency responses of FMT subchannels
are characterized by steep roll-off toward the band-edge frequencies, where they exhibit near spectral nulls.
This suggests that per-subchannel decision-feedback equalization be performed to recover the transmitted
symbols. In this section, we address this topic and also consider the application of precoding techniques
to FMT modulation for transmission over slowly time-varying frequency-selective channels (Cherubini
et al., 2002).

In an FMT receiver employing per-subchannel equalization, the signals ym(n′L T/K ), m = 0, 1, . . . ,
M − 1, at the FMT demodulator output are input for symbol detection to M adaptive decision-feedback
equalizers having feed-forward linear sections with L T/K -spaced coefficients. If the coefficient vectors
of the feed-forward linear section and of the feedback section of the m-th equalizer at time nT are
defined as cm(nT)={c (l)

m (nT), l = 0, . . . , N f − 1} and dm(nT)={d (i)
m (nT), i = 1, . . . , Nb}, respectively,

the equalizer output on the m-th subchannel at time nT is given by

sm(nT) =
N f−1∑
l=0

ym

[(
n

K

L
− l

)
L T

K

]
c (l)

m (nT)−
Nb∑

i=1

Âm[(n − i)T]d (i)
m (nT) (9.76)

where Âm(nT) denotes the symbol decision on the m-th subchannel at time nT , which is provided
by a memoryless decision element. Note that the choice of L = K/2 results in fractionally T/2-spaced
coefficients of the linear feed-forward equalizer section.

Error propagation inherent in decision-feedback equalization can be avoided by resorting to precoding
techniques. For example, per-subchannel Tomlinson–Harashima precoding (Tomlinson, 1971; Harashima
and Miyakawa, 1972) can be applied in a straightforward manner. The application of precoding techniques
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FIGURE 9.13 FMT transmitter employing trellis-augmented precoding. (From Cherubini et al., IEEE J. Selected Areas
Commun., 20, 1016–1028, 2002. c© 2002 IEEE.)

in conjunction with trellis-coded modulation (TCM) for FMT transmission requires further discussion.
Flexible precoding (Eyuboglu and Forney, 1992) or trellis-enhanced precoding (Laroia, 1996) for trellis-coded
transmission over an ISI channel allows coding gains to be achieved for arbitrary constellations provided
that the ISI channel is linearly invertible. However, if the channel exhibits spectral nulls, as is usually
the case for an FMT subchannel characteristic, infinite error propagation can occur within the inverse
precoder at the receiver. In that case, feedback trellis encoding can still be achieved by trellis-augmented
precoding (Cherubini et al., 1997), but then only certain constellations are allowed. With trellis-augmented
precoding, error propagation in the FMT receiver is completely avoided.

The block diagram of an FMT transmitter that employs trellis-augmented precoding is illustrated in
Figure 9.13. For transmission over the m-th subchannel, an Nm×Nm point signal constellation is assumed,
with Nm even, ∀m. The transmitter consists of M units chained together to allow trellis coding across the
subchannels. This arrangement is chosen to reduce decoding delay and is possible because transmission
over M independent subchannels may be assumed. The m-th subchannel response in D-transform notation
is denoted by ηm(D) = 1+Dη̃m(D) = 1+η1,m D+η2,m D2+· · · . We consider a trellis code with 2ν states
and conventional encoding based on a systematic convolutional encoder. For the remainder of this section,
we assume that the reader is familiar with precoding techniques, such as those described in Eyuboglu and
Forney (1992) and Laroia (1996).

To explain transmitter operations, it is assumed that the subchannels with indices from 1 to M− 1
are used for transmission. Let us consider the m-th trellis precoding element. At the n-th modulation
interval, the inputs to this element are the binary information vector bm(nT), which may take one of
N2

m/2 different values, and the binary value ζ
(m)
0,n , which represents the least significant bit of the TCM

state ζm,n = (ζ (m)
ν−1,n, . . . , ζ

(m)
0,n ) at the m-th subchannel during the n-th modulation interval. The mapping

of information bits into symbols operated by the m-th signal mapper follows the usual rules of trellis
coding (Ungerboeck, 1982). In particular, note that Am(nT) ∈ B

ζ
(m)
0,n

, ζ (m)
0,n ∈ {0, 1}, where B0 and B1 are

the two sets obtained at the first partitioning level of the Nm × Nm-point signal constellation of the m-th
subchannel.

The m-th precoder operates on the symbol Am(nT) and determines the m-th subchannel input signal
Xm(nT). The sequence of the m-th subchannel input signals is given by

Xm(D) = Am(D)+ Cm(D)− Pm(D) (9.77)

where

Pm(D) = [ηm(D)− 1]Xm(D) = Dη̃m(D)Xm(D) (9.78)
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and

Cm(D) = −Q
�

(m)
X
{Am(D)− Pm(D)} (9.79)

where Q
�

(m)
X
{·} denotes quantization to the closest point of the lattice �

(m)
X underlying the power-efficient

modulo extension of the fundamental region of the m-th signal constellation. Note that by defining the
signal Um(D) = Am(D) + Cm(D) and observing the expression of Pm(D), the signal Xm(D) can be
expressed as

Xm(D) = Am(D)+ Cm(D)

1+ Dη̃m(D)
= Um(D)

ηm(D)
(9.80)

Therefore, Um(D) represents the output of the m-th subchannel in the absence of noise. To allow correct
decoding operations with trellis coding performed across the subchannels, the symbol Um(nT) must
represent a valid continuation of the code sequence (. . . , Um−2(nT), Um−1(nT)), assuming the TCM
state ζm,n. Recalling that the m-th signal constellation is an Nm× Nm-point constellation with Nm even,
Am(nT) ∈ B

ζ
(m)
0,n

, and Cm(nT) ∈ �
(m)
X , we find that Um(nT) = Am(nT)+ Cm(nT) ∈ B

ζ
(m)
0,n

. This implies

that Um(nT) represents a valid continuation of the code sequence. To obtain a valid continuation of the
code sequence also at the (m + 1)-th trellis precoding element, the information about the current TCM
state ζm,n and about the code symbol Um(nT) chosen is sent to the (m+1)-th next-state computation unit,
which determines the state ζm+1,n = (ζ (m+1)

ν−1,n , . . . , ζ
(m+1)
0,n ). After the (M− 1)-th trellis precoding element,

a delay of one modulation interval is provided to allow the information about the TCM state and the code
symbol chosen to be presented at the beginning of the next modulation interval at the input of the first
element.

The block diagram of the receiver of an FMT system with trellis-augmented precoding is illustrated in
Figure 9.14. The m-th subchannel output signal is given by Vm(D) = Um(D) + Wm(D), where Wm(D)
represents a sequence of additive Gaussian noise samples. In this receiver, per-subchannel linear adaptive
equalization is included to compensate for mismatches between the subchannel frequency responses
assumed at the transmitter and the actual responses. The M subchannel output signals are converted from
parallel to serial, and the resulting sequence is input to a Viterbi decoder. The decoder output sequence
Ûm(D) is converted from serial to parallel. The detected sequences Âm(D), m = 0, 1, . . . , M− 1, are then
given by the memoryless operation

Âm(D) = Ûm(D)− Q
�

(m)
X
{Ûm(D)} = Ûm(D)− Ĉm(D) (9.81)
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Note that error propagation in the receiver is completely avoided. The sequences of binary information
vectors b̂m(D) are then recovered from the sequences Âm(D).

9.7 Conclusion

Filter-bank modulation techniques represent interesting solutions for difficult transmission environments,
as they provide some unique advantages in terms of spectral efficiency, robustness against impulse noise
and narrowband interference, and flexibility in spectrum allocation in multiple-access systems.

Noncritically sampled filter-bank modulation schemes digitally generate a set of tightly packed single-
carrier-like multiband signals with minimum analog filtering requirements and offer filtering-based im-
plementation alternatives to time-domain cyclic extensions.

In multiple-access systems, application of noncritically sampled filter-bank modulation does not re-
quire synchronization between transmissions taking place simultaneously, thus allowing simpler system
operations. Compared with schemes using cyclic extensions, enhanced performance is obtained at the cost
of per-subchannel filtering, which corresponds to functions performed at a significantly lower rate than
the transmission rate.
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Cherubini, G., Eleftheriou, E. and Ölçer, S., Filtered multitone modulation for very high-speed digital
subscriber lines, IEEE J. Selected Areas Commun., 20, 1016–1028, 2002.

Chow, J.S., Tu, J.C. and Cioffi, J.M., A discrete multitone transceiver system for HDSL applications, IEEE
J. Selected Areas Commun., 9, 895–908, 1991.

Chow, P.S., Cioffi, J.M. and Bingham, A.C., A practical discrete multitone transceiver loading algorithm
for data transmission over spectrally shaped channels, IEEE Trans. Commun., 43, 773–775, 1995.

Copyright © 2005 by CRC Press LLC



Cioffi, J.M., Asymmetrical digital subscriber lines, in The Communications Handbook, Gibson, J.D., Ed.,
CRC Press Inc., Boca Raton, FL, 1997, pp. 450–479.

Crochiere, R.E., Weber, S.A. and Flanagan, J.L., Digital coding of speech in sub-bands, Bell System
Tech. J., 1069–1085, 1976.

Doelz, M.L., Heald, E.T. and Martin, D.L., Binary data transmission techniques for linear systems, Proc.
IRE, 656–661, 1957.

Esteban, D. and Galand, C., Application of quadrature mirror filters to split band voice coding schemes,
in Proceedings of the IEEE ICASSP ’77, IEEE, Piscataway, NJ, 1977, pp. 191–195.

ETS (European Telecommunication Standard), Radio broadcast systems; digital audio broadcasting (DAB)
to mobile, portable and fixed receivers, ETS 300 401, November 1994.

ETS (European Telecommunication Standard), Digital broadcasting systems for television, sound and data
services; framing structure, channel coding and modulation for digital terrestrial television, ETS
300 744, February 1997.

Eyuboglu, M.V. and Forney, G.D., Trellis precoding: combined coding, precoding and shaping for inter-
symbol interference channels, IEEE Trans. Inf. Theory, 38, 301–314, 1992.

Fliege, N.J., Multirate Digital Signal Processing, John Wiley & Sons, Chichester, U.K., 1994.
Gardner, F., Interpolation in digital modems. Part I. Fundamentals, IEEE Trans. Commun., 41, 501–507,

1993.
Haas, R. and Belfiore, J.-C., Multiple carrier transmission with time-frequency well-localized impulses, in

Proceedings of the IEEE 2nd Symposium on Communications and Vehicular Technology in the Benelux,
IEEE, 1994, pp. 187–193.

Harashima, H. and Miyakawa, H., Matched transmission technique for channels with intersymbol inter-
ference, IEEE Trans. Commun., 20, 774–780, 1972.

Harmuth, H.F., On the transmission of information by orthogonal time functions, AIEE Trans., Pt. I
(Communications and Electronics), 248–255, 1960.

Hirosaki, B., An analysis of automatic equalizers for orthogonally multiplexed QAM systems, IEEE Trans.
Commun., COM-28, 73–83, 1980.

Hirosaki, B., An orthogonally multiplexed QAM system using the discrete Fourier transform, IEEE Trans.
Commun., COM-29, 982–989, 1981.

Hirosaki, B., Hasegawa, S. and Sabato, A., Advanced groupband data modem using orthogonally multi-
plexed QAM technique, IEEE Trans. Commun., COM-34, 587–592, 1986.

Jacobsen, K.S., Bingham, J.A.C. and Cioffi, J.M., Synchronized DMT for multipoint-to-point communi-
cations on HFC networks, in Proceedings of the IEEE GLOBECOM ’95, IEEE, Piscataway, NJ, 1995,
pp. 963–966.

Kammeyer, K.D., Tuisel, U., Schulze, H. and Bochmann, H., Digital multicarrier-transmission of audio
signals over mobile radio channels, Eur. Trans. Telecommun., 3, 243–253, 1992.

Laroia, R., Coding for intersymbol interference channels: combined coding and precoding, IEEE Trans.
Inf. Theory, 42, 1053–1061, 1996.

Leke, A. and Cioffi, J.M., A maximum rate loading algorithm for discrete multitone systems, in Proceedings
of the IEEE GLOBECOM ’97, IEEE, Piscataway, NJ, 1997, pp. 1514–1518.

Leus, G., Barhumi, I. and Moonen, M., Per tone equalization for MIMO-OFDM systems, in Proceedings
of the 2003 IEEE International Conference on Communications, “ICC 2003,” IEEE, Piscataway, NJ,
2003, p. ASP05-1.

Matheus, K., Kammeyer, K.D. and Tuisel, U., Implementation of multicarrier systems with polyphase
filterbanks, in Multi-Carrier Spread Spectrum and Related Topics, Fazel, K. and Kaiser, S., Eds.,
Kluwer Academic Publishers, Boston, MA, 2000, pp. 329–336.

Melsa, P.J.W., Younce, R.C. and Rohrs, C.E. Impulse response shortening for discrete multitone transceivers,
IEEE Trans. Commun., 44, 1662–1672, 1996.

Peled, A. and Ruiz, A., Frequency domain data transmission using reduced computational complex-
ity algorithms, in Proceedings of the IEEE ICASSP’80, IEEE, Piscataway, NJ, 1980, pp. 964–
967.

Copyright © 2005 by CRC Press LLC



Princen, J., The design of nonuniform modulated filter banks, IEEE Trans. Signal Process., 43, 2550–2560,
1995.

Rossi, M., Zhang, J.-Y. and Steenaart, W., Iterative least squares design of perfect reconstruction QMF filter
banks, in Proceedings of the IEEE CCECE’96, IEEE, Piscataway, NJ, 1996, pp. 762–765.

Saltzberg, B., Performance of an efficient parallel data transmission system, IEEE Trans. Commun. Technol.,
COM-15, 805–811, 1967.

Sandberg, S.D. and Tzannes, M.A., Overlapped discrete multitone modulation for high speed copper wire
communications, IEEE J. Selected Areas Commun., 13, 1571–1585, 1995.

Sari, H., Levy, Y. and Karam, G.S., An analysis of orthogonal frequency-division multiple access, in
Proceedings of the IEEE GLOBECOM ’97, IEEE, Piscataway, NJ, 1997, pp. 1635–1639.

Scaglione, A., Barbarossa, S. and Giannakis, G.B., Filterbank transceivers optimizing information rate in
block transmissions over dispersive channels, IEEE Trans. Inf. Theory, 45, 1019–1032, 1999a.

Scaglione, A., Giannakis, G.B. and Barbarossa, S., Redundant filterbank precoders and equalizers. Part I.
Unification and optimal designs, IEEE Trans. Signal Process., 47, 1988–2006, 1999b.

Scaglione, A., Stoica, P., Barbarossa S., Giannakis, G.B. and Sampath, H., Optimal designs for space-time
linear precoders and decoders, IEEE Trans. Signal Process., 50, 1051–1064, 2002.

Schafer, R.W. and Rabiner, L.R., Design of digital filter banks for speech analysis, Bell System Tech. J.,
3097–3115, 1971.

Shannon, C.E., A mathematical theory of communication, Bell System Tech. J., 379–423, 623–656, 1948.
Siohan, P., Siclet, C. and Lacaille, N., Analysis and design of OFDM/OQAM systems based on filterbank

theory, IEEE Trans. Signal Process., 50, 1170–1183, 2002.
Smith, M.J.T. and Barnwell, T.P., A procedure for designing exact reconstruction filterbanks for tree

structured sub-band coders, in Proceedings of the IEEE ICASSP’84, IEEE, Piscataway, NJ, 1984, pp.
27.1–27.4.

Stamoulis, A., Giannakis, G.B. and Scaglione, A., Block FIR decision-feedback equalizers for filterbank
precoded transmissions with blind channel estimation capabilities, IEEE Trans. Commun., 49, 69–83,
2001.

Tomlinson, M., New automatic equalizer employing modulo arithmetic, Electron. Lett., 7, 138–139, 1971.
Trautmann, S. and Fliege, N.J., Perfect equalization for DMT systems without guard interval, IEEE J.

Selected Areas Commun., 20, 987–996, 2002.
Ungerboeck, G., Channel coding with multilevel/phase signals, IEEE Trans. Inf. Theory, IT-28, 55–67, 1982.
Vahlin, A. and Holte, N., Optimal finite duration pulses for OFDM, IEEE Trans. Commun., 44, 10–14,

1996.
Vaidyanathan, P.P., Multirate Systems and Filter Banks, Prentice Hall, Englewod Cliffs, NJ, 1993.
Vallet, R. and Taieb, K.H., Fraction spaced multi-carrier modulation, Wireless Personal Commun., 2, 97–

103, 1995.
Van Acker, K., Leus, G., Moonen, M., van de Viel, O. and Pollet, T., Per tone equalization for DMT-based

systems, IEEE Trans. Commun., 49, 109–119, 2001.
Vandendorpe, L., Cuvelier, L., Deryck, F., Louveaux, J. and van de Wiel, O., Fractionally spaced linear and

decision-feedback detectors for transmultiplexers, IEEE Trans. Signal Process., 46, 996–1011, 1998.
Vetterli, M., A theory of multirate filter banks, IEEE Trans. Acoustics Speech Signal Process., ASSP-35,

356–372, 1987.
Weinstein, S.B. and Ebert, P.M., Data transmission by frequency-division multiplexing using the discrete

Fourier transform, IEEE Trans. Commun. Technol., COM-19, 628–634, 1971.

Copyright © 2005 by CRC Press LLC



10
Spread-Spectrum

Techniques for Mobile
Communications

Filippo Giannetti
University of Pisa

Marco Luise
University of Pisa

10.1 A Brief History of Wireless Communications
The Wireless Revolution • 2G and 3G Cellular Systems
• DSP Components for Wireless Communications

10.2 Fundamentals of Digital Spread-Spectrum
Signaling
Narrowband • Spread-Spectrum • Frequency-Hopping
Spread Spectrum • Direct-Sequence Spread-Spectrum
• DS/SS Signal Model • Real Spreading • Complex Spreading
• DS/SS Bandwidth Occupancy • Spreading Factor • Short
Code • Long Code • Processing Gain • Pseudorandom
Sequence Generators • Basic Architecture of a DS/SS Modem

10.3 Code-Division Multiple Access
Frequency-, Time-, and Code-Division Multiplexing
• Multirate Code-Division Multiplexing • Multiple Access
Interference • Capacity of a CDMA System • Cellular
Networks and the Universal Frequency Reuse

10.4 A Review of 2G and 3G Standards for CDMA
Mobile Communications
IS-95 • UMTS/UTRA • cdma2000

10.5 Synchronization for Spread-Spectrum and CDMA
Signals
Synchronization Functions • Code Synchronization
• Carrier Frequency and Phase Synchronization

10.6 Architecture of DSP-Based DS/SS and
CDMA Receivers for Wireless Mobile
Communications
IF vs. Baseband Sampling • Correlation Receiver • Rake
Receiver

10.7 Multiuser Detection
Multiuser Detection in the UL • The Decorrelating
and MMSE Detectors

10.8 Perspectives and Conclusions
The Challenge to Mobile Spread-Spectrum Communications
• 4G Wireless Communications Systems • Concluding
Remarks

Copyright © 2005 by CRC Press LLC



Wireless mobile communications has greatly benefited from the adoption of advanced signal processing tech-
niques and components. In particular, the advent of low-cost very large scale integrated (VLSI) chips has
allowed the design and implementation of efficient communications systems based on spread-spectrum signals,
namely, the different code-division multiple-access (CDMA) radio networks currently in operation or being
deployed. The aim of this chapter is to provide the reader with a basic understanding of the diverse digital
signal processing (DSP) algorithms that lie at the foundation of such systems. After a short introduction to
wireless communications (Section 10.1), the chapter develops into a description of the basic characteristics of
digital spread-spectrum signals (Section 10.2). This sets the framework for the subsequent general study of
CDMA techniques (Section 10.3) and description of current standards (Section 10.4). Next, the focus is shifted
to the functions of signal synchronization for optimum data detection (Section 10.5) and to the design of a
digital CDMA receiver (Section 10.6), highlighting the main relevant DPS-intensive tasks. The final part of
the chapter is devoted to the introduction of an advanced topic related to the detection of digital information
in a CDMA signal, namely, multiuser detection (Section 10.7).

10.1 A Brief History of Wireless Communications

10.1.1 The Wireless Revolution

In the developed countries, the number of wireless access connections between the user terminals of
a telecommunication network (phones, laptops, palmtops, etc.) and the fixed, high-capacity transport
network has already exceeded the number of wired ones. Untethered communications and computing
have become sort of a lifestyle, and the trend will undoubtedly grow further in the near future, with
the development of wireless fidelity (Wi-Fi) hot spots and the commercialization of low-cost wireless
local area networks (LANs) for the home. The picture we have just depicted is what we may call the
wireless revolution [Rap91]. Started in Europe in the early 1990s, with the American countries lagging a
little bit, it will likely come to its full evolution within the next few years, to ramp up again when the
Asian developing countries catch up [Sas98]. Driving elements of this revolution are the advances in
components and techniques for digital signal processing (DSP), which represent the background, we could
say the humus, upon which the whole of the wireless network is developed. The fundamental contributions
of DSP to mobile communications lie, of course, in the relevant, traditional, physical-layer issues, namely,
source and channel coding, modulation, signal synchronization and equalization, and multiple access.
In particular, modern mobile cellular systems have benefited from the adoption of spread-spectrum (SS)
signaling techniques that will be treated in detail in the following sections.

10.1.2 2G and 3G Cellular Systems

The real start of the revolution was the advent of the so-called second-generation (2G) digital pan-European
time-division multiple-access (TDMA) cellular communications systems, the well-known GSM (Global
System for Mobile Communications) [Pad95]. The growth of cellular communications had already started
with earlier analog systems, the so-called first-generation (1G) systems, but the real breakthrough was
marked by the initially slow, then exponential, diffusion of GSM terminals, fostered by continent-wide
compatibility through international roaming. In the U.S., the advent of 2G digital cellular telephony
was somewhat slowed down by the coexistence of incompatible systems and by the consequent lack of a
nationwide accepted unique standard [Pad95]. The two competing 2G American standards were the ‘digital’
AMPS (Advanced Mobile Phone System) IS-54/136, whose technology was developed with the specific aim of
being back-compatible (as far as the assigned radio channels are concerned) with the preexisting 1G analog
AMPS system, and the highly innovative code-division multiple-access (CDMA) system IS-95 [Koh95,
Gil91]. Although slower to gain momentum, 2G systems in the Americas had the merit of introducing the
technology of SS signals and CDMA that in a few years would be adopted worldwide for third-generation
(3G) systems. A similar story about 2G digital cellular telephony could be told about Japan and its Personal
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Digital Cellular (PDC) system, which is actually quite similar from a technical standpoint to the American
IS-54/136.

At the dawn of the third millennium, the ITU (International Telecommunications Union), based in
Geneva, Switzerland, took the initiative to promote the development of a universal 3G mobile/personal
wireless communication system with high capacity and a high degree of interoperability among the dif-
ferent network components, as depicted in Figure 10.1. Under initiative IMT-2000 (International Mobile
Telecommunications for the year 2000) [Chi92], a call for proposal was issued in 1997 to eventually set up
the specifications and the technical recommendations for a universal system. At the end of the selection
procedure, and in response to the different needs of the national industries, operators, and PTTs, two differ-
ent noncompatible standards survived: UMTS (Universal Mobile Telecommunications System) for Europe
and Japan [Dah98], [Ada98] and cdma2000 for the U.S. [Kni98]. Both are based on a different mixture
of TDMA and CDMA technologies, but the real common innovative factor is the universal adoption of
CDMA for a maximum of flexibility and multimedia support.

A more detailed description of 2G and 3G CDMA-based wireless systems will be presented in
Section 10.4.

10.1.3 DSP Components for Wireless Communications

The celebrated Moore’s law states that the number of transistors on a chip with a fixed area roughly
doubles every year and a half. Hence, the price of microelectronics components (and microelectronics-
based equipment) halves in eighteen months, or in other words, the power of VLSI (very large scale
integrated) circuits doubles past the same period. Over the last few decades Moore’s empirical prediction
was remarkably prescient. The minimum size of the CMOS (complementary metal-oxide semiconductor)
transistor has decreased on average by 13% per year from 3 μm in 1980 to 0.13 μm in 2002, while die
areas have increased by 13% per year and design complexity (as measured by the number of transistors
on a chip) has increased at an annual growth rate of 50% for dynamic random access memories (DRAMs)
and 35% for microprocessors. Performance enhancements have been equally impressive. For example,
clock frequencies for leading-edge general-purpose microprocessors have increased by more than 30% per
year. An example related to Intel microprocessor transistor count is shown in Figure 10.2. The remarkable
progress in semiconductor technology has fueled the growth of commercial wireless communications
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systems through the advances of the DSP algorithms that can be implemented on a low-power, small-size,
low-cost wireless terminal [Rab00]. The efficiency of wireless communications is significantly increasing
with the application of more sophisticated multiple-access and digital modulation/processing techniques.
This allows accommodation of the dramatic growth in the number of subscribers experienced by 2G and
3G systems, and at the same time offers increased functionality with better quality of service.

In the following, we will briefly outline the different SS techniques that are currently adopted (year 2003)
in the main wireless cellular systems to establish a multimedia (i.e., voice, video, and data) full-duplex
link between a mobile terminal (MT) and the base station (BS) of a cellular radio communications access
network. We will also show the different constraints placed on the down-link (DL, or forward-link, from
the BS to the MT) and the up-link (UL, or return-link, from the MT to the BS) by the different degrees of
affordable complexity of the two pieces of equipment.

10.2 Fundamentals of Digital Spread-Spectrum Signaling

10.2.1 Narrowband

By this term we indicate those data-modulated signals whose bandwidths around their carrier frequencies is
comparable to the information bit rate. Most popular narrowband modulated signals are phase shift keying
(PSK), quadrature amplitude modulation (QAM), and a few nonlinear modulations like Gaussian minimum
shift keying (GMSK), which belongs to the broader class of continuous-phase modulations (CPMs). For the
sake of simplicity, we will restrict our attention in the sequel to linearly modulated PSK and QAM signals.
The generic expression of a bandpass modulated signal sBP(t) is

sBP(t) = s I (t) · cos(2π f0t)− s Q(t) · sin(2π f0t) (10.1)

where f0 is the carrier frequency and s I (t) and s Q(t) are two baseband signals that represent the
in-phase (I) and quadrature (Q) components, respectively, of the I/Q modulated signal. A more compact
representation of the modulated signal (Equation 10.1) is its complex envelope (or baseband equivalent),

defined as s (t)
= s I (t) + js Q(t), where j

= √−1. The relationship between the bandpass modulated
signal and its own complex envelope is straightforward: sBP(t) = �{s (t) · exp (j2π f0t)}, where �{·}
takes the ‘real part’ of the argument. In the case of a linear modulation, the complex envelope is made of
uniformly spaced data pulses as follows:

s (t)
= A ·

∞∑
i=−∞

d[i] · g T (t − i Ts ) (10.2)
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where d[i]
= dI [i]+ jdQ[i] is the i-th transmitted symbol taken from a constellation of W points in the

complex plane,1 Ts is the signaling interval (i.e., the reciprocal of the symbol rate Rs ), and g T (t) is the
basic Ts -energy pulse shape. Denoting with Ps the average power of the modulated signal (Equation 10.1),
the average energy per data symbol is E s = Ps · Ts , and the amplitude coefficient in (Equation 10.2) is
equal to A

=
√

2Ps /E{| d[i] |2}, where E{·} is the statistical expectation operator. Each symbol d[i] in
the constellation is addressed by taking log2(W) binary symbols (bits) from a binary information source
running at rate Rb = Rs log2(W).

The power spectral density (PSD) of Equation 10.2 is proportional to |G T ( f )|2, where G T ( f ) is the
Fourier transform of the pulse shape g T (t). As a result, the spectral occupancy B of a narrowband
modulated signal is strictly related to the bandwidth of the pulse shape g T (t). For instance, in the case of a
transmission with no-return-to-zero (NRZ) rectangular shaping, the baseband occupancy, evaluated at the
first spectral null, is B = Rs , while in the case of Nyquist’s square root raised cosine (SRRC) band-limited
shaping, the baseband occupancy is B = (1+α)Rs /2, where 0 ≤ α ≤ 1 is the pulse roll-off factor. Notice
that the bandwidth occupancy of the modulated signal is twice that of the baseband signal, i.e., BRF = 2B .

10.2.2 Spread-Spectrum

With this term we address any modulated signal whose bandwidth around the carrier frequency is much
larger than its information bit rate. In SS signaling, the bandwidth occupancy of the transmitted signal
is intentionally increased well beyond the value required for conventional narrowband transmission, the
transmitted power being the same. This is done to enhance signal robustness against interference, be
it intentional (i.e., hostile jamming) or unintentional (e.g., man-made noise, narrow- and wideband
transmitters operating on the same carrier frequency), and distortions caused by frequency-selective radio
channels. Spectrum spreading also reduces the level of radiated power density (i.e., watts per bandwidth
unit) and allows the simultaneous utilization of the same (wide) bandwidth by multiple users (this is
called multiple access; see Section 10.3). Spectrum spreading can be essentially accomplished in two ways:
frequency hopping and direct sequence.

10.2.3 Frequency-Hopping Spread Spectrum

Frequency-hopping spread spectrum (FH/SS) is the first SS technique, at least from a historical perspective,
and was conceived in 1941 to provide secure military communications during World War II [Sch82].
The basic idea underlying this early SS concept is relatively simple: just (rapidly) change the transmit
carrier frequency every Thop seconds. The signal spectrum then “hops” from frequency to frequency
following a periodic pseudorandom (i.e., apparently random) sequence of carrier values to escape hostile
jamming or eavesdropping by unauthorized listeners. In so doing, the transmitted spectrum ‘spans’ a large
radio frequency (RF) bandwidth and implements a spread-spectrum modulation [Sim85], [Dix94]. The
(periodic) frequency pattern is also made known to the authorized receiver, which is then capable of tracking
the transmitted carrier. However, due to strict requirements concerning oscillator frequency stability and
switch rate, FH/SS does not find significant applications in multiple-access commercial systems for mobile
and cellular communications, and therefore it will not be further considered in the following.

10.2.4 Direct-Sequence Spread Spectrum

Direct-sequence spread spectrum (DS/SS) is at the moment the main technique to generate an SS signal.
In particular, spectral spreading is accomplished by direct multiplication in the time domain of the
information-bearing symbols, running at rate Rs = 1/Ts , and a sequence made of binary symbols (chips)

1The usual assumption is that the i-th data symbol d[i] is a random variable with uniform probability distribution
over the W-point constellation alphabet, and that d[i] is statistically independent of d[k], i �= k.
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c[k] running at the much higher rate Rc
= 1/Tc >> Rs , with Tc the chip interval [Dix94], [Pic82], [Sim85].

The result of this product (which is carried out before transmit pulse shaping takes place) is a stream of
‘chipped’ high-rate symbols running at the chip rate Rc . The resulting signal to be transmitted turns out
to have a bandwidth occupancy wider than that of conventional modulation schemes, and in particular
comparable to the chip rate. The binary sequence c[k] is usually periodic with period L chips and is
referred to as spreading sequence or spreading code. DS/SS is widely used in commercial communications
systems, and for this reason, in the following we will restrict our attention to the description of the DS/SS
signal format and to its relevant features.

10.2.5 DS/SS Signal Model

Assuming (as is always the case) that one symbol interval Ts spans an integer number M of chip intervals

Tc of the spreading sequence (i.e., M
= Ts/Tc = Rc/Rs is an integer), a DS/SS signal can be represented

as

s (SS)(t)
= A ·

∞∑
k=−∞

d[k//M] · c[|k|L ] · g T (t − kTc ) (10.3)

where the operators k//M
= int (k/M) and |k|L = k mod L . The spreading sequence c[k], either real-

or complex-valued, runs at rate Rc = 1/Tc and therefore a new Tc -energy chip shaping pulse g T (t) is
generated every Tc seconds. The index k “ticks” at the rate Rc and the spreading code index |k|L cycles over
the interval 0, 1, . . . , L − 1 every L chip intervals, scanning the whole code length. The data index k//M
runs at the symbol rate Rs = Rc/M; i.e., it is updated every M ticks of the index k. The normalization
constant is again A

=
√

2Ps/E{| d[i] |2}, and the average energy per chip is now E c = Ps · Tc .

10.2.6 Real Spreading

In real spreading (RS) DS/SS, the spreading sequence c[k] is real-valued and the chips usually belong to
the alphabet {−1,+1}. In the particular case of complex-valued data d[i], such a DS/SS format is named
quadrature real spreading (Q-RS).

10.2.7 Complex Spreading

In complex spreading (CS) DS/SS, the spreading sequence c[k] is complex-valued, i.e., c[k]
= c I [k] +

jc Q[k], where both the real and imaginary parts of the sequence are as in RS above. Two spreading codes are
thus needed for the transmission of a CS DS/SS signal. In IS-95, CS is used with real-valued data symbols
d[i], while UMTS/cdma2000 features CS with complex data (see Section 10.4 for more details).

10.2.8 DS/SS Bandwidth Occupancy

The bandwidth occupancy of the DS/SS signal is dictated by the chip rate Rc (as is apparent from Equation
10.3) and by the shape of the basic pulse g T (t). For instance, in the case of a DS/SS transmission with
NRZ rectangular chip shaping, the baseband occupancy of the SS signal (Equation 10.3), evaluated at the
first spectral null, is B (SS) = Rc , and thus B (SS) >> B . However, apart from some particular applications
(mainly military communications and Global Positioning System (GPS) radiolocation), the spectrum
of the DS/SS signal shall be strictly limited due to regulatory issues. This leads to the definition of a
band-limited spread-spectrum (BL-SS) signal (which sounds like a paradox). As in the case of conventional
narrowband modulations, spectrum limitation can be achieved by resorting to Nyquist SRRC shaping of
the chip pulses so that the bandwidth occupancy becomes B (SS) = (1 + α)Rc /2 for the baseband signal
and B (SS)

RF = (1+ α)Rc for the modulated signal.
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10.2.9 Spreading Factor

This is defined as M
= Ts/Tc = Rc/Rs and represents the ratio between the bandwidth occupancy of the

SS signal B (SS) and the bandwidth B of the corresponding narrowband modulated signal. Typical values
of the spreading factor commonly adopted in commercial wireless communications systems range from
4 to 256. If channel coding is used, and the chip and bit rates are kept constant, the spreading factor is
reduced by a factor r , where r < 1 is the coding rate. This is easily understood since channel coding has
the effect of increasing the symbol rate by a factor 1/r , thus expanding the signal bandwidth by the same
factor before spectrum spreading takes place. On the other hand, keeping the chip rate constant means
keeping the same RF bandwidth, and so the net result is a decrease of the spreading factor.

10.2.10 Short Code

A spreading sequence is called short code when one data symbol interval exactly spans a (small) integer
number n of the spreading sequence repetition periods, i.e., Ts = nLTc . In this case, the spreading factor
is M = nL . The simplest case of short code spreading is the case with n = 1, whereby the code repetition
period is equal to one symbol interval and M = L . An example of signal spreading by a short code, with
M = L = 8 and NRZ chip shaping, is shown in Figure 10.3. Short code spreading is specified as an option
for the UL of UMTS to enable multiuser detection (see Section 10.7).

10.2.11 Long Code

A spreading sequence is called long code when its repetition period is much longer than the data symbol
duration, i.e., LTc >> Ts . In this case, the spreading factor is M << L . An example of signal spreading by
a long code, with M = 8 and L = 24, is shown in Figure 10.4. Long code spreading is specified for the DL
of UMTS and for both the DL and UL of IS-95 and cdma2000.

10.2.12 Processing Gain

This is defined as G p
= Tb/Tc = Rc/Rb and is related to the spreading factor as G p = M/log2 (W). The

processing gain has to do with the antijamming capability of the DS/SS signal and is often confused with
the spreading factor. The two are coincident only in the case of binary modulation with no channel coding
(see above).
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10.2.13 Pseudorandom Sequence Generators

A real-valued binary spreading sequence c[k] with pseudonoise (PN) properties is also called pseudorandom
binary sequence (PRBS) and can be generated by an m-stage linear feedback shift register (LFSR) whose taps
are properly set according to the polynomial theory [Pet72]. In particular, it is possible to design sequence
generators based on one or more LFSR structures [Dix94], [Pic82], [Sim85], [Din98] to obtain spreading
codes with random-like appearance and special features as far as the repetition period and correlation
properties are concerned [Sar80]. Refer to [Dix94] for further details on the main code sets used in the
practice (Gold codes, Kasami codes, Walsh–Hadamard and OVSF codes, ML codes).

10.2.14 Basic Architecture of a DS/SS Modem

Figure 10.5 shows the general outline of the modulator section of a digital DS/SS modem, where thick
lines denote complex-valued signals. The information-bearing binary data undergo channel encoding
and are mapped onto a complex constellation, thus yielding the data symbol stream d[i] running at
symbol rate Rs . d[i] is then oversampled (repeated) by a factor M, and spectrum spreading is eventually
accomplished by direct multiplication with the spreading code c[k] running at chip rate Rc = MRs . Next,
chip pulse shaping is performed in the digital domain by a finite impulse response (FIR) filter featuring

SRRC response g T [m] and operating at sample rate Rsa
= 1/Tsa (for instance, Rsa = 4Rc ). Notice that, the

resulting baseband DS/SS signal at the filter output is a digital version of Equation 10.3 with a sampling
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frequency Rsa. Such a DS/SS signal is up-converted to a digital intermediate frequency (IF) f D , then
digital-to-analog conversion (DAC) takes place, followed by conventional analog processing (final up-
conversion to RF, power amplification, and band limiting) before the signal is sent on air. The basic outline
of the twin demodulator section2 is sketched in Figure 10.6. The analog received signal undergoes RF
amplification and filtering, followed by down-conversion to IF. In many state-of-the-art implementations,
analog-to-digital conversion (ADC) takes place directly at IF with bandpass sampling techniques, as shown.
The conversion rate RADC is invariably faster than the chip rate Rc to perform subsequent baseband
filtering with no aliasing issues (e.g., RADC = 4Rc ). The digital signal is then converted to baseband by an
I/Q demodulator driven by a digital oscillator under the control of the carrier synchronization unit (see
Section 10.5). Each component of the resulting complex signal r [m] is fed to a filter gR[m] matched to the
chip pulse (chip-matched filter, CMF). On both I/Q rails, a decimator/interpolator changes the clock rate of
the digital signal y[m] and takes the optimum samples y[�], at chip rate, from the digital stream available
at the filter output. Assuming SRRC chip pulse shaping in the transmitter, ideal CMF in the receiver, and
perfect chip timing and carrier synchronization, the chip rate signal y[�] at the decimator/interpolator
output is

y[�] = A · d[�//M] · c[|�|L ]+ n[�] (10.4)

where n[�] is a random process (which represents the contribution of the filtered channel noise) whose
I/Q components are independent and identically distributed zero-mean Gaussian random variables with
variance σ 2

n = N0/Tc . Subsequently, the spreading code is removed from the received signal by performing
the so-called despreading operation:

yd [�] = y[�] · c[|�|L ] = A · d[�//M] · c 2[|�|L ]+ n[�]c[|�|L ] = A · d[�//M]+ n′[�] (10.5)

where we took into account that c 2[|�|L ] = 1 and where, due to the properties of the spreading code, n′(�)
is a noise component statistically equivalent to n[�]. It is seen that despreading requires a local replica
c[�] of the same spreading code used by the transmitter, and also requires perfect synchronicity of the
remote and local codes. After despreading, we are left with a (digital) narrowband rectangular-pulse signal
plus additive white Gaussian noise (AWGN). The optimum processing for data detection is thus (digital)
integration over a one-symbol period to yield the following complex-valued sufficient statistics:

z[i]
= 1

M
·

iM+M−1∑
�=iM

yd [�] = 1

M
·

iM+M−1∑
�=iM

y[�] · c[|�|L ] (10.6)

2This is meant to be a sample receiver architecture taken as the baseline for discussion. More details on possible
DS/SS receiver architectures can be found in Section 10.6.
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Recalling Equation 10.4 and Equation 10.5, we obtain

z[i] = 1

M
·

iM+M−1∑
�=iM

A · d[�//M]+ 1

M
·

iM+M−1∑
�=iM

n′[�] = A · d[i]+ ν[i] (10.7)

where ν[i] is a noise term whose I/Q components are independent and identically distributed zero-mean
Gaussian random variables with variance σ 2

ν = σ 2
n/M = N0/MTc = N0/Ts . From Equation 10.6, we

see that despreading accumulation is equivalent to the operation of cross-correlation between the received
signal y[�] and the local code replica c[�], computed on the i-th symbol period to yield the i-th sufficient
statistics z[i]. This is why we also speak of correlation receiver (CR).

The decision strobe (Equation 10.7) is eventually passed to the final detector, which may be a slicer to
regenerate the transmitted digital data stream or, if channel coding is adopted, a soft-input channel decoder
such as a Viterbi algorithm [Vit67, Vit79b]. Looking at Equation 10.7, we also see that the sufficient statistics
are exactly the same as those we would obtain in the case of conventional narrowband transmission of the
symbol stream d[i] over an AWGN channel with matched-filter detection. The conclusion is that spreading
and despreading are completely transparent to the end user as far as the bit error rate (BER) performance
of the link is concerned.

As already mentioned, the block diagram in Figure 10.6 also shows some ancillary functions, namely
carrier frequency/phase and chip timing recovery, together with spreading code time alignment, which
will be dealt with in detail in Section 10.5.

10.3 Code-Division Multiple Access

10.3.1 Frequency-, Time-, and Code-Division Multiplexing

In the DS/SS schemes discussed above, the data stream generated by an information source is spread
over a wide frequency band using one or two spreading codes. Starting from this consideration, we can
devise an access system allowing multiple users to share a common radio channel. This can be achieved by
assigning each user a different spreading code and letting all of the signals simultaneously access, in DS/SS
mode, the same frequency spectrum. All the user signals are therefore transmitted at the same time and
over the same frequency band, but they can nevertheless be identified thanks to the particular properties
of the spreading codes. The users are kept separated in the code domain, instead of the time or frequency
domain, as in conventional time- or frequency-division multiple access, respectively (TDMA, FDMA). Such
a multiplexing/multiple-access technique, based on DS/SS transmission, is called code-division multiple
access (CDMA), and the particular spreading sequence identifying each user is known as a signature.

In the DL of a wireless network, the N user signals in DS/SS format are obtained from a set of N traffic-
bearing channels that are physically co-located into a single site, for instance, the radio base station. The BS
keeps all N tributary streams dn[k//M], n= 1, 2, . . . , N synchronous and performs spectrum spreading
on each channel using a set of N different signature codes cn[k], n = 1, 2, . . . , N, all having the same start
epoch (i.e., the start instant of the repetition period). The resulting synchronous code-division multiplexing
(S-CDM) signal is

s (CDM) (t)
= A ·

∞∑
k=−∞

(
N∑

n=1

dn[k//M] · cn[|k|L ]

)
g T (t − kTc ) (10.8)

The most popular class of binary spreading codes commonly used for S-CDM in the DL of wireless
networks is the Walsh–Hadamard (WH) set [Ahm75], [Din98], which is made of L = 2ζ sequences (with
ζ an integer) with repetition period L each (in practical systems L = 32, 64, 128, or 256). The WH
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FIGURE 10.7 OVSF codes tree — each layer is the complete set of WH codes of a particular length.

sequences are orthogonal, that is

1

L

L−1∑
k=0

cn[k] · cm[k] =
{

0 n �= m

1 n = m
(10.9)

S-CDM with WH codes is also known as synchronous orthogonal CDM (S-O-CDM). Demultiplexing of
channel i out of the multiplex signal (Equation 10.8) is easily accomplished by the simple correlation
receiver described in Section 10.2, provided, of course, that it uses the signature code ci [k]. Thanks to the
orthogonality property of the WH codes, no interference from the other channels is experienced (see also
Section 10.3.3 on multiple access interference). Fast techniques to perform multiplexing/demultiplexing
(MUX/DEMUX) of a large number of channels with WH functions are also available (Walsh–Hadamard
transform [Ahm75]).

In the UL of a wireless network, the DS/SS signals are originated by N spatially separated MTs that
access the same physical medium (the same RF bandwidth), and their superposition is collected at the
receiver antenna. Synchronization of the different, sparse MTs is very difficult to achieve, and so the access
is asynchronous — in this case, asynchronous CDMA (A-CDMA). The resulting received signal at the BS
receiver is3

r (t) =
N∑

n=1

e j (2π fnt+θn)s (SS)
n (t − τn)+ w(t) (10.10)

where τn,  fn, and θn are the propagation delay, carrier frequency, and phase offsets, respectively, of the
generic n-th signal, and w(t) is an AWGN contribution. Recalling the DS/SS signal description presented

3We neglect here multipath propagation that will be dealt with in Section 10.6.3 on the Rake receiver.
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in Section 10.2, the generic n-th traffic channel in DS/SS format can be expressed as

s (SS)
n (t)

= An ·
∞∑

k=−∞
dn[k//M] · cn[|k|L ] · g T (t − kTc ) (10.11)

where An, dn[i], and cn[k] are the signal amplitude, data symbols, and signature sequence, respectively.
The signal received by an MT in the DL can actually be seen as a special case of Equation 10.10, with
τn = τ ,  fn =  f , and θn = θ , for every n; i.e., all signals are synchronous and experience the same
carrier frequency/phase shift.

10.3.2 Multirate Code-Division Multiplexing

Advanced communications systems (2G and 3G cellular) support different kind of services (e.g., voice,
video, data), and so the required bit rate per user can be variable from a few kilobits per second up to
a few megabits per second. Therefore, the spreading scheme shall be flexible enough to easily allocate
signals with different bit rates on the same bandwidth. This can be achieved basically by three different
techniques, or a mixture of the three: (1) multicode, (2) symbol repetition, and (3) variable spreading
factor. In the multicode option, if the user requires a higher bit rate than the one of the basic channel,
he or she is simply allocated more than one signature code, and the high-rate bit stream is split into
a number of parallel lower-rate streams, each occupying a single (basic rate) channel. This is done in
UMTS and cdma2000. With symbol repetition, the basic rate is considered the highest in the network.
If a lower rate is needed, it is obtained by generating a “fake” high-rate stream obtained by repetition a
number of time of the same low-rate datum. This is the technique used in IS-95. Using a variable spreading
factor, the chip rate Rc (and therefore SS bandwidth B (SS)) is kept constant, but the spreading factor M is
varied according to the bit rate of the signal to be transmitted. This also has to be done without altering
the property of mutual code orthogonality outlined above. The solution to this issue, applied in both
UMTS and cdma2000, is the special class of codes named orthogonal variable spreading factor (OVSF)
[Ada97], [Din98]. The OVSF code set is a reorganization of the WH codes into layers. The codes on each
layer have twice the length of the codes in the previous layer. Also, the codes are organized in a tree,
wherein any two “children” codes on the layer underneath a “parent” code are generated by repetition and
repetition with sign change, respectively (see Figure 10.7), of the parent. The peculiarity of the tree is that
any two codes are not only orthogonal within each layer (each layer is just the complete set of the WH
codes of the corresponding length), but also orthogonal across layers, provided that the shorter is not an
“ancestor” of the longer one. Orthogonality across layers means that the two codes are orthogonal both
on the length of the longer code (after extension by repetition of the shorter code to make it the same
length as the other) and on the length of the shorter code (for all of the longer code sections having the
length of the shorter one). As a consequence, we can use the shorter code for a higher-rate transmission
with a smaller spreading factor, and the longer code for a lower-rate transmission with a higher spreading
factor (recall that the chip rate is always the same). The two codes will not give rise to any channel
cross talk.

10.3.3 Multiple Access Interference

In the DL of a cellular network each BS sends out an N-channel S-O-CDM signal, so that any MT
located within a cell experiences no interference from the other channels in the multiplex thanks to
the orthogonality property of the channelization WH codes. To see this, assume that the generic mobile
receiver intends to detect the useful traffic channel #h. The output of the relevant correlation receiver is
(see Equation 10.6)

zh[i] = Ah · dh[i]+ μ[i]+ ν[i] (10.12)
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where

μ[i]
=

N∑
n=1
n �=h

{
1

M
·

iM+M−1∑
�=i M

An · dn[�//M] · cn[|�|L ] · ch[|�|L ]

}
=

N∑
n=1
n �=h

{
An · dn[i]

M
·

M−1∑
�=0

cn[�] · ch[�]

}

(10.13)
represents a sort of cross-talk term caused by the presence of the other user signals and is referred to as
multiple-access interference (MAI). Recalling Equation 10.9, if WH codes are used, the MAI term μ[i]
vanishes and Equation 10.12 collapses to Equation 10.7.

Without entering into further detail, we can easily argue that MAI is on the contrary intrinsic to detection
of an UL channel. In this case, the N aggregate DS/SS signals (Equation 10.10) are received by the BS in
A-CDMA mode. The output of the correlation receiver for channel #h can still be put in a form similar
to those in Equation 10.12 and Equation 10.13, with a different, slightly more involved expression of the
MAI term μ[i]. But now the asynchronous access that is peculiar of the UL precludes the use of orthogonal
codes to cancel MAI. The usual choice of the channelization codes is thus a set of (long) PN sequences that,
thanks to their randomness, makes the MAI term similar to additional Gaussian noise, uncorrelated with
respect to the useful traffic signal. This approach is pursued in the UL of all of the 2G and 3G commercial
systems currently in use. A more advanced (and more complex) solution to the issue of the MAI, i.e.,
multiuser detection, will be described in Section 10.7.

10.3.4 Capacity of a CDMA System

In the DL of a wireless network, S-O-CDM is commonly adopted. Therefore, any BS can radiate a CDM
signal containing up to L traffic channels (i.e., the size of the orthogonal code set) without introducing any
quality-of-service (QoS) degradation due to the presence of multiple users. With WH codes, the spreading
factor M is equal to the code length L (short codes), and this represents the key to understanding the
interplay between spectrum spreading and multiplexing. Using DS/SS transmission, the signal bandwidth
is expanded by a factor M, and this is a potential bandwidth waste. But using S-O-CDM, we can put M
signals in the same bandwidth with no interference, thus regaining the original bandwidth efficiency. This
is exactly what happens with FDMA (where we increase the total bandwidth by the number of channels
M that we put on to adjacent carriers) and TDMA (where the channel signaling rate is increased by a
factor M to accommodate the M tributary signals). The spreading factor thus represents the ultimate
capacity of the DL in a CDMA network, and in this respect CDMA is no better or worse than FDMA and
TDMA.

In the UL on the contrary, synchronization of the MTs is no longer feasible and A-CDMA with long
spreading codes (e.g., PN sequences) is adopted. In this case, the receiver may experience a significant
amount of MAI (as is apparent from Equation 10.12 and Equation 10.13 that may cause significant
degradation of the QoS. The nice feature of A-CDMA, also known as graceful degradation property, is that
the QoS degradation can be traded off with a capacity increase [Gil90, Gil91]. To see this, observe that MAI
can be seen as an additional, independent noise term summing up to the usual thermal and antenna noise
contributions. If N traffic channels are active (i.e., the useful plus N− 1 interferers) and all the interfering
channels are received with the same power level4 Ps , the MAI can be modeled as a white Gaussian noise
process, whose equivalent PSD is found to be

I0
= (N − 1) · Ps

1/Tc
= (N − 1) · E c (10.14)

As a consequence, the BS correlation receiver experiences an equivalent total noise PSD given by N0 + I0.

4All 2G and 3G CDMA systems implement specific power control strategies to ensure that this condition is attained
within a small error margin.
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Assuming quadrature PSK (QPSK) modulation, the BER of the link is therefore

P (e) = Q

(√
2E b

N0 + I0

)
= Q

(√
2E b

N0 + (N − 1) · E c

)
= Q

(√
2E b

N0
· 1

1+ (N − 1)
/

G p · E b

/
N0

)

(10.15)

where Q (x)
= √1/2π

∫ x

−∞ exp (−y2/2)dy represents the Gaussian integral function, and according to the
definition of the processing gain, we let G p = E c/E b . It is apparent that the number N of concurrently
active users depends on the specification about the QoS of the link, expressed in terms of a target BER: the
lower the QoS (i.e., the larger the target BER), the higher the capacity will be in terms of number of active
users. From this standpoint, it is easily seen that the UL capacity of CDMA can be further boosted up by
appropriate use of channel coding [Vit79a].

10.3.5 Cellular Networks and the Universal Frequency Reuse

As outlined above, multiple access can be granted to DS/SS signals by assigning different spreading codes
to all of the different active users within a given cell. A problem arises when we run out of codes in the DL
and more users ask to access the network. With reasonable spreading factors (up to 256), the number of
concurrently active channels is too low to serve a large user population like we have in a large metropolitan
area or a vast suburban area. This also applies to conventional FDMA or TDMA radio networks where the
number of channels is equal to the number of carriers in the allocated bandwidth or the number of time
slots in a frame, respectively. The solution to this issue lies in the well-known notion of cellular network
with frequency reuse. In a nutshell, the area to be served by the wireless system is split into cells, and the
channels within the RF allocated bandwidth are distributed over the different cells. In so doing, the same
channels can be allocated more than once to different cells (they can be reused), provided that the relevant
cells are sufficiently far apart, so that the interference necessarily caused by the use of the same channels
on the same frequency is sufficiently low. The distribution of cells on the territory is characterized by
the so-called frequency reuse factor Q. Of course, frequency reuse has an impact on the overall network
efficiency in terms of users per cell (or users per km2) since the number of channels allocated to each cell
is a fraction 1/Q of the overall channels allocated to the communications service provider. For instance,
in GSM network, Q is equal to 7 or 9.

In CDMA-based networks, the spectral efficiency is maximized by universal frequency reuse whereby
the same carrier frequency is used in each cell, and the same WH orthogonal code sets (i.e., the same
channels) are used within each cell on the same carrier. Of course, something has to be done to prevent
neighboring users at the edge of two adjacent cells and using the same WH code to heavily interfere with
each other. The solution is to use a different scrambling code on different cells to cover the channelization
(traffic) WH codes [Fon96], [Din98]. This represents a sort of code reuse technique, where code refers to
the (orthogonal) channelization codes in each cell. Denoting with cm[k], m = 1, . . . , M the set of M WH
codes to be used by the generic cell #u, and with pu[k] the overlaying sequence, the resulting composite

spreading signature code is c ′u,m[k]
= pu[k] · cm[k]. The orthogonality between any pair of composite

sequences is preserved, as in the original set of WH codes. Sequences typically used as overlay are the
maximal-length PN and codes belonging to the Gold set [Gol67], [Gol68], [Sar80], [Din98].

10.4 A Review of 2G and 3G Standards for CDMA
Mobile Communications

Although this handbook is focused on DSP components and techniques, we think that the reader may
be interested in a short presentation from a communications systems perspective of the main features
of the current (2003) major wireless CDMA communications systems that we have already mentioned.
The mother of all commercial systems is the American standard IS-95 issued in 1993, which later evolved
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TABLE 10.1 The cdmaOne Family

System Name System Kind UL Frequency Band (MHz) DL Frequency Band (MHz)

TIE/EIA IS-95 Cellular 824–849 869–894
ANSI J-STD-008 Personal Communications System, PCS 1850–1910 1930–1990
GlobalstarTM Satellite 1610–1626.5 2483.5–2500

into the well-established family of different systems, namely, cdmaOneTM, whose main representatives are
summarized in Table 10.1.

10.4.1 IS-95

This is the most widespread CDMA standard to date (2003). The chip rate is the same in both the UL and
DL and is equal to 1.2288 Mchip/s for a nominal bandwidth occupancy of 1.25 MHz (roll-off factor of
0.2). In the DL, S-CDM with length 64 WH codes is used, for up to 64 multiplexed channels. The maximum
net bit rate on each channel is 9600 bit/s; also, some channels are reserved for control. In particular, the
channel corresponding to the WH function that is constant throughout the code period bears no data
modulation (the pilot channel) and is used as a reference for synchronization and channel estimation (see
Section 10.5). The traffic channels are all protected against transmission errors by a powerful forward-error
correcting code whose coding rate is r = 1/2, so that the actual maximum signaling rate is 19,200 symbols/s.
Considering the spreading factor 64 of the WH codes, we end up with the chip rate 19.2 × 64 = 1228.8
kchip/s, as above. The modulation and spreading format is “real data, complex code” since two different
codes are used on the I and Q rails on the same copy of the digital datum. The I and Q codes are long
(although they are called short codes in the standard), and they also serve as scrambling code to perform
BS identification. If a lower data rate than 9600 bit/s has to be used, the channel encoder just reclocks the
slower output data to make them enter the DS/SS modulator at the same invariable rate of 19.2 kbit/s. This
is called symbol repetition and allows the support of bit rates that are integer submultiples of the maximum
basic rate (in this case, 4800, 2400, and 1200 bit/s).

The arrangement for the UL of IS-95 is a little bit more complicated. We have here asynchronous CDMA
with very long codes (periodicity of 242−1 chips). The chip rate is the same as in the DL (1.2288 Mchip/s),
as is the basic maximum data rate (9600 bit/s). But the coding rate is now 1/3, and so the symbol rate
at the modulator input is 3 × 9.6 = 28.8 ksymbols/s. At the other end of the modulator we also have a
conventional “real data, complex code” section with scrambling codes.5 In between, we have multilevel
64-ary modulation with a set of 64 orthogonal WH functions [Pro95]. Here, the WH functions are not
used as orthogonal codes to perform multiplexing, as they are in the DL. Rather, they are used as symbols in
a signal constellation to implement the robust process of orthogonal functions modulation, which is suited
to efficient noncoherent demodulation. As a consequence, the signaling rate of the orthogonal-modulated
stream raises to 28.8/log2 (64)×64 = 307.2 ksymbols/s. After four times of symbol repetition, scrambling
with the very long channelization code and I/Q modulation/scrambling take place.

10.4.2 UMTS/UTRA

Although the 3G Euro-Japanese standard UMTS is substantially different in all details from IS-95, many of
the good ideas that were introduced by the latter are incorporated into the former. Table 10.2 summarizes
the main parameters of the two versions of UMTS, namely, UTRA-FDD and UTRA-TDD, where UTRA

5In the UL, the two I/Q components of the modulated signal are staggered in time (i.e., delayed one with respect
to the other) by half a chip period. This reduces the envelope fluctuations of the modulated signal, thus preventing
distortion by the subsequent stages of nonlinear amplification in the MT radio frequency transmitter.
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TABLE 10.2 UMTS UTRA-FDD and -TDD Main System Parameters

Parameter UTRA-FDD UTRA-TDD

Frequency band UL: 1920–1980 1900–1920 and 2010–2025
DL: 2110–2170

Maximum data rate 2.048 Mbit/s 2.048 Mbit/s
Framing 10 ms 10 ms
Chip rate 3.840 Mchip/s 3.840 or 1.280 Mchip/s
Pulse shaping SRRC roll-off factor of 0.22 SRRC roll-off factor of 0.22
Carrier spacing 5 MHz 5 MHz
Spreading factor 4–256 Either 1 (no spreading, pure TDMA) or 16
DL multiplexing S-O-CDM Optional short codes S-O-CDM Short codes
UL multiple access A-CDMA Long codes S-O-CDM Short codes
UL pilot channel Dedicated physical control channel “Midamble”: short series of pilot symbols

running in parallel with the data channel at the center of the data burst
DL pilot channel Common pilot channel plus dedicated “Midamble”: short series of pilot symbols

pilot symbol in the traffic channels at the center of the data burst

Gain

Channellisation
Codes (OVSF)

cD

cC

PDCH

PCCH

I

Q

Complex
Spreading

Scrambling
Codes

p(t)

p(t)

cos(ωt)

sin(ωt)

FIGURE 10.8 UTRA-FDD up-link spreading and modulation.

stands for UMTS terrestrial radio access and F/TDD stands for frequency/time division duplexing. In both
versions, UL and DL, the chip rate is 3.840 Mchip/s with a roll-off factor of 0.22 for a nominal bandwidth
occupancy of 5 MHz. This explains the qualification of wideband CDMA of UTRA-FDD. The latter offers
symmetrical links with supported bit rates ranging from 16 (the basic, slowest rate) to 2048 kbit/s, with
a variable spreading factor (OVSF codes; see “Multirate Code-Division Multiplexing” in Section 10.3.2).
As is seen in Figure 10.8, each user has a UL physical dedicated control channel (PCCH) in addition to
the customary traffic channel (physical dedicated data channel, PDCH). The two channels are locally
multiplexed and spread with channelization OVSF codes (they may have different bit rates), and the two
of them are further scrambled via complex spreading — the product between the complex-valued spread
I/Q PDCH/PCCH signal and the complex-valued I/Q scrambling code.

The arrangement for modulation and spreading in the DL (traffic and control channels) is similar but a
little more complicated (see Figure 10.9). The presence of the serial-to-parallel (S/P) converters on the data
fluxes indicates that modulation is QPSK (complex binary data), but spreading with the channelization
codes (synchronous OVSFs) is real (single code per channel). After multiplexing is accomplished, base
station-unique real scrambling is carried out.

UTRA-TDD is different from UTRA-FDD for the duplexing mode: instead of placing the UL and DL
on two different carrier frequencies as in FDD, the UL and DL share the same carrier and simply alternate
in time. This gives total symmetry of signal format between UL and DL but, on the contrary, allows
asymmetry of capacity by simply “moving” the boundary between the UL and DL slots every 10 ms, as
shown in Figure 10.10. The signal format is actually somewhat simpler than its FDD counterpart (fixed
spreading factor, option for a factor-of-three slower chip rate, etc.), and so UTRA-TDD is left for less
demanding applications than FDD.
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FIGURE 10.9 UTRA-FDD down-link modulation, spreading, multiplexing, and scrambling.

10 ms

Multiple-switching-point configuration (symmetric DL/UL allocation)

10 ms

Multiple-switching-point configuration (asymmetric DL/UL allocation)

10 ms

Single-switching-point configuration (symmetric DL/UL allocation)

10 ms

Single-switching-point configuration (asymmetric DL/UL allocation)

FIGURE 10.10 Asymmetric UL and DL capacity in UTRA-TDD.

10.4.3 cdma2000

As far as the general architecture is concerned (at least from a physical-layer perspective), the differences
with UTRA-FDD are not very relevant. The main differentiation lies in a sort of multicarrier mode of
cdma2000 that allows best back-compatibility with IS-95. The chip rates of cdma2000 are integer multiples
of the IS-95 chip rate (for instance, 1.2288 × 3 = 3.6864 Mchip/s), so that one cdma2000 carrier fits
exactly into the bandwidth of an integer number of cdmaOne channels. Many features like OVSF codes,
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dedicated control channels in the UL, common pilot channels in the DL, coherent demodulation in both
the UL and DL, packet access, fast power control, etc., are shared with UTRA-FDD, and the relevant
end-user performance and services are similar. For real worldwide roaming, the design of dual-mode
cdma2000/UMTS terminals is being pursued by most equipment manufacturers.

10.5 Synchronization for Spread-Spectrum and CDMA Signals

10.5.1 Synchronization Functions

Broadly speaking, the word synchronization (often abbreviated sync) refers to those signal processing func-
tions that in digital communication receivers are carried out to achieve correct time alignment of the
incoming waveform with certain locally generated references. For instance, in a baseband pulse amplitude
modulation system the signal samples must be taken at proper instants to minimize the intersymbol inter-
ference. To this purpose the receiver generates clock ticks indicating the location of the optimum sampling
times. As a second example, in bandpass transmissions a coherent receiver needs carrier synchronization
(or recovery), which means that the demodulation sinusoid must be locked in phase and frequency to
the incoming carrier. Clock and carrier recovery are instances of signal synchronization, which is carried
out within the physical layer of the system. As is apparent from this short discussion, sync functions are
crucial for proper demodulation and data recovery and often represent a critical issue in the design of a
communication link.

Figure 10.11 shows the general outline of (the baseband equivalent of) a conventional coherent correla-
tion receiver for DS/SS user #h, where we have highlighted the relevant synchronization functions. For the
sake of simplicity, we used a pseudoanalog description whereby ADC takes place at the CMF output. After
frequency and phase offset correction, the received waveform r (t) is fed to the CMF and then sampled
(interpolated) at chip rate. Spectral despreading is performed by multiplying the samples yh[�] by a locally
generated replica of the user’s code ch[�], and finally, the resulting sequence is accumulated over a symbol
period Ts = MTc (see also Section 10.2). Correct receiver operation requires accurate recovery of the
signal time offset τh to ensure that the local code replica is properly aligned with the signature sequence
in the received signal. This goal is usually achieved in two steps: (1) a coarse alignment is obtained first,
and (2) it is used as a starting point for fine code tracking.

From the discussion above it appears that the synchronization problem in CDMA systems is similar to
that encountered with narrowband signals, with two main differences. One is the presence of MAI, and
the other is the broader signal bandwidth that makes the time offset compensation (code synchronization)
much more complex, as discussed in the next section.

10.5.2 Code Synchronization

As mentioned earlier, data detection relies on the availability at the receiver of a time-aligned version of
the spreading code. The delay τh must therefore be estimated and tracked to ensure such an alignment.
The main difference with respect to narrowband modulations is the estimation accuracy. In narrowband
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FIGURE 10.11 Coherent DS/SS CDMA receiver.
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systems, timing errors must be small compared to the symbol time, whereas in spread-spectrum systems,
they must be small compared with the chip time, which is M times smaller. Assume again an AWGN
channel and, for simplicity, that the spreading factor M equals the code repetition length L (the short-code
DS/SS format). Then code acquisition amounts to finding the start of the symbol interval and is usually
performed by correlating the input signal with the local replica of the code sequence (sliding correlator).
The magnitude of the correlation is used in two ways: it is compared to a threshold to decide whether the
intended user is actually transmitting and, if this is the case, to locate the position of the maximum. This
location is taken as a coarse estimate of the delay τh .

The search for the maximum of the correlation may be performed with either serial or parallel schemes
[De98a]. Serial schemes test all the possible code delays in sequence until the threshold is crossed. They are
simple to implement, but are inherently time-consuming and their acquisition time cannot be established
a priori (it can only be predicted statistically). Parallel schemes look for all the possible code epochs in
parallel and choose the one corresponding to the maximum correlation. They guarantee short acquisitions
but are computationally intensive.

A simplified scheme of a serial detector is shown in Figure 10.12. The code generator provides a spreading
code with a tentative initial epoch δ, which is correlated over a symbol interval with the (digitized) received
signal. The result is squared to cancel out any possible phase offset (noncoherent processing) and data
dependence, then it is smoothed on a D-symbol dwell time, and finally it is compared to a threshold λ. If
the threshold is crossed, the code epoch is frozen and fine timing recovery is started. Otherwise, the code
generator is stepped forward by (a fraction of) one chip and a new trial acquisition is performed. The value
of the threshold λ is a design parameter to be set according to the following considerations: low values of λ

yield high probability of false acquisition events caused by large noise peaks; and vice versa, high threshold
values produce occasional acquisition failures (i.e., missed detections). The false alarm probability and
missed detection probability depend on λ and on the signal-to-noise ratio. The threshold value is therefore
chosen based on the operating conditions.

Conventional correlation-based methods have satisfactory performance in a power-controlled system,
i.e., when signals from different users arrive at the receiver with comparable amplitudes. However, they
fail in a near–far situation where strong-powered users interfere with weaker ones. In these cases MAI
becomes a serious impairment to achieve accurate code synchronization. Improvements are obtained by
taking into account the statistical properties of the MAI. For example, near–far resistant code acquisition
is achieved by modeling MAI as colored Gaussian noise [Ben98].

Initial code acquisition provides the receiver with a coarse estimate of the delay τh . Fine timing recovery
(also called code tracking) is then needed to locate the optimum chip rate sampling instants. Code tracking
is typically performed by means of a feedback loop, where a suitable timing error signal e[i] is used to
update the timing estimate at a symbol rate according to a recursive equation:

ε̂[i + 1] = ε̂[i]− γ e[i] (10.16)

where ε̂[i] is the i-th estimate of the normalized chip delay ε
= τh/Tc and γ is a design parameter.

Figure 10.13 depicts the architecture of a digital delay-lock loop (DDLL) [Deg93] performing such a
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function. It is seen that data demodulation relies on the so-called on-time samples, i.e., those taken at the
optimum sampling instants, denoted as yh[�]

= y(t)|t=�Tc+τh . The DLL also needs the so-called early–late
samples, yEarly[�]

= y(t)|t=�Tc+Tc /2+τh and yLate[�]
= y(t)|t=�Tc−Tc /2+τh , i.e., those taken in between two

consecutive on-time samples. Two possible chip-timing error detectors (CEDs) insensitive to the phase
offset (not requiring prior carrier phase recovery) are the following [Moe91]:

e[i] = �{(zEarly[i]− zLate[i]) · z∗h[i]} (algorithm 1) (10.17)

e[i] = |zEarly[i]|2 − |zLate[i]|2 (algorithm 2) (10.18)

where

zh[i]
=

iM+M−1∑
�=iM

yh[�]ch[|�|L ]

M
zEarly[i]

=

iM+M−1∑
�=iM

yEarly[�]ch[|�|L ]

M
zLate[i]

=

iM+M−1∑
�=iM

yLate[�]ch[|�|L ]

M

(10.19)
Equation 10.17 is reminiscent of the early–late timing detector for narrowband transmissions, while
Equation 10.18 is typical of spread-spectrum signals. Their performance is satisfactory in the absence of
channel distortion and near–far effects.

10.5.3 Carrier Frequency and Phase Synchronization

Carrier phase recovery for coherent demodulation can be carried out at the output of the despreader–
accumulator in the correlation receiver as it is in conventional narrowband modulations, and so we will
not further pursue this issue. On the contrary, carrier frequency acquisition may reveal an issue in DS/SS
receivers, especially when the frequency offset  f to be recovered is comparable with the symbol rate Rs .
This situation is typically encountered at receiver start-up in the low-cost MT, wherein the local oscillator
has an inherent instability that may be that large. In this case, spreading code acquisition becomes unreliable
since the frequency offset decorrelates the signal within the integration window TACQ of the code acquisition
unit (TACQ = Ts in Figure 10.13). The result of this decorrelation is an equivalent signal-to-noise ratio
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loss in code acquisition that amounts to

� =
[

π f T ACQ

sin(π f T ACQ)

]2

(10.20)

For example, a frequency offset of half the symbol rate (with TACQ = Ts ) causes a loss of more than
6 dB. On the other hand, frequency offset cannot be reliably estimated unless the code sequence is coarsely
acquired. This problem can be effectively approached with joint estimation of the frequency offset and code
phase. This leads to a bi-dimensional grid search in which the frequency uncertainty range is partitioned
into a number of bins and the code acquisition test is repeated for all of the bins [De98a] after frequency
precompensation with the hypothesized offset. At the end of the process, coarse estimates of code phase
and frequency offset are obtained.

Once coarse frequency acquisition is attained, fine frequency tracking can be performed by means of con-
ventional feedback schemes based on a quadri-correlator or a dual-filter detector [Men97]. Frequency re-
covery for CDMA transmissions on frequency-selective channels is still an open problem. Current research
investigates methods to alleviate the combined effects of MAI and multipath on the acquisition process.

10.6 Architecture of DSP-Based DS/SS and CDMA Receivers
for Wireless Mobile Communications

10.6.1 IF vs. Baseband Sampling

The current trend in modem design, both in a low-cost MT and in an expensive BS, is to perform as much
signal processing in the digital domain as possible. Considering the receiver section of the modem (the
most challenging to implement) we have basically two possible alternatives as far as the location of the
ADC stage is concerned. The first approach, shown in Figure 10.14.a, is mainly pursued in low-power MTs.
The RF received signal is converted to baseband using a conventional I/Q analog tuner followed by twin
I/Q ADC and baseband digital signal processing for data detection. The critical points of this arrangement
are the possible amplitude imbalance of the two I and Q analog rails, as well as the imperfect quadrature
between the two I/Q carriers used for IF-to-baseband conversion. A precision receiver with no power
consumption or cost constraint is likely to be implemented according to the IF sampling architecture
shown in Figure 10.14.b, where the ADC stage is shifted toward the antenna. Incidentally, we observe that
this is just the general scheme of the so-called software radios [Mit95], where all of the signal processing,
apart from the initial RF-to-IF conversion, is performed in the digital domain, and the DSP components
are reprogrammable to a certain extent. With a software radio, changing the signal format to be treated just
amounts to changing the software that drives the (programmable) DSP components, instead of changing a
piece of dedicated hardware (a card, or the whole modem), as in conventional equipment.

Coming back to Figure 10.14.b, the ADC operates directly on the IF signal, and the relevant digital
output is still a bandpass signal on a different, digital, intermediate frequency, fIFD = fIF ± kfsa (k is
an integer), as in Figure 10.6. The analog front end is simplified, and the task of baseband conversion is
deferred to the digital section (with no issues of amplitude imbalance and imperfect quadrature). The
main drawback of the IF sampling approach is the tighter requirements for the ADC, which must now
handle faster IF signals (instead of baseband signals, as in Figure 10.14.a). In particular, the converter rise
and fall times, i.e., the time needed to open and close the gate of the sampling device, will be commensurate
to the analog IF frequency and turn out to be much shorter than those of the converters operating on
the baseband signal. Also, the IF sampling ADC is in general more expensive and power-consuming than
the two baseband converters in Figure 10.14.a.

Concerning the bandwidth of the receiver front end, notice that in conventional narrowband modulation
supporting multirate transmissions, the bandwidth of the data signal varies according to the data rate.
In the design of a digital receiver for such signals, the bandwidth of the analog front end shall be set to
accommodate the widest possible spectrum (i.e., that relevant to the highest symbol rate). Therefore, a
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FIGURE 10.14 (a) Baseband sampling implementation of a digital receiver. (b) IF sampling implementation of a
digital receiver.

digital decimator/interpolator stage must be implemented after the ADC in order to match the processing
rate to the symbol rate (the receiver usually operates at a fixed number of samples/symbol interval). On the
contrary, in the case of DS/SS transmissions, the bandwidth occupancy is determined by the chip rate, which
is usually a fixed system parameter, independent of the actual symbol rate. This particular feature avoids
the need of a dedicated decimator stage like that mentioned above, since the despreading/accumulation
function (Equation 10.6) carried out in a DS/SS receiver implicitly performs decimation from chip rate
down to symbol rate.

10.6.2 Correlation Receiver

This is the conventional receiver for DS/SS transmissions and it has already been described in detail in
Section 10.2. The correlation receiver is optimum in each of the following conditions:

1. Single-user transmission over the AWGN channel
2. Multiuser transmission over the AWGN channel in S-O-CDM mode (no MAI is experienced by

the receiver)
3. Multiuser transmission over the AWGN channel in A-CDMA mode with long PN codes and a large

number of equi-powered active users (allowing the modeling of MAI as an additional Gaussian
noise contribution)

10.6.3 Rake Receiver

The radio signal in a wireless mobile communications system operating in an urban or indoor environment
experiences the phenomenon of multipath propagation [Tur80]. In such scenarios, both the transmit and
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the receive antennas have usually moderate to weak directivity features, so that the signal can propagate
from the transmitter to the receiver through a number of different propagation paths. The different paths (or
rays, as they are called in electromagnetism) are due to reflection and scattering on walls, buildings, trees,
furniture, and other surfaces or obstacles. A simple model for the received signal at the receiving end is thus

r (t)
=

K∑
k=1

ak · s (SS)(t − τk)+ w(t) (10.21)

where s (SS)(t) is the baseband equivalent of the transmitted DS/SS signal, w(t) is the usual channel noise
term, K is the number of paths, ak

= |ak | · exp (j� ak) is a complex random variable representing the
amplitude and phase shift experienced by the signal traveling on the generic k-th path, and τk is the
relevant propagation delay. In Equation 10.21 we assumed that the channel parameters (amplitudes, phase
shifts, and delays) are constant in time, but this may not be the case for mobile communications at high
speed. In an urban environment, the amplitude coefficient |ak | is usually modeled as a Rayleigh random
variable, while the phase shift � ak is assumed to be uniformly distributed over (0, 2π). From Equation
10.21, the frequency response of the multipath channel turns out to be

H( f ) =
K∑

k=1

ak · e− j 2π f τk (10.22)

Typical values of the delays τk are 1 ÷ 10 μs for rural environments, 0.1 ÷ 1 μs for urban scenarios,
and 1 ÷ 100 ns for indoor propagation. In general, the channel amplitude and phase responses reveal
considerably variable over the signal bandwidth, thus causing nonnegligible distortion on the received
signal: we have a frequency-selective channel.

On the multipath channel, the CR in no longer optimal since the additional rays may cause intersymbol
interference. A popular way to deal with DS/SS signal detection consists of resorting to the so-called Rake
receiver, whose block diagram is depicted in Figure 10.15. The Rake is a kind of time diversity receiver
made of a bank of NR identical conventional DS/SS detectors, operating in parallel and called fingers (just
like the fingers of a gardener’s rake). In the code acquisition phase, DS/SS demodulator 1 tries to locate
the strongest path within the multipath signal (Equation 10.21) — by finding the strongest correlation
peak of the local code replica with the received signal — and “tunes” onto it. After this, the other detectors
will try to find the second and third strongest paths and lock onto them. To achieve this, they carry out a
continuous search around the previously found locations, in particular looking for secondary correlation
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FIGURE 10.15 Outline of a Rake receiver.
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peaks generated by weaker signal echoes. The search range is limited to a few chip intervals, depending on
the maximum channel delay the receiver has to cope with. Eventually, each finger of the Rake locks onto
a different time-delayed replica of the incoming signal, correlates it with a properly shifted version of the
local code replica, and yields a decision strobe zn[i] at symbol rate. This operation mode presumes that the
different signal replicas (echoes) can be resolved; i.e., they can be singled out by a correlation procedure.
This is true only when the difference between the various signal delays is greater than one chip time. In
this case, the different signal echoes on the different propagation paths turn out to be uncorrelated (due
to the properties of the spreading code), and they can be resolved via correlation processing.

Assume now for simplicity that finger 1 locks onto path 1, finger 2 onto path 2, and so forth. The different
partial-decision variables zn[i] are phase-corrected by exp (−j � an) to perform coherent detection. Then, a
combination logic unit (CLU) controls a combination unit (CU), which is in charge of selection or combining
of the finger outputs to provide a final decision strobe z[i] for data detection. The selection/combining
criterion may be one of the following:

1. Selection combining (SC), where the CLU just selects the maximum-amplitude strobe:

z[i]| SC
= zn̄[i] ⇔ n̄ : |zn̄[i]| = max

n
{|zn[i]|} (10.23)

2. Equal gain combining (EGC), where the CLU sums up all strobes at the finger outputs (upon carrier
phase counterrotation):

z[i]|EGC
=

NR∑
n=1

zn[i] · e−j� an (10.24)

3. Maximal ratio combining (MRC), where the CLU performs a weighted sum of all the strobes at the
fingers outputs:

z[i]|MRC
=

NR∑
n=1

|an| · zn[i] · e−j� an =
NR∑

n=1

a∗n · zn[i] (10.25)

It can be shown that MRC maximizes the signal-to-noise ratio at the Rake output, since Equation 10.25
implements a channel-matched filter. In fact the Rake represents the optimum receiver for DS/SS single-
user reception over a multipath channel, provided that all the following conditions are met:

1. The number of Rake fingers is exactly equal to that of the propagation paths.
2. The Rake can resolve all the paths; i.e., each finger locks onto a different path.
3. Interchip interference (ICI) is negligible; i.e., perfect fine time recovery is carried out.
4. The spreading code is Delta correlated; i.e., it has null off-zero autocorrelation.

According to conditions 1 and 2, the number of fingers in the Rake should be equal to the number of
resolvable paths in the channel. In practice, a reasonable trade-off between complexity and multipath
robustness is represented in many cases by the choice NR = 3 [Deg94], [De98b].

10.7 Multiuser Detection

10.7.1 Multiuser Detection in the UL

The discussion in the previous sections has outlined the main issue that affects CDMA systems as far as
capacity and QoS are concerned — interference. This especially applies to the (asynchronous) UL wherein
interference in the form of MAI is generated within one’s own cell (intracell interference).

The seminal work by Verdù [Ver86] and almost two decades of related research have shown how to cope
with such issues [Mos96, Ver98]. MAI in the UL can be counteracted by the adoption at the BS of a suited
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FIGURE 10.16 Bank of conventional single-user detectors in the UL.

joint or multiuser data detection (MUD) scheme that performs demodulation of all the UL data streams in
a single, centralized signal processing unit. With centralized detection, the presence of a certain amount
of MAI coming from interfering channels can be accounted for when demodulating the useful, intended
channel. This standpoint applies reciprocally to all the channels, leading to the above-mentioned notion
of multiuser demodulation. The conventional arrangement of the BS channel demodulator is shown
in Figure 10.16. The data demodulation unit is constructed as an array of independent single-channel
demodulators in the form of conventional correlation detectors, like that depicted in Figure 10.6. Those
detectors are optimum in the AWGN environment — they simply ignore the issue of MAI and lead to
strong suboptimality. On the contrary, a multiuser detector is a centralized data demodulation unit whose
general scheme is depicted in Figure 10.17. By concurrently observing all of the correlators outputs, MAI
can be taken into account when detecting each channel, and it can be mitigated or cancelled by suited
signal processing. This leap forward in the performance of the CDMA receiver, not surprisingly, comes
at the expense of a substantial increase in the complexity (signal processing power) of the demodulator.
The front end of the centralized MUD scheme in Figure 10.17 consists of the same bank of N correlators
with the individual N user signature waveforms that we find in the multiple conventional correlation
receiver in Figure 10.16. The real core of MUD lies in the elaborate postprocessing of the array of matched
filter outputs (sufficient statistics) [Mos96]. The optimum AWGN MUD scheme originally proposed and
analyzed by Verdù [Ver86] encompasses a Viterbi algorithm (VA) to perform parallel maximum likelihood
sequence estimation. Since the number of states in the trellis of the VA is equal to 2N , a receiver with this
optimum structure has a complexity that is exponential in the number of users N, and therefore it does
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not easily lend itself to practical implementations. Several different suboptimum MUD structures have
therefore appeared since then, all of them attempting to reduce the estimation complexity by replacing
the Viterbi decoder with a different device (decorrelating detector, successive cancellations, and so on
[Mos96]).

A further constraint that has to be satisfied in order for MUD to be applicable is that the CDMA signals
to be used in the multiple-access network bear short codes, i.e., L =M, so that the symbol period cross-
correlations between the different spreading codes are well defined and stationary in time. This condition
is not met in the case of long spreading codes, as is unfortunately the case for the UL of IS-95.

10.7.2 The Decorrelating and MMSE Detectors

Let us now assume that we intend to demodulate a three-channel CDMA signal with simple, real spread-
ing of real-valued symbols. To simplify matters, we will also assume that the three channels (codes) are
synchronous, but they are not orthogonal. Although this is not fully representative of the situation en-
countered in the UL (asynchronous nonorthogonal), it leads to similar results. Assuming ideal carrier and
code timing synchronization, the symbol rate sampled outputs of the code matched filters in the front end
of the MUD in Figure 10.17 are (see Equation 10.13)

z1[i] = A1 · d1[i]+ ρ1,2 · A2 · d2[i]+ ρ1,3 · A3 · d3[i]+ ν1[i] = A1 · d1[i]+ μ1[i]+ ν1[i]

z2[i] = ρ2,1 · A1 · d1[i]+ A2 · d2[i]+ ρ2,3 · A3 · d3[i]+ ν2[i] = A2 · d2[i]+ μ2[i]+ ν2[i]

z3[i] = ρ3,1 · A1 · d1[i]+ ρ3,2 · A2 · d2[i]+ A3 · d3[i]+ ν3[i] = A3 · d3[i]+ μ3[i]+ ν3[i]

(10.26)

where ρn,m= ρm,n
= (1/L )

∑L−1
k=0 cn[k] · cm[k] is the cross-correlation coefficient between the two spread-

ing codes of channel n and channel m, An is the amplitude of signal on channel n, dn[i] is the i-th data
symbol on channel n, and νn[i] is the noise component affecting the n-th detector rail. The effect of
MAI, which is represented by the samples μn[i], is apparent, and it is also clear that it can be potentially
destructive. Assume, for instance, that ρ1,2 �= 0 (i.e., codes 1 and 2 are not orthogonal) and that A2 >> A1.
Then the MAI contribution ρ1,2 A2d2[i] in Equation 10.26 may overwhelm the useful term A1d1[i] for
data detection of channel 1. This phenomenon is called the near–far effect: user 2 can be considered as
located near the receiver in the BS, thus received with a large amplitude, while user 1 (the one we intend to
demodulate) is the far user and is weaker than user 2. Generalizing to N users, Equation 10.26 can easily
be cast into a simple matrix form. If we arrange the cross-correlation coefficients ρi,k into the (symmetric)
correlation matrix

R
=

⎡
⎢⎢⎢⎢⎣

1 ρ1,2 · · · ρ1,N

ρ2,1 1 ρ2,N

...
. . .

...

ρN,1 ρN,2 · · · 1

⎤
⎥⎥⎥⎥⎦ (10.27)

and we introduce the diagonal matrix of the user amplitudes A
= diag{A1, A2, . . . , AN}, we have

z = RAd+ ν (10.28)

where the N-dimensional vectors z, d, and ν simply collect the samples of received signal (zn[i]), data
(dn[i]), and noise (νn[i]), respectively (we have dropped the time index, i for simplicity). A simple
multiuser detector is the decorrelating detector that applies a linear transformation to vector z to provide
N soft decision variables relevant to the N data bits to be estimated. Collecting such N decision variables
gn[i] into vector g, the linear joint transformation on the correlator output vector z is just

g = R−1z (10.29)
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so that

g = R−1 (RAd+ ν) = Ad+ R−1ν = diag {A1d1[i], A2d2[i], . . . , ANdN[i]} + ν ′ (10.30)

and

gn[i] = An · dn[i]+ ν ′n[i] (10.31)

where ν ′n[i] is just a noise component. It is apparent that the MAI has been completely cancelled (provided
that the correlation matrix is invertible) or, in other words, the different channels have been decorre-
lated. The drawback is an effect of noise enhancement due to the application of the decorrelating matrix
R−1: the variance of the noise components in ν ′ is in general larger than that of the components in ν.
Therefore, the decorrelating detector works properly only when the MAI is largely dominant over noise.

A different approach is pursued in the design of the minimum mean square error (MMSE) multiuser
detector: the linear transformation is now with a generic N×N matrix Z whose components are such that
the MSE between the soft output decision variables in g and the vector of the data symbols is minimized:

g = Zz, with Z such that E {|g− d|2} = min (10.32)

where E{·} denotes statistical expectation. Solving for Z, we get

Z = (R+ σ 2
v A−2

)−1
(10.33)

with σ 2
ν indicating the variance of the noise components in Equation 10.8. The MMSE detector tries to

optimize the linear transformation with respect to both MAI and noise. If noise is negligible with respect
to MAI, the matrix in Equation 10.33 collapses into the decorrelating matrix R−1. Vice versa, if the MAI is
negligible, matrix Z is diagonal and collapses into a set of scaling factors on the correlator outputs that do
not affect data decisions at all (and, in fact, in the absence of MAI, the outputs of the correlators are the
optimum decision variables without any need of further processing).

From this short discussion on MUD algorithms, it is clear that in general such techniques are quite
challenging to implement, both because they require nonnegligible processing power (for instance, to
invert the decorrelating or MMSE matrices) and because they call for a priori knowledge or real-time
estimation of signal parameters, such as the correlation matrix. But the potential performance gain of
MUD also had an impact on the standardization of 3G systems (in particular, UMTS) in that an option
for short codes in the UL was introduced just to allow for the application of such techniques in the BS
[Ada98], [Oja98].

Interference mitigation techniques can also be used in the MT of the end user to counteract intercell
interference coming from other cells in the network. This would require the adoption of a short-code
format in the DL (see Section 10.2), which at the moment of this writing is not supported by any of the
existing standards. Therefore, we will not dwell any further on this subject of active research [Fan04].

10.8 Perspectives and Conclusions

10.8.1 The Challenge to Mobile Spread-Spectrum Communications

At the moment of this writing (2003) the present SS systems being deployed all over the world are the 3G
cellular networks, as already discussed in Sections 10.1 and 10.4. But we have to say that in some areas
(notably Europe and the U.S.) 3G systems have been relented by a number of factors, both technical and
economical. The uncertainities about the perspective of a successful diffusion of 3G systems favor the
advent and development of some serious competitors. For instance, many forecasts envisage a coexistence
of copper wired LANs to link fixed PCs within an office or building to wireless networks characterized by
high bit rate and a certain support of mobility and handovers. Such wireless networks, called wireless LANs
(WLANs) [Nee99], actually represent a viable alternative to 3G systems in some applications and not just
a replacement of a traditional wired LAN. In fact, with WLANs, laptops, palmtops, possibly portable mp3
players, and video terminals are all linked together, either via a central access point in a star topology
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(with immediate provision of connectivity with the fixed network) or directly with each other in an ad
hoc, decentralized network. The former architecture is typical of IEEE 802.11a-b-g networks [ie802],
which are at the moment gaining more and more popularity; the latter is the paradigm of Bluetooth
piconets/scatternets [Teg02] and IEEE 802.15 ad hoc communications [ie80a]. WLANs are becoming the
standard untethered connection for nomadic computing and Internet access, and may seriously challenge
3G systems when full mobility is not a fundamental requirement. To this respect, so-called hot-spots,
that is, high-traffic areas served by 802.11 WLAN public access points, are being created in most public
buildings and communication-demanding areas (railway stations, airports, university campuses, etc.).
Still to come are WLANs for the home (such as home RF and similar products currently being developed)
that belong more to the field of consumer electronics than to telecommunications.

We will not enter here into the technical details of the 802.11 and 802.15 standards, because they do
not properly fall into the category of mobile communications. Suffice it to say that both are in some ways
based on FH/SS, so they still belong in a sense to the big family of SS techniques. On the contrary, we want
to say more about the future of SS communications, which seems to be intertwined with that of another
technology that has marked the 1990s: multicarrier (MC) modulation [Sar95]. In MC transmission, the
output of a high-rate data source is split into many low-rate streams modulating adjacent subcarriers
within the available bandwidth. If N is the number of subcarriers, the symbol rate on each of them is
accordingly reduced by a factor N with respect to the source rate, and this squeezes the signal bandwidth
around the subcarrier to a point that the transmission channel looks locally flat. Correspondingly, the
channel distortion on each subcarrier is reduced to a multiplicative factor that can be compensated for by
a simple one-tap equalizer. The possibility of easing the equalization function has motivated the adoption
of MC transmission as a standard in a number of current applications, for example, European Digital
Audio Broadcasting (DAB) and terrestrial Digital Video Broadcasting (DVB), IEEE 802.11a-g WLANs, and
Asymmetric Digital Subscriber Line (ADSL) and its high-speed variant VDSL, just to mention a few.

The idea for coming to a highly efficient and flexible wireless signaling technique for next-generation
systems is to combine SS and MC communications. On one hand, SS signaling warrants easy and effi-
cient multiple access, and on the other, MC modulation yields robustness against channel distortions, as
explained above. The resulting technique is referred to as multicarrier CDMA, or MC-CDMA for short
[Faz03]. Such a modulation/multiple-access method appears the most credited signal format for the
fourth-generation (4G) systems.

10.8.2 4G Wireless Communications Systems

Although the end user may not be aware of it, at the same time that 3G systems are being commercially
developed, R&D laboratories worldwide are working hard to devise prototypes of 4G wireless networks.
At the moment, a great many 4G architectures exist, according to the different visions of producers and
research labs. The main ambition of 4G is to combine traditional cellular communications, WLANs,
broadband wireless local loops (WLLs), and possibly broadcasting into a ubiquitous, universal, broadband,
flexible wireless access network that can accommodate business as well as residential users, multimedia
communications as well as Internet access. In a word, 4G will go where 3G cannot go.

In this ambitious picture, a variety of signal processing techniques will be integrated, and in the writers’
opinion, SS will no longer be the fundamental one, as in the previous generation. For instance, many pro-
posals for 4G systems or even 31/2G systems (that is, an intermediate generation between current 3G and
long-term future 4G) are based on multiple-input multiple-output (MIMO) signal transmission technolo-
gies as the factor to boost system capacity [Tel99]. With 3G, we can say that SS has attained its full maturity
and will be either integrated or replaced by different, at times more advanced, techniques. We have already
mentioned MC-CDMA, which tries to capitalize from the advantages of both SS and MC modulations, as
a good candidate for 4G. But again, competitors are in view. Some envisage the comeback of pure FDMA
for multiple access, in its modern variant called orthogonal FDMA (OFDMA) [ie80b]. In a sense, OFDMA,
which has recently been standardized for WLL applications by the IEEE 802.16 committee [ie80b], is a
by-product of OFDM technology. Also, the lesson of intentionally broadening the signal spectrum well
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beyond the Nyquist bandwidth has been completely taken up by those supporting ultrawideband (UWB)
signaling for short-range communications [IEE02]. In UWB systems, the information conveyed by a single
bit is coded into a sequence of ultrashort pulses (less than 1 ns each) whose spectrum is apparently spread
over an ultrawide bandwidth. Admittedly, this is not conventional DS/SS or FH/SS, but is indeed a form
of wide-spectrum signaling. The debate in the different laboratories or standardization bodies about the
pros and cons of such technologies is really hot, so insisting on one instead of another would currently be
unfair or unmotivated.

10.8.3 Concluding Remarks

One thing can be said for sure: the heritage of SS techniques will extend well beyond 3G systems and
802.11x WLANs, and well into 4G systems. But what 4G wireless communications will actually be, nobody
knows at the moment. Developing, testing, and deploying a worldwide and such ambitious standard is
something that takes at least 5 years, even with the current fast pace of technology. Take, for instance, into
consideration the history of 3G: first commercial deployment of UMTS networks started in Japan in 2002,
while the first international wide-scale research projects on wideband CDMA (that later developed into
UMTS) date back to 1995. Shortening this cycle a little bit leads to a 5-year period. During the same time it
may happen, as it happened with UMTS/cdma2000, that boundary conditions change and new, “leaner”
technologies emerge (as Bluetooth/WLANs) that may change the scenario and perspectives of the standard
as well. One of the goals of 4G is coming to a unified signal format for low-rate as well as wide-bandwidth
access, to make cellular network coexistent with WLANs, WLLs, and broadcasting. But on the contrary,
traditional broadcasting networks are developing standards that are encompassing some form of return
channel from the user terminals to the transmitter, just to give the end user some interactivity and to
provide, in a sense, the same kind of multimedia interactive services provided nowadays by 3G cellular. So
the question is, Will 4G really be the integrated universal standard system as it is envisaged above, or will
it only be something that looks like a bigger, smarter, wider-bandwidth cellular network, interoperating
with a number of heterogeneous networks as today happens with 3G? We personally fear that the WLAN
syndrome may be round the corner (and in particular we think of decentralized, ad hoc networks [ietfw] as
an unpredictable factor that may menace the ubiquity of 4G), but this is just an opinion. On the contrary,
DSP will have more and more relevance to keep at a lower cost the promises of increased efficiency and
flexibility of next-generation wireless communications, whatever their architecture might be.
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[Ver98] S.Verdù, Multiuser Detection, University Press, Cambridge, MA, 1998.
[Vit67] A.J. Viterbi, “Error Bounds for Convolutional Codes and an Asymptotically Optimum Decoding

Algorithm,” IEEE Transactions on Information Theory, 13, 260–269, 1967.
[Vit79a] A.J. Viterbi, “Spread Spectrum Communications: Myths and Realities,” IEEE Communications

Magazine, May 1979, pp. 11–18.
[Vit79b] A.J. Viterbi, J.K. Omura, Principles of Digital Communciation and Coding, McGraw-Hill, New

York, 1979.

Copyright © 2005 by CRC Press LLC



11
Multiuser Detection
for Fading Channels

Stefano Buzzi
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Abstract

This chapter is an introduction to multiuser detection for code division multiple-access systems operating
over fading channels. It mainly focuses on the relevant case of slow frequency-selective fading channels,
which are frequently encountered in multiuser high-data-rate communications over wireless links. First,
the problem of multiuser detection with known channel state information is considered, i.e., assuming
knowledge of the channel impulse response, either for all active users or for the user of interest only. In
particular, the optimum multiuser detector, the linear multiuser detectors, and interference cancellation
receivers are reviewed and compared. Then, the focus of the chapter is shifted toward the problem of
adaptive and blind multiuser detection with no channel state information. First, multiuser channel es-
timation techniques based on the least squares criterion are reviewed and then several linear detectors,
requiring knowledge of the spreading code of the user of interest only, are illustrated and compared. In
particular, the chapter emphasis is on recursive least squares (RLS) trained adaptive multiuser detection
and on the exposition of blind techniques for joint suppression of multiuser interference and intersymbol
interference.
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11.1 Introduction

Multiuser detection deals with the simultaneous detection of multiple information streams that are tran-
smitted over a common channel through digitally modulated signals overlapping in both time and fre-
quency. Multiuser detection finds its main field of application in the design of reception structures for
code division multiple-access (CDMA) systems, which are nowadays widely in use in worldwide third-
generation (3G) cellular systems. Conversely, it does not apply to orthogonal multiple-access schemes
such as frequency division multiple-access (FDMA) and time division multiple-access (TDMA) systems,
which, by virtue of the orthogonality of the transmitted signal, just require a conventional matched filter
to achieve optimum performance.

In a CDMA channel, the communication reliability is thus impaired not only by the additive thermal
noise, but also by the multiple-access interference (MAI), which is originated by the other users simultane-
ously accessing the channel. Until the early 1980s, the conventional approach to deal with multiple-access
channels was to consider MAI as an additional Gaussian noise source, so that the conventional matched
filter would be the optimal receiver. This approach, however, was shown to be wrong by Sergio Verdú, the
pioneer of multiuser detection, who derived the optimum minimum error probability multiuser receiver in
[20, 21] and showed that the near–far problem could be circumvented by resorting to detection algorithms
explicitly taking into account the structure of the MAI.

Since that time, multiuser detection has become an intense area of research, attracting the interest of
many researchers, from both industry and academia, and expanding at an explosive rate in the scientific
literature. This chapter contains a tutorial survey of multiuser detection techniques for fading channels.
The extension of multiuser detection techniques, originally conceived by Verdú for the nonfaded Gaussian
channel, to fading channels was initiated by Zvonar and Brady in the 1990s [24–29] under some simplifying
assumption such as the perfect knowledge of the channel impulse response. Several later works have then
relaxed these hypotheses, considering the issues of channel estimation in multiuser systems and of (possibly
blind) data detection in multiple-access systems in the presence of unknown frequency-selective fading
channels.

The focus of this chapter is on the direct-sequence CDMA (DS/CDMA) technique and on frequency-
selective fading channels, which are frequently encountered in mobile communications applications. It
is also worth pointing out that another important multiple-access strategy is the multicarrier CDMA
(MC/CDMA) technique [5], which can be thought of as a mixture between DS/CDMA and orthogonal
frequency division multiplexing (OFDM), and which is currently employed in some 3G cellular wireless
network standards. Even though this chapter focuses on DS/CDMA, most of the techniques presented
here can be extended with straightforward modifications to MC/CDMA systems as well.

In the following sections, a review of the basic multiuser detection techniques for fading channels
assuming perfect channel state information (CSI) is provided (Section 11.3). Then, the focus of the
chapter is shifted to the design of multiuser detectors for the case that the channel is not known at the
receiver (Section 11.4). In particular, multiuser channel estimation techniques based on the least squares
criterion are presented, along with trained and blind procedures for data detection in the presence of
unknown multipath distortion and unknown multiple-access interference. Finally, concluding remarks
end this review (Section 11.5).

11.2 Signal and Channel Model

11.2.1 The Fading Channel Model

It is well known [1, 16] that a fading channel may be in general represented as a linear time-variant (LTV)
system whose (equivalent low-pass) impulse response hC (t, τ ) is modeled as a complex, possibly Gaussian,
random process with respect to the variable t. Accordingly, upon transmission of a certain signal, whose
complex envelope is denoted by p(t), the baseband equivalent of the received signal, say r (t), can be
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written as

r (t) =
∫ ∞

0

hC (t, τ ) p(t − τ )dτ (11.1)

Starting upon the second-order statistics of the channel impulse response hC (t, τ ), it is possible to define
some ensemble parameters that are useful to specialize the fading channel model and to determine the
type of distortion that the fading imposes on the transmitted signal. These parameters are given by:

� The multipath delay spread Tm

� The channel coherence bandwidth ( f )c

� The Doppler spread Bd

� The channel coherence time (t)c

The multipath delay spread Tm represents an average measure of the time spread that, due to the multipath,
a strictly time-concentrated signal experiences during its propagation. The inverse of Tm is referred to as
the channel coherence bandwidth ( f )c , and its value is an estimate of the frequency range in which the
channel behavior may be considered constant. Otherwise stated, if we transmit two sinusoidal tones with
frequencies spaced apart less than ( f )c , these tones will experience the same (random) attenuation.

The Doppler spread Bd , on the contrary, represents the frequency spread that a sinusoidal tone under-
goes when transmitted on a fading channel. Such a phenomenon is due to the relative motion between
the transmitter and the receiver. The value of Bd provides a measure of how rapidly the channel impulse
response varies in time. Finally, the channel coherence time (t)c , which is approximately equal to the in-
verse of Bd , represents the time during which the channel behavior is stationary or, alternatively, the fading
process is highly correlated.

Now, depending on the values of these parameters with respect to the bandwidth W and to the signaling
interval of the digital transmission that we are considering, Equation 11.1 can be specialized in that
the channel impulse response hC (t, τ ) assumes particular simplified structures. In the following, we
concentrate on the model of (possibly time-selective) frequency-selective fading channels, which are of
major importance when dealing with transmission of wideband signals (as DS/CDMA signals are) on
cellular indoor and outdoor channels. According to this model, the received signal can be deemed as the
superposition of randomly delayed and scaled replicas of the transmitted signals [16]; i.e., the channel
impulse response can be written as

hC (t, τ ) =
L−1∑
l=0

cl (t)δ(τ − τl ) (11.2)

where cl (t) is a complex Gaussian random process, representing the complex attenuation of the l-th path;
τl is the random delay of the l-th path, with τl W not much smaller than 1;1 and the integer number
L , the number of multipath replicas, depends on the product WTm and on the scattering environment.
Hereafter, a Rayleigh fading channel model is assumed, namely the fading processes cl (t) are complex
Gaussian zero-mean random variates at any instant t and ∀l ; it is also assumed that their variance is
normalized so that

L−1∑
l=0

E {|cl (t)|2} = 1 ∀t (11.3)

1Note that if for any l , τl W << 1, then Equation 11.2 represents the impulse response of a frequency-flat channel.
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with E {·}denoting statistical expectation. Furthermore, the channel coefficients are assumed independent,
i.e.,

E {cl (t)c∗l ′(t)} = E {|cl (t)|2}δl ,l ′ (11.4)

with (·)∗ denoting conjugate, and δl ,l ′ the discrete Kronecker delta function; this hypothesis, usually referred
to as uncorrelated scattering (US), can be physically justified by noticing that paths propagating at different
delays undergo independent attenuations. Another common assumption is that of wide-sense stationary
(WSS) fading; i.e., the quantity E {cl (t)c∗l (u)} is a function of the time difference (t − u) only. Obviously,
the way that the channel coefficients {cl (t)}L−1

l=0 change with time is tied to the channel coherence time,
which for a base-to-mobile communication is given by

(t)c ≈ 1

Bd
= λc

v
(11.5)

with v the mobile terminal speed and λc the wavelength corresponding to the signal carrier frequency. If
the transmitted signal symbol interval, say T , is such that T << (t)c , then the fading is slow or highly
correlated, and the channel gains {cl (t)}L−1

l=0 are approximately constant over a certain number of signaling
intervals; if instead T ≈ (t)c , then the fading is fast or independent, and the channel gains change at any
signaling interval. Thus, from the above considerations, we may conclude that low mobile speeds and high
signaling rates lead to slower and slower fading, whereas high mobile speeds and lower signaling rates lead
to the opposite extreme of fast fading. As an example, in indoor environments we usually have to deal with
slow fading, while for outdoor channels and speech services the slow fading condition T << (t)c may
not be valid.

11.2.2 Transmitted Signal Model

Consider an asynchronous DS/CDMA system employing a BPSK modulation format.2 The complex
envelope of the signal, say xk(t), transmitted by the k-th active user can thus be written as

xk(t) = Ake jφk

P∑
m=−P

bk(m)sk(t − τk −mTb) k = 0, . . . , K − 1 (11.6)

The meanings of the symbols in the above expression follows:

� Ake jφk is a complex gain accounting for the transmitted signal strength and the phase offset of the
local oscillator.

� (2P + 1) is the transmitted frame length.
� K is the number of the active users.
� {bk(m)}P

m=−P is the sequence of the (2P + 1) information symbols from the k-th user. Since we are
dealing with a binary modulation, bk(m) is a random variate taking on values in the set {+1,−1}
with uniform distribution ∀m, k.

� τk ∈ (0, Tb) is the relative delay of the k-th user.
� Tb is the common network signaling interval.
� sk(·) is the baseband equivalent of the signature waveform assigned to the k-th user, i.e., the unique

waveform that enables extraction of the k-th user information stream from the whole received
signal.

2Extending the subsequent derivations to complex signaling constellations is straightforward.
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For the DS modulation format herein considered the complex envelope sk(·) of the signature waveform is
expressed as

sk(t) =
N−1∑
n=0

βn,kψTc (t − nTc ) (11.7)

wherein

� {βn,k}N−1
n=0 is the pseudonoise sequence of the k-th user, with βn,k ∈ {+1,−1}, ∀n, k.

� N is the processing gain.
� Tc is the chip interval, related to the bit interval Tb by the relation Tb = NTc .
� ψTc (·) is the chip pulse, which we assume to be a unit-height rectangular pulse supported on the

interval (0, Tc ). The results derived in the following, however, apply with almost no modifications
to the alternative customary model of raised-cosine pulse that, at the price of introduction of a
certain amount of interchip interference in the time domain, exhibits the desirable property of
being strictly band limited.

11.2.3 Continuous-Time Received Signal Model

Since the signals xk(·) are assumed to propagate through a frequency-selective fading channel, the signal
at the receiver is finally given by

r (t) =
P∑

m=−P

K−1∑
k=0

L−1∑
l=0

ck,l (m)Akbk(m)sk(t − τk − τk,l −mTb)+ w(t) (11.8)

In Equation 11.8 the term w(t) represents the additive thermal noise, modeled as a sample function
from a zero-mean, white, complex Gaussian process with a power spectral density (PSD) 2N0, while
ck,l (m) is the complex Gaussian random gain affecting the l-th replica of the k-th user signal in the m-th
signaling interval. Notice that the continuous-time variable t has been replaced by the discrete variable
m, in that we assume that the fading coefficients are constant at least for a time duration equal to the
network signaling interval Tb ; obviously, the dependence on the temporal index m may be either effective
or fictitious depending on the values of the packet length (2P + 1) and of the mobile terminal speed.
Notice also that the phase terms {φk}K−1

k=0 have disappeared in that they have been included in the circularly
symmetric channel coefficients. The (L × L )-dimensional channel covariance matrix will be denoted by
Mc and is defined as

Mc = E
{

c0(m)c H
0 (m)

} = . . . = E
{

c K−1(m)c H
K−1(m)

} ∀m (11.9)

In the above expression, ck(m) denotes the k-th user fading vector in the m-th signaling interval, that is,

ck(m) = [ck,0(m), . . . , ck,L−1(m)]T ∀k = 0, . . . , K − 1,

the superscripts (·)H and (·)T denote conjugate transpose and transpose, respectively, and the matrix Mc
is time invariant by virtue of the WSS assumption. Furthermore, for notation simplicity we have assumed
that Mc is independent of the user index k, and under the US hypothesis it assumes a diagonal structure;
in particular, the normalization condition in Equation 11.3 implies that tr(Mc ) = 1, with tr(·) denoting
the trace operator. We also explicitly notice that since we are considering an asynchronous system and
have assumed that the fading coefficients ck,l (·) depend on the user index k, the signal in Equation 11.8
refers to the uplink model in a cellular system. However, the downlink model is simply obtained by
particularizing Equation 11.8, letting τk = constant, ∀k (i.e., we have a synchronous transmission), and
ck,l (m) = ck′ ,l (m), ∀k, k′ (i.e., all the signals propagate through the same fading channel). Finally, we also
assume that since in the uplink model each signal xk(t) experiences its own fading distortion, the channel
vectors ck(m) are independent with respect to the index k; i.e., the matrices E {ck(m)c H

k′ (q)} have all-zero
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entries ∀m, q , k �= k′. Of course, this assumption no longer holds if we consider the downlink model,
wherein, as anticipated, we have ck(m) = ck′(m) ∀m, k, k′.

11.3 Multiuser Detection with Known CSI

We first focus on the case that the receiver has full CSI; i.e., the channel vectors ck(m), ∀k = 0, . . . , K − 1
and ∀m = −P , . . . , P are perfectly known to the receiver. Before proceeding to the derivation of the
multiuser detectors, it is convenient to express the signal in Equation 11.8 through some matrix-based
notations. Indeed, upon defining

C(m) = Diag(c0(m), c1(m), . . . , c K−1(m)), LK × K (11.10)

C̃ = Diag(C(−P ), C(−P + 1), . . . , C(P )), (2P + 1)LK × (2P + 1)K (11.11)

s k(t) =

⎡
⎢⎢⎢⎢⎣

sk(t − τk − τk,0)

sk(t − τk − τk,1)
...

sk(t − τk − τk,L−1)

⎤
⎥⎥⎥⎥⎦, L × 1 (11.12)

s(t) = [s T
0 (t), s T

1 (t), . . . , s T
K−1(t)

]T
, KL× 1 (11.13)

s̃(t) =

⎡
⎢⎢⎢⎢⎣

s(t + P Tb)

s(t + (P − 1)Tb)
...

s(t − PTb)

⎤
⎥⎥⎥⎥⎦, (2P + 1)KL× 1 (11.14)

Ak = Ak I L , A = Diag(A0, A1, . . . , AK−1), (11.15)

Ã = I 2P+1 ⊗ A, (2P + 1)KL× (2P + 1)KL (11.16)

b(m) = [b0(m), b1(m), . . . , bK−1(m)]T , K × 1 (11.17)

and

b̃ =

⎡
⎢⎢⎢⎢⎢⎣

b(−P )

b(−P + 1)
...

b(P )

⎤
⎥⎥⎥⎥⎥⎦, (2P + 1)K × 1 (11.18)

the received signal can be written as

r (t) = s̃ T (t) ÃC̃ b̃ + w(t) (11.19)
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From the above equation, it is seen that the thermal noise-free received waveform r (t) − w(t) is a linear
combination of the entries of the KL(2P + 1)-dimensional vector s̃(t), whereby the signal r (t) can be
discretized with no loss of information by considering the following projection:

r̃ =
∫ +∞

−∞
r (t )̃s(t)dt = R̃ ÃC̃ b̃ +

∫ +∞

−∞
n(t )̃s(t)dt︸ ︷︷ ︸

z̃

(11.20)

In Equation 11.20, we have

R̃ =
∫ +∞

−∞
s̃(t )̃s T (t)dt =

⎡
⎢⎢⎢⎢⎢⎣

R(0) R(1) . . . R(2P )

R(−1) R(0) . . . R(2P − 1)
...

...
. . .

...

R(−2P ) . . . . . . R(0)

⎤
⎥⎥⎥⎥⎥⎦, (2P+1)KL×(2P+1)KL (11.21)

with

R(�) =
∫ +∞

−∞
s(t)s T (t + �Tb)dt = 0 ∀|�| > ν + 1 (11.22)

and

ν =
⌊

max
k,l

τk,l

Tb

⌋

while the (2P + 1)KL-dimensional vector z̃ is a zero-mean complex Gaussian random vector with covari-
ance matrix

E {̃z z̃H } = 2N0 R̃ (11.23)

11.3.1 Conventional Single-User Detection

The simplest detection strategy for detecting the transmitted symbols is to model the MAI contribution
as additional white Gaussian noise and to resort to a plain RAKE detector. The information symbols are
thus detected according to the following linear detection rule:

b̃SU = sgn[�{C̃ H
Ã

H
r̃}] (11.24)

with�(·) denoting real part and sgn(·) the signum function. A block scheme of this detector is reported in

Figure 11.1. Note that the entries of the (2P+1)K -dimensional vector C̃
H

Ã
H

r̃ can be obtained by properly
combining the sampled (at rate 1/Tb) outputs of a bank of LK filters matched to the delayed replicas of
the users’ signatures. Although the above detection rule is very simple and can be implemented with little
effort (note that if the data symbols of only one user are to be detected, this receiver requires knowledge
of the fading coefficients for only that user), it is well known that its performance is heavily limited by
the multiuser interference, and in particular by the presence of unbalanced CDMA signal amplitudes.
While in the absence of fading MAI can be contrasted through the adoption of power control, in a fading
channel the random amplitude fluctuations make the situation even more critical, and the conventional
single-user receiver exhibits an error floor in the high signal-to-noise ratio region. The bad performance
behavior of the single-user receiver has thus fostered the design of alternative detection structures with
improved performance.
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FIGURE 11.1 Block scheme of the conventional single-user receiver.

11.3.2 Optimum Multiuser Detection

If complete CSI is available, then the receiver has perfect knowledge of the entries of the matrices Ã and
C̃ , and the probability density function (pdf) of the received vector, conditioned on a certain transmitted
symbol sequence b̃, is written as

f (̃r |b̃) = γ exp[−(̃r − R̃ ÃC̃ b̃)H R̃
−1

(̃r − R̃ ÃC̃ b̃)] (11.25)

with γ a proper normalization constant. Assuming that all the possible transmitted symbol sequences are
equally likely, the minimum error probability receiver implements the maximum likelihood (ML) decision
rule; i.e., it selects as the transmitted sequence the one that maximizes the pdf (25):

b̃ML = arg max
b̃∈{+1,−1}(2P+1)K

f (r̃ |b̃) = arg max
b̃∈{+1,−1}(2P+1)K

	(b̃) (11.26)

with

	(b̃) = [2�{b̃H
C̃

H
Ã

H
r̃]− b̃

H
C̃

H
Ã

H
R̃ ÃC̃ b̃] (11.27)

From the above equation, it is seen that the functional 	(b̃) depends on the (2P + 1)K -dimensional
vector

x̃ = C̃
H

Ã
H

r̃ (11.28)
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whose entries can be obtained as the outputs of K filters matched to the channel-modified signatures3

sampled at rate 1/Tb . Since the maximization is to be performed over a discrete-valued set, an exhaustive
search over all the 2(2P+1)K possible transmitted symbol sequences is to be done. At first sight, it might
thus seem that implementing the optimum ML receiver entails a computational complexity exponential
in the number of transmitted symbols (2P + 1)K . On the other hand, since the blocks of the matrix R̃
are nonzero only in proximity of the principal diagonal (see Equation 11.22), the Viterbi algorithm can be
applied in order to achieve some complexity reduction. To elaborate, note that it is easily seen that upon
defining

H = C̃
H

Ã
H

R̃ ÃC̃

and denoting by H(i, j ) the (i, j )-th block of the matrix H of dimension KL× KL, it is seen that H(i, j )
is nonzero only if |i − j | ≤ (ν + 1). As a consequence, we have

b̃
H

Hb̃ =
P∑

i, j=−P

bH (i)H(i + P + 1, j + P + 1)b( j ) =

P∑
i=−P

⎡
⎣bH (i)H(i + P + 1, i + P + 1)b(i)+ 2�

⎧⎨
⎩

i−1∑
j=max(i−ν−1,−P )

bH (i)H(i + P + 1, j + P + 1)b( j )

⎫⎬
⎭
⎤
⎦

(11.29)

Moreover, if we partition the vector x̃ in (2P + 1)K-dimensional vectors, i.e.,

x̃ = [xH (−P ), xH (−P + 1), . . . , xH (P )]H

we also have

b̃
H

C̃
H

Ã
H

r̃ = b̃
H

x̃ =
P∑

i=−P

bH (i)x(i) (11.30)

As a consequence, if we define the (ν + 1)K-dimensional state vector at the i-th symbol interval as

g(i) = [bH (i − 1), bH (i − 2), . . . , bH (i − ν − 1)]H (11.31)

the functional 	(b̃) is finally expressed as

	(b̃) =
P∑

i=−P

ζi (b(i), g(i)) (11.32)

with

ζi (b(i), g(i))=−bH (i)H(i + P + 1, i + P + 1)b(i)

−2�
⎧⎨
⎩

i−1∑
j=max(i−ν−1,−P )

bH (i)H(i + P + 1, j + P + 1)b( j )

⎫⎬
⎭ + 2�{bH (i)x(i)}

(11.33)

3Note that these matched filters are time invariant if the fading is constant over the whole received frame, while they
are time varying in the opposite situation where the channel impulse response is not constant.
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Given the decomposition Equation 11.32, it is now straightforward to apply the Viterbi algorithm in order
to obtain a procedure with a computational complexity exponential in [(ν + 2)K − 1].

11.3.3 Linear Multiuser Detection

Although the Viterbi algorithm enables a substantial complexity reduction for the ML optimum detectors,
its exponential complexity cannot be afforded in many practical applications, and it is thus of interest
to devise alternative lower-complexity solutions. The adoption of linear multiuser detection structures
is thus a viable means to obtain reception structures that exhibit satisfactory performance levels without
incurring the overwhelming complexity of the optimum ML receiver.

When considering linear multiuser detection, two possible alternative detection strategies can be con-
sidered. More precisely, multiuser detection can take place either before or after multipath combining. In
the former approach, first MAI is suppressed and then the replicas of the signal of interest are properly
combined, while in the second approach MAI is suppressed after the multipath combining has been carried
out. In this section we will explore both approaches with reference to the two most popular linear multiuser
detectors: the decorrelating detector and the minimum mean square error (MMSE) detector.

11.3.3.1 The Decorrelating Detector

To begin with, let us first consider the case that MAI is suppressed prior to multipath combining. Given
Equation 11.20, consider the following decorrelating linear transformation:

ỹ = R̃
−1

r̃ = ÃC̃ b̃ + R̃
−1

z̃︸︷︷︸
z̃d

(11.34)

Note that the vector ỹ has (2P + 1)KL entries, and it contains L MAI-free elements for each transmitted
data symbol, while z̃d is a complex Gaussian vector with covariance matrix

Q̃ = 2N0 R̃
−1

(11.35)

The decorrelating transformation eliminates the MAI at the price of noise enhancement and correlation. In
order to detect the symbol bk(m), with m ∈ {−P , . . . , P } and k ∈ {0, . . . , K − 1}, we define the following
selection matrix

Sk(m) = [0L ,(m+P )KL+kL, I L , 0L ,(P−m+1)KL−(k+1)L ] L × (2P + 1)KL (11.36)

and consider the L -dimensional subvector4

yk(m)= ỹ((m+ P )KL+ kL+ 1 : (m+ P )KL+ (k + 1)L ) = Sk(m)ỹ

= Akck(m)bk(m)+ zd ,k(m) (11.37)

with

zd ,k(m) = Sk(m)̃z = z̃((m+ P )KL+ kL+ 1 : (m+ P )KL+ (k + 1)L ) (11.38)

a complex Gaussian L -dimensional random vector with covariance matrix

Qk(m) = E
{

zd ,k(m)zH
d ,k(m)

} = Sk(m)Q̃S H
k (m) (11.39)

Given the decorrelated subvector in Equation 11.37, the optimal detection rule amounts to the cascade of
a noise-whitening filter and a filter matched to the whitened signal of interest. It is easily seen that given

4Note that due to the noise correlation, considering only the L entries corresponding to the bit to be detected is
suboptimal.
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FIGURE 11.2 Block scheme of the decorrelating receiver operating prior to multipath combining.

the following eigendecomposition,

Qk(m) = U k(m)�k(m)U H
k (m) (11.40)

the whitened observables are

yw ,k(m) = �
−1/2
k (m)U H

k (m)yk(m) = Ak�
−1/2
k (m)U H

k (m)ck(m)bk(m)+�
−1/2
k (m)U H

k (m)zk(m)

(11.41)
and the final decision rule for the symbol bk(m) is written as

b̂k(m)= sgn
[�(c H

k (m)U k(m)�−1/2
k (m)yw ,k(m)

)]

= sgn
[�(c H

k (m)Q−1
K (m)yk(m)

)]
(11.42)

A block scheme of this detector is reported in Figure 11.2. A simplified form of the detector (Equation 11.42)
can be obtained by skipping the noise-whitening step for the decorrelated subvector in Equation 11.37
and by direct application of the multipath combining step. In this situation the decision rule is written as

b̂k(m) = sgn
[�(c H

k (m)yk(m)
)]

(11.43)

Numerical results show that the performance loss incurred by the suboptimal decision rule in Equa-
tion 11.43 with respect to the optimal one in Equation 11.42 is quite limited.

The alternative form of the decorrelating detector suppresses MAI after multipath combining has
taken place. To better illustrate, let us consider the (2P + 1)K -dimensional vector x̃, which is defined in
Equation 11.28, and rewrite it here:

x̃ = C̃
H

Ã
H

r̃ = C̃
H

Ã
H

R̃ ÃC̃︸ ︷︷ ︸
H

b̃ + C̃
H

Ã
H

z̃ (11.44)

Under the assumption that H is nonsingular,5 the transmitted signals can be decorrelated by simply
premultiplying the vector x̃ by the inverse of the matrix H . We thus obtain the following detection rule:

̂̃bDEC = sgn[�{H−1 x̃}] = sgn[�{H−1C̃
H

Ã
H

r̃}] (11.45)

Note that this detector can also be obtained by minimizing the objective function 	(b̃) over the set
R(2P+1)K , withR the real field. A block scheme of this detector is reported in Figure 11.3.

5This assumption is usually fulfilled for carefully chosen spreading codes and when the user’s number does not
exceed the processing gain.
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11.3.3.2 Remarks

Some remarks on the illustrated decorrelating detection rules in Equations 11.42, 11.43, and 11.45 are
now in order. First of all, we note that Equation 11.42 and Equation 11.43 can be thought of as two-stage
receiving structures. Indeed, the first stage (i.e., the R̃

−1
transformation) performs decorrelation of each

path with respect to MAI and multipath interference, and the second stage of the receiver takes care of
multipath combining. Interestingly, it is seen that the receiver’s first stage is independent of the channel
coefficients (indeed, multiuser detection is performed prior to multipath combining), and moreover, the
second stage of the receiver requires knowledge of only the vector ck(m) to detect the bit bk(m). As a
consequence, if the receiver is interested in decoding the information stream transmitted from a subset of
the active users, only the channel coefficients of the users of interest are to be estimated.6

Conversely, the decision rule in Equation 11.45 depends, through the matrix H−1, on all the channel
coefficients for all the active users. Accordingly, even if the receiver is interested in detecting only one user,
the CSI for all the active users must be available. Moreover, it is also worth pointing out that in a fast fading
environment, the matrix H−1 is to be recomputed at each channel variation, while the first stage of the
receivers in Equations 11.42 and 11.43 is independent of the channel. On the other hand, results will show
that the receiver in Equation 11.45 exhibits superior performance over the other two detectors, especially
when the condition K << N is not fulfilled. In particular, since the decorrelating stage R̃

−1
treats each

multipath replica as a virtual independent signature, receivers in Equations 11.42 and 11.43 are affected
by a larger noise enhancement effect and, for increasing K , are much more sensitive to the near–far effect
than the receiver in Equation 11.45 [8, 9].

6Note, however, that the delays of the multipath replicas of all the active users are needed in order to implement the
receiver’s first stage.
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11.3.3.3 The MMSE Detector

Parallel to the exposition of the decorrelating detectors, two alternative forms of the MMSE detector can
be derived. We start by considering the case that the MMSE interference suppression is made prior to
multipath combining. Let

d̃ = C̃ b̃ (11.46)

and assume that an estimate of the (2P + 1)KL-dimensional vector d̃, say ̂̃d, is obtained through the
following linear processing:

̂̃d = DH r̃ (11.47)

with D a square matrix of order (2P + 1)KL minimizing the following objective function:

J (D) = E {‖d̃ − DH r̃‖2} (11.48)

Letting

�c = E {C̃ C̃
H } = I (2P+1)K ⊗ Mc

direct application of the orthogonality principle leads to the solution

D =

⎛
⎜⎜⎝R̃ Ã�c Ã

H
R̃

H + 2N0 R̃︸ ︷︷ ︸
E {̃r r̃ H }

⎞
⎟⎟⎠
−1

R̃ Ã�c︸ ︷︷ ︸
E {̃r d̃ H }

(11.49)

In order to detect the information symbol bk(m), we now consider the L -dimensional subvector

dk(m) = Sk(m)DH r̃ (11.50)

Strictly speaking, the vector dk(m) can be decomposed in the sum of three different contributions: the
useful signal, the MAI, and the thermal (colored) noise. On the other hand, it may be reasonably assumed
that the MAI contribution to the vector dk(m) is negligible, since the MAI has been filtered by the matrix
D, which has the capability of forcing to zero the MAI components with increasingly large strength.
Accordingly, assuming that the MAI has been nullified by the filter D, the optimum processing rule for
detecting the bit bk(m) is a noise-whitening filter followed by a filter matched to the useful whitened signal.7

It can be easily shown that the covariance matrix of the thermal noise contribution in Equation 11.50 is

2N0 Sk(m)DH R̃DS H
k (m) = U�U H

thus implying that the whitened observables are written as

dw ,k(m) = �−1/2U H Sk(m)DH r̃ (11.51)

7Note also that an alternative approach is to model the residual MAI at the output of the filter D as a colored
Gaussian process [14] and to resort to a transformation that whitens the sum of the output MAI and thermal noise
contribution. In our approach, instead the MAI contribution is neglected so that the design of the whitening filter and
of the combining stage does not depend on the MAI. Notice that this simplification comes at the expense of a negligible
performance loss and that, moreover, in the limiting cases of either vanishingly small thermal noise or increasingly
large MAI strength, the two approaches, under mild conditions, end up equivalent.
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which leads to the decision rule

b̂k(m) = sgn
[�{C̃(:, (P +m)K + k + 1)H Ã

H
R̃DS H

k (m)U�−1U H Sk(m)DH r̃
}]

(11.52)

A simplified form of the above decision rule is obtained by skipping the noise-whitening step, which leads
to

b̂k(m) = sgn
[�{c H

k (m)Sk(m)DH r̃
}]

(11.53)

Finally, an MMSE multiuser detector operating after the multipath combining scheme can be obtained
by linearly estimating the information symbols b̃ conditioned on the channel coefficient realizations. More
precisely, given the decision rule

̂̃b = sgn[�{DH r̃}] (11.54)

the (2P + 1)KL× (2P + 1)K -dimensional matrix D solves the following minimization problem:

D = arg min
Y

E {‖b̃ − Y H r̃‖2|C̃} (11.55)

Direct application of the orthogonality principle leads to the solution

D = [E {̃r r̃ H |C̃}]−1 E {̃r b̃
H |C̃}

= ( ÃC̃ C̃
H

Ã
H

R̃ + 2N0 I (2P+1)KL)−1 R̃ ÃC̃ (11.56)

with I (2P+1)KL the identity matrix of order (2P + 1)KL. Applying the matrix inversion lemma,8 it can
easily be seen that the solution D can also be written as

D = ÃC̃(C̃
H

Ã
H

R̃ ÃC̃ + 2N0 I (2P+1)K )−1 (11.57)

Substituting the above solution into Equation 11.54 finally yields the decision rule

̂̃b = sgn[�{(C̃
H

Ã
H

R̃ ÃC̃ + 2N0 I (2P+1)K )−1C̃
H

Ã
H

r̃}]

= sgn[�{(C̃
H

Ã
H

R̃ ÃC̃ + 2N0 I (2P+1)K )−1 x̃}] (11.58)

which shows that the observables are first fed to a multipath combining stage and then are forwarded to
an interference suppression stage that takes care of MAI and thermal noise reduction.

11.3.3.4 Remarks on the MMSE Detector

As for the three implementations of the decorrelating detector, the same remarks also apply to the receivers
in Equations 11.52, 11.53, and 11.58. In particular, it is easily seen that the first two receivers can be
interpreted as two-stage receivers, wherein the first stage is independent of the channel coefficients and
the second stage depends only on the channel experienced by the users of interest. The decision rule in
Equation 11.58, instead depends in an involved way on all the channel coefficients, but on the other hand,
it outperforms the other two receivers, whose first stage treats the multipath replicas as additional fictitious
users.

Finally, it is also worth pointing out that in the limit N0 → 0, i.e., for vanishingly small thermal
noise level, the MMSE detectors converge to the decorrelating detectors. More precisely, applying standard

8The matrix inversion lemma states the following identity: (A+BCD)−1 = A−1− A−1 B(C−1+DA−1 B)−1DA−1.
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techniques for matrix analysis, it can be shown that the receivers in Equations 11.52, 11.53, and 11.58
converge, as N0 → 0 and under mild conditions, to the decision rules in Equations 11.42, 11.43, and
11.45, respectively. The proof of this result, which was first established for no-fading channels, is omitted
here for the sake of brevity.

11.3.4 Approximate MMSE Detection: Linear Serial
Interference Cancellation

From the previous sections it is seen that computation of the MMSE receiver requires inversion of a
matrix whose dimensions increase linearly with the product K P . Since the computational effort required
to perform matrix inversion is generally proportional to the third power of the matrix dimension, in
applications where computational resources are constrained it is of interest to devise alternative lower-
complexity detection structures. To this end, consider, for instance, the MMSE detector that implements
the decision rule in Equation 11.58, i.e.,

̂̃b = sgn

⎡
⎢⎣�
⎧⎪⎨
⎪⎩(C̃

H
Ã

H
R̃ ÃC̃ + 2N0 I (2P+1)K )−1 x̃︸ ︷︷ ︸

f

⎫⎪⎬
⎪⎭
⎤
⎥⎦ (11.59)

Letting

J = C̃
H

Ã
H

R̃ ÃC̃ + 2N0 I (2P+1)K (11.60)

it is seen that the vector f to be plugged in the decision rule in Equation 11.59 can be obtained by solving
the linear system

Jf = x̃ (11.61)

Since, as already discussed, direct inversion of the matrix J may entail an intolerable computational burden,
a suitable alternative is to resort to iterative techniques for solving linear systems, such as the Gauss–Seidel
iterations [7]. In particular, given the system in Equation 11.61, the i-th entry of the solution at the m-th
iteration, say f (m)(i), of the Gauss–Seidel procedure is expressed as

f (m)(i) = 1

J (i, i)

[
x̃(i)−

∑
j<i

J (i, j ) f (m)( j )−
∑
j>i

J (i, j ) f (m−1)( j )

]
(11.62)

By virtue of the Ostrowski–Reich theorem, since the matrix J is positive-definite, the above iterative
procedure converges, for any starting point f (0), to the solution of the system in Equation 11.61 [7]. The
iteration in Equation 11.62 can be interpreted as a serial interference cancellation, since at each iteration,
the already updated entries of the vector f are used to update its remaining entries; otherwise stated,
the iterative Gauss–Seidel procedure can be regarded, under a multiuser detection perspective, as a serial
interference cancellation receiver with soft symbol estimates. Note that in principle each iteration requires
a computational burden that is quadratic in the product KP; however, this complexity is actually lower
since J is a sparse matrix. It is also interesting to observe that the iteration in Equation 11.62 can be more
compactly rewritten through matrix notation. Indeed, on decomposing

J = J U + J D + J L (11.63)

with J U , J L , and J D denoting the upper triangular, lower triangular, and diagonal part of the matrix J ,
respectively, it can be easily shown that the Gauss–Seidel iteration can be written as

f (m) = −(J D + J L )−1 J U f (m−1) + (J D + J L )−1 x̃ (11.64)
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The same steps that lead to the approximate implementation of the MMSE detector (Equation 11.58)
can also be used to obtain approximate lower-complexity implementations of the MMSE detection rules
in Equation 11.52 and Equation 11.53. As an example, the latter rule is written as

b̂k(m) = sgn

⎡
⎣�
⎧⎨
⎩c H

k (m)Sk(m)�c Ã
H

R̃ (R̃ Ã�c Ã
H

R̃ + 2N0 R̃)−1r̃︸ ︷︷ ︸
f

⎫⎬
⎭
⎤
⎦ (11.65)

and upon letting

J = R̃ Ã�c Ã
H

R̃ + 2N0 R̃ (11.66)

the iteration in Equation 11.62 with r̃ in place of x̃ can be used to approximate the vector in the decision
rule in Equation 11.65.

11.3.5 Constrained ML Detection: Nonlinear Serial
Interference Cancellation

Besides the use of linear multiuser detection schemes, another interesting approach to overcome the huge
complexity of the optimum ML detector is to resort to constrained ML (CML) data detection, which
has the potential of improving the performance of linear multiuser detectors. CML multiuser detection
is based on the idea of maximizing the likelihood of the received signal by letting the unknown data
symbols take value in a set that includes the values +1, −1. Indeed, it has been already discussed that
if the symbols are modeled as real-valued quantities, the corresponding CML multiuser receiver is the
decorrelating detector (Equation 11.45). In general, instead, any possible choice of the set in which the
unknown symbols take values leads to a particular CML multiuser receiver. Hereafter, we assume that
the data symbols are confined to lie within a hypercube (i.e., the set [−1,+1](2P+1)K )) whose vertices are
the (2P +1)K -tuples of unknown symbols. Otherwise stated, the CML detector selects as the transmitted
sequence the solution to the following optimization problem:

b̃CML = arg max
b̃∈[−1,+1](2P+1)K

2�[b̃
H

x̃]− b̃
H

Hb̃ (11.67)

Although the solution cannot be given in closed form, the above problem is a convex minimization over a
convex set, whereby it has only one fixed point, which is the sought solution. Iterative methods can thus be
employed to solve the problem in Equation 11.67; hereafter, we will apply a constrained gradient method
that, given the fact that the constraint set is element-wise separable,9 assumes a simplified formulation. In
particular, we can use the nonlinear Gauss–Seidel algorithm, which amounts to sequentially minimizing
the cost function in Equation 11.67 with respect to only one entry of the vector b̃ at a time. Setting to zero
the gradient of the function in Equation 11.67 with respect to the i-th entry of b̃, say b̃i , we have

2x̃(i)− 2b̃i H i,i − 2
∑
j �=i

H i, j b̃ j = 0 (11.68)

Solving with respect to b̃i yields

b̃i = 1

H i,i

[
−
∑
j �=i

H i, j b̃ j + x̃(i)

]
(11.69)

9A convex set is said to be element-wise separable if it can be written as the Cartesian product of monodimensional
intervals.
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Finally, the iteration is completed by projecting xi onto the interval [−1,+1], i.e., by setting to zero its
imaginary part and by clipping its real part. Interestingly, Equation 11.69 can be interpreted as an inter-
ference cancellation operation, thus implying that the CML problem (Equation 11.67) can be iteratively
solved through the use of a nonlinear SIC receiver. This fact was first recognized in [17]. Since the con-
straint set is element-wise separable, if the matrix H has full column rank, so that the matrix H H H is
positive-definite, the outlined nonlinear iterative algorithm always converges, for any starting point, to the
fixed point of the cost function in Equation 11.67.

11.3.6 Performance Results

In the following, the performance of the multiuser receivers is illustrated through both analytical consid-
erations and some sample plots illustrating numerical results. For the sake of simplicity, the theoretical
analysis is restricted to the linear multiuser detectors, and numerical results are used to compare the
remaining above illustrated receivers. However, for an analytical performance study of the optimum ML
receiver we defer the reader to references [24, 25]. Unless otherwise stated, it is assumed in the following
that the matrices R̃ and H are nonsingular.

11.3.6.1 Analysis

We start by deriving the error probability (or bit error rate (BER)) for the decorrelating detector in
Equation 11.42. Note that

c H
k (m)Q−1

k (m)yk(m) = c H
k (m)Q−1

k (m)ck(m)Akbk(m)+ c H
k (m)Q−1

k (m)Sk(m)R̃
−1

z̃︸ ︷︷ ︸
νk (m)

(11.70)

Since νk(m) is a zero-mean complex Gaussian random variate with variance c H
k (m)Q−1

k (m)ck(m), it can
be easily shown that, conditioned on the channel vector ck(m), the probability of erroneous detection of
the bit bk(m) for the decorrelating detector in Equation 11.42 is written as10

Pk,m(e|ck(m)) = 1

2
erfc
(

Ak

√
c H

k (m)Q−1
k (m)ck(m)

)
(11.71)

Now, since for Rayleigh fading and uncorrelated scattering the vector ck(m) is a complex Gaussian vector
with diagonal covariance matrix Mc , the quantity c H

k (m)Q−1
k (m)ck(m) is a quadratic form of independent

Gaussian random variates with characteristic function

�(ω) =
L∏

i=1

1

1− jωλi
=

L∑
i=1

βi

1− jωλi
(11.72)

with {λi }L
i=1 the distinct eigenvalues11 of Mc Q−1

k (m) and

βi =
∏
� �=i

λi

λi − λ�

(11.73)

the coefficients of the partial fraction expansion. The unconditional error probability is thus obtained by
averaging with respect to the distribution of the quadratic form; letting γi,k = A2

kλi , the result is [16]

Pk,m(e) =
L∑

i=1

βi

2

[
1−
√

γi,k

1+ γi,k

]
(11.74)

10The complementary error function is defined as erfc(x) = 2√
π

∫ ∞
x

e−t2
dt.

11For ease of notation, we are omitting the dependence of the eigenvalues on the indices k and m.
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It is interesting to note that the above expression depends on the user index k and the temporal index
m. The dependence on k is due to the fact that in an asynchronous system subject to fading the received
users’ spreading codes are not equally correlated, while the dependence on the index m is due to the fact
that we are considering a finite-length data packet and possibly time-varying fading. Moreover, it is seen
from Equation 11.35 and Equation 11.39 that the matrix Q−1

k (m) is proportional to 1/N0, and so are the
coefficients λi and γi,k for any i = 1, . . . , L . As a consequence, if we let

γ n
i,k = N0γi,k , ∀ i = 1, . . . , L

the error probability in Equation 11.74 can be also written as

Pk,m(e) =
L∑

i=1

βi

2

⎡
⎣1−

√
1

1+ N0

γ n
i,k

⎤
⎦ (11.75)

Besides the error probability, another interesting performance measure is the near–far resistance, which
gives information on the receiver behavior in the limiting situation of close-to-zero thermal noise PSD and
increasingly large amplitudes of the interfering users. More precisely, the near–far resistance characterizes
the performance degradation experienced by a particular receiver for the presence of the MAI, since it is
related to the rate of decay of the error probability (for increasing useful signal-to-noise ratio) of the given
receiver, compared to that of the optimum RAKE coherent receiver in a single-user channel [16]. Thus, if
the near–far resistance equals unity, then the receiver is able to get rid of MAI without any performance
impairment, and in fact, its BER has the same decay rate (for N0→ 0) as the optimum receiver in a
single-user transmission. If, conversely, the near–far resistance is zero, then the receiver suffers from an
error probability floor and its performance is limited by the MAI level rather than by the thermal noise.
The near–far resistance was first introduced in [11] for the case of AWGN channels, while in [24, 25] it is
extended to the case of multipath channels. In order to derive its expression, it is useful to approximate
the error probability in Equation 11.75 through the following McLaurin expansion:

Pk,m(e) = fL

L∏
i=1

N0

γ n
i,k

+ o
(
N L

0

) = fL

(
N0

γe

)L

+ o
(
N L

0

)
(11.76)

with

fL = (2L + 1)(2L − 1) · · · 3 · 1

L !2L+1
(11.77)

and

γe =
(

L∏
i=1

1

γ n
i,k

)1/L

(11.78)

On the other hand, if we consider the isolated transmission of the bit bk(m) in the absence of MAI and
intersymbol interference, it can easily be shown that the corresponding error probability, say P I

k,m, is written
as

P I
k,m =

L∑
i=1

β I
i

2

⎡
⎣1−

√
1

1+ N0

γ I
i,k

⎤
⎦ (11.79)

with

γ I
i,k =

A2
kλ

I
i

2

β I
i =
∏
��=i

λI
i

λI
i − λI

�

(11.80)
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and {λI
i }L

i=1 the distinct eigenvalues of Mc Sk(m)R̃S H
k (m). Similarly to Equation 11.75, the error probability

in Equation 11.79 can be expanded, for small values ofN0, as follows:

P I
k,m(e) = fL

L∏
i=1

N0

γ I
i,k

+ o
(
N L

0

) = fL

(
N0

γg

)L

+ o
(
N L

0

)
(11.81)

with

γg =
(

L∏
i=1

1

γ I
i,k

)1/L

(11.82)

It is thus seen from Equation 11.76 and Equation 11.81 that for a vanishingly small thermal noise level,
the error probability expression for the decorrelating detector in Equation 11.42 and for an isolated binary
phase shift keying (BPSK) transmission over a multipath channel depends on the geometric means, γe

and γg , of the average received energy contrasts on each multipath component. It can thus be argued that
the ability of the multiuser detector in Equation 11.42 to remove MAI may be described by the effective
signal-to-noise ratio γe required by the optimum detector in an isolated transmission to achieve the same
asymptotic error probability. Based on this observation, in [24] the asymptotic multiuser efficiency (AME)
is first defined as

AME = lim
N0→0

γe

γg
(11.83)

Finally, the near–far resistance is, as usual, defined as the infimum of the AME for arbitrarily varying other
users’ amplitudes. Based on Equation 11.78 and Equation 11.82, it is thus easy to show that the near–far
resistance for the decorrelating receiver implementing the decision rule in Equation 11.42 and detecting
the symbol bk(m) can be written as

ηk,m = 2

[
det
(
N0 Q−1

k (m)
)

det
(

Sk(m)R̃S H
k (m)

)
]1/L

(11.84)

Let us now consider the decorrelating decision rule in Equation 11.43. We now have

c H
k (m)Sk(m)R̃

−1
r̃ = c H

k (m)ck(m)Akbk(m)+ c H
k (m)zd ,k(m)︸ ︷︷ ︸

ν ′k (m)

(11.85)

Since ν ′k(m) is a complex zero-mean Gaussian random variate with variance c H
k (m)Qk(m)ck(m), the

conditional error probability can be easily shown to be expressed as

Pk,m(e|ck(m)) = 1

2
erfc

⎛
⎝ Ak‖ck(m)‖2√

c H
k (m)Qk(m)ck(m)

⎞
⎠ (11.86)

Unfortunately, the above conditional error probability is not easily averaged over the channel statistics, and
a numerical average has to be carried out in order to evaluate the unconditional performance. Alternatively,
closed-form expressions for an upper and lower bound to Equation 11.86 can be also devised. Indeed,
note that by denoting λmax(A) and λmin(A) as the largest and smallest eigenvalues of a square matrix A,
respectively, the following inequalities hold:

max
x �=0

xH Ax

xH x
= λmax(A), min

x �=0

xH Ax

xH x
= λmin(A) (11.87)
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which in turn imply

min
x �=0

xH x

xH Ax
= 1

λmax(A)
, max

x �=0

xH x

xH Ax
= 1

λmin(A)
(11.88)

Based on Equation 11.88, and recalling that the complementary error function is monotonic and decreas-
ing, the following bounds for the error probability in Equation 11.86 can easily be worked out:

1

2
erfc

⎛
⎝Ak

√
c H

k (m)ck(m)

λmin(Qk(m))

⎞
⎠ ≤ Pk,m(e|ck(m)) ≤ 1

2
erfc

⎛
⎝Ak

√
c H

k (m)ck(m)

λmax(Qk(m))

⎞
⎠ (11.89)

Given Equation 11.89, and denoting by {λi }L
i=1 the distinct eigenvalues of the covariance matrix Mc ,

the following bounds can be derived for the unconditional error probability of the decision rule in
Equation 11.43:

L∑
i=1

βi

2

[
1−
√

γ ′i,k
1+ γ ′i,k

]
≤ Pk,m(e) ≤

L∑
i=1

βi

2

[
1−
√

γ ′′i,k

1+ γ ′′i,k

]
(11.90)

In the above equation,

γ ′�,k =
A2

kλ�

λmin(Qk(m))
, γ ′′�,k =

A2
kλ�

λmax(Qk(m))
, ∀� = 1, . . . , L

while the coefficients βi are defined as in Equation 11.73. The bounds in Equation 11.90 can also be
used to obtain closed-form expressions for upper and lower bounds to the system near–far resistance. In
particular, following the same steps as those that led to Equation 11.84, it can be easily shown that

2N0λ
−1
max(Qk(m))[

det
(

Sk(m)R̃S H
k (m)

)]1/L ≤ ηk,m ≤ 2N0λ
−1
min(Qk(m))[

det
(

Sk(m)R̃S H
k (m)

)]1/L (11.91)

Finally, let us consider the decorrelating detector that operates after multipath combining and that
implements the decision rule in Equation 11.45. Since

H−1 x̃ = b̃ + H−1C̃
H

Ã
H

z̃ (11.92)

if we denote by hT
k (m) the (m + P )K + k + 1-th row of the matrix H−1, a decision on the bit bk(m) is

taken according to the sign of the real part of the statistic

bk(m)+ hT
k (m)C̃

H
Ã

H
z̃ (11.93)

It is interesting to note that the test statistic is now dependent through the vector hT
k (m) on all the channel

coefficients and not only on the vector ck(m). As a consequence, based on Equation 11.93, the probability
of erroneous detection of the bit bk(m) for the detector in Equation 11.45, conditioned on C̃ , is written as

Pk,m(e|C̃) = 1

2
erfc

⎛
⎝ 1√

2N0hk(m)T C̃
H

Ã
H

R̃ ÃC̃h∗k (m)

⎞
⎠= 1

2
erfc

⎛
⎝ 1√

2N0[H−1]a ,a

⎞
⎠ (11.94)

with a = (m+ P )K + k + 1. Unfortunately, averaging the above expression with respect to the channel
matrix C̃ appears to be infeasible, whereby a semianalytical approach is to be pursued to obtain numerical
values of the unconditional error probability. Lacking an expression for the unconditional error probability,
it follows that no near–far resistance expression can be derived as well. However, since Equation 11.44
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resembles the signal model of a synchronous DS/CDMA system subject to no fading [11, 22], a conditional
near–far resistance expression can be derived in keeping with the approach in [11]. Assuming that the a-th
column of the matrix H is not included in the range span of the remaining columns of H ,12 we obtain the
following expression:

η
k,m|C̃ = ([H]a ,a )+

[H+]a ,a
(11.95)

with (·)+ denoting the Moore–Penrose generalized inverse. We maintain that Equation 11.95 represents
the near–far resistance of the receiver in Equation 11.45 conditioned on the channel realization C̃ , and
that averaging Equation 11.95 with respect to the matrix C̃ does not yield the near–far resistance as defined
in [11, 25, 24], where indeed the near–far resistance is derived from the unconditional error probability.
Nevertheless, Equation 11.95 and its numerical average over the fading channel realizations turn out to be
useful to assess the receiver sensitivity to the MAI strength, since nonzero values of Equation 11.95 and its
numerical average ensure that the system is immune to interferers with arbitrarily large power.

Let us now consider the linear MMSE receivers. Based on the equivalence between the MMSE and the
decorrelating receivers in the limitN0 → 0, it is easily shown that these receivers have the same near–far
resistance, and Equations 11.84, 11.91, and 11.95 represent the system near–far resistance also for the
MMSE receivers in Equations 11.52, 11.53, and 11.58, respectively. As regards the system error probability,
it is important to note that the MMSE receiver does not nullify the MAI, thus implying that the test statistic
depends upon the interfering users’ information symbols. Conditioned on the interfering symbols and
channel coefficient realizations, error probability expressions can be easily derived following the same
steps that have been taken for the analysis of the decorrelating detectors. However, these expressions must
be numerically averaged, since obtaining closed-form formulas for the unconditional error probability
appears to be hardly feasible. An alternative, yet common approach is to model the output MAI as a
correlated Gaussian random process in order to avoid the numerical average over the random information
symbols. As an example, consider the decision rule in Equation 11.54 with D given by Equation 11.57.

Denoting by dk(m) the (m+ P )K + k + 1-th column of the matrix D, and by b̃
′
the vector b̃ with the bit

bk(m) set to zero, it can be easily shown that the test statistic for detecting the symbol bk(m) is expressed as

d H
k (m)̃r = d H

k (m)R̃S H
k (m)Akck(m)bk(m)︸ ︷︷ ︸
useful signal

+ d H
k (m)R̃ ÃC̃ b̃

′︸ ︷︷ ︸
vk (m)

+ d H
k (m)̃z (11.96)

Assuming that vk(m) is a zero-mean Gaussian random variate with variance

σ 2
k (m) = d H

k (m)R̃ ÃC̃ E {b̃′b̃′H }C̃ H
Ã

H
R̃

H
dk(m)

the conditional probability of erroneous detection for the MMSE receiver in Equation 11.58 can be
approximated as

Pk,m(e|C̃) ≈ 1

2
erfc

⎛
⎝ �[d H

k (m)R̃S H
k (m)Akck(m)

]
√

σ 2
k (m)+ 2N0d H

k (m)R̃dk(m)

⎞
⎠ (11.97)

A semianalytic average of the above expression is then needed to obtain the unconditional error probability.

12Note that if this condition is met, the signature of interest lies in the interference subspace and the near–far
resistance of any linear detector is zero.
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FIGURE 11.4 Error probability vs. E b/N0 for several detectors. It is assumed that the receiver has perfect CSI.

11.3.7 Some Numerical Results

The results reported in Figure 11.4 to Figure 11.6 refer to a CDMA system with processing gain N =
7, subject to a two-path propagation channel with fast fading. The packet length is 2P + 1= 40, the
multipath delays are drawn from a uniform distribution in [0, Tb], and the channel covariance matrix
Mc = Diag(.7, .3). Figure 11.4 and Figure 11.5 report the bit error probability vs. the average received
energy contrast E b/N0 (E b denotes the average received energy per transmitted bit) for a system with
K = 6 users. In particular, the performance of the conventional matched filter receiver in Equation 11.24, of
the decorrelating detectors in Equations 11.42 and 11.45, and of the MMSE detectors in Equations 11.52
and 11.58 are reported in Figure 11.4, while the performance of the iterative implementation of the
CML receiver is reported in Figure 11.5. Moreover, in both plots a single-user bound, i.e., the system
performance achievable in a single-user channel, is reported for comparison purposes. In these figures, and
in the following, the term ISR (interference-to-signal ratio) is used to denote the ratio between the average
energy of each interfering user and the average energy of the user of interest. Results clearly show that the
conventional single-user receiver performance is affected by an error floor due to the MAI. On the contrary,
the multiuser receivers do not exhibit this drawback and are capable of achieving satisfactory performance.
In particular, the CML performs pretty close to the single-user bound; it is also seen that the linear multiuser
detectors operating after multipath combining outperform the corresponding counterparts operating
before multipath combining. Moreover, the linear MMSE receiver achieves a performance that is superior
to that of the decorrelating detector. Finally, results not shown here for conciseness have demonstrated
that the simplified detectors in Equations 11.43 and 11.53 perform a little worse than the receivers in
Equations 11.42 and 11.52, respectively.

Figure 11.6 shows the near–far resistance of the linear detectors vs. the number of users K for a system
with processing gain N = 15 and a two-path propagation channel. The experimental results confirm that
the linear detectors are immune to the near–far effect and that the detectors operating after multipath
combining are capable of offering, at the price of some complexity increase, improved performance with
respect to the linear detectors operating before multipath combining.
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11.3.8 Sliding-Window One-Shot Multiuser Receivers

The multiuser receivers so far developed perform a batch processing of the entire received data frame,
which consists of (2P + 1) symbols per user. In some applications, however, complexity constraints and
the need for small detection delays lead to consideration of sliding-window one-shot receivers. These
receivers process windowed versions of the received signal; after having detected the information symbols
transmitted in a given symbol interval, the processing window is shifted of Tb in order to enable detection
of the information symbols transmitted in the following symbol interval.

The length of the processing window either may be as small as Tb (a reasonable choice if complexity is an
issue and if Tm << Tb) or may comprise several bit intervals. As a general trend, the larger the processing
window length, the better the system performance, even though this performance improvement comes
at the expenses of increased computational complexity. In the following, we dwell on one-shot multiuser
receivers, showing that the illustrated multiuser detection techniques can be extended to the case of one-
shot multiuser detection with little effort. To fix the ideas, consider a processing window of length 2Tb ,
denote by Ip = [ pTb , ( p+ 2)Tb] the p-th processing window, and assume for simplicity that the received
signal windowed to Ip contains contributions from the symbols b( p − 1), b( p), and b( p + 1), (Note,
however, that in general, depending on how large Tm is and on the realization of the timing offsets {τk}K−1

k=0 ,
the signal windowed to Ip may also contain the contribution from symbols preceding b(p− 1).) In order
to convert the received signal to discrete time a low-pass filter followed by a sampler at an integer multiple
of the chip rate is usually adopted. For rectangular chip pulses, this operation amounts to considering the
projections

r (n) =
√

M

Tc

∫ (n+1)Tc /M

nTc /M

r (t)dt (11.98)

with M denoting the oversampling factor, i.e., the number of samples per chip interval. Stacking the 2NM
samples r (MNp), . . . , r (MN(p + 2)− 1) corresponding to the interval Ip in a vector, say r( p), we have

r( p) =
K−1∑
k=0

Ak(bk(p− 1)Sk,−1ck( p− 1)+ bk( p)Sk,0ck( p)+ bk(p+ 1)Sk,+1ck(p+ 1))+w( p) (11.99)

In the above equation, the 2NM × L -dimensional matrix Sk,i contains on its columns the discrete-time
multipath replicas of the signature modulated by bk( p+ i); i.e., the �-th column of Sk,i is the discrete-time
version of the signature sk(t − τk − τk,� − (p + i)Tb), windowed to Ip . Moreover, w( p) is a complex
zero-mean random Gaussian vector with covariance matrix 2N0 I 2NM . Upon defining the 2NM × 3KL-
dimensional matrix

S̃ = [S0,−1 . . . SK−1,−1 S0,0 . . . SK−1,0 S0,+1 . . . SK−1,+1 ] (11.100)

and

C̃( p) = Diag(C(p − 1), C( p), C( p + 1)), 3KL× 3K (11.101)

b̃( p) =

⎡
⎢⎢⎣

b( p − 1)

b( p)

b( p + 1)

⎤
⎥⎥⎦, 3K × 1 (11.102)

and

Ã1 = I 3 ⊗ A, 3KL× 3KL (11.103)
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it can easily be shown that the vector r( p) in Equation 11.99 can be expressed as

r( p) = S̃ Ã1C̃(p)b̃(p)+ w( p) (11.104)

and, premultiplying the above expression by S̃
H

, we have

y( p) = S̃
H

r(p) = S̃
H

S̃︸︷︷︸
R̃
′

Ã1C̃(p)b̃(p)+ S̃
H

w(p)︸ ︷︷ ︸
z̃(p)

(11.105)

Inspecting the above equation, it is seen that Equation 11.105 has exactly the same structure as r̃ in
Equation 11.20; as a consequence, all the multiuser receivers so far illustrated can be easily coupled with
the sliding-window approach by considering the observable Equation 11.105 in lieu of Equation 11.20. The
only difference is that once the vector b̃(p) has been detected, only the K central entries of this vector are
to be considered, since the first K entries have already been detected based on the observation of r(p− 1),
while the last K entries of b̃( p) will be detected by processing the vector r(p + 1).

11.4 Multiuser Detection with Unknown CSI

The previous section has focused on the situation, somewhat ideal, that the CSI is either known or perfectly
estimated at the receiver. In the following, we review multiuser detection techniques for the case that the
channel impulse responses are not known at the receiver. Hereafter, we assume that the channel coherence
time (t)c exceeds the frame duration (2P + 1)Tb , so that the fading channel is time invariant over the
received packet.

11.4.1 Signal Representation in Unknown CSI

In order to perform multiuser detection with no CSI, it is still convenient to adopt a sliding-window
approach, i.e., to process, in each symbol interval, the signal as observed in a few signaling intervals and
then let the processing window slide with steps of length Tb . A classical approach to multiuser detection
with no CSI has thus been that of designing channel estimation and data detection algorithms based on
the observation in Equation 11.104. On the other hand, considering the signal model in Equation 11.104
is equivalent to implicitly assuming that the delays τk and τk,l , ∀k, l , are known to the receiver (note indeed
that knowledge of the delays is necessary to ensure that the matrix S̃, which depends on the users’ spreading
codes and delays, is known). Here, we relax this hypothesis and consider the general case that both the
channel delays and fading gain coefficients are unknown. Moreover, we consider a more general channel
model; i.e., we assume that the k-th user channel can be deemed as a linear time-invariant filter whose
impulse response ck(t) is supported on [0, Tm]. Note that this model, under the slow fading assumption,
includes the L -path channel considered in the previous section. Based on the above assumptions, a different
signal representation for the vector r(p) is needed. To begin with, we observe that the complex envelope
of the received signal can now be written as

r (t)=
K−1∑
k=0

P∑
m=−P

Akbk(m)sk(t − τk −mTb) ∗ ck(t)+ w(t)

=
K−1∑
k=0

P∑
m=−P

bk(m)hk(t −mTb)+ w(t) (11.106)

In Equation 11.106, we have let

hk(t) = Aksk(t− τk)∗ ck(t) = Ak

N−1∑
n=0

βk(n)ψTc (t− τk−nTc )∗ ck(t) =
N−1∑
n=0

βk(n)gk(t−nTc ) (11.107)
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where all of the (unknown) channel characteristics have been placed in the unknown functions gk(t),
which are defined as

gk(t) = AkψTc (t − τk) ∗ ck(t) (11.108)

Notice that if the multipath delay spread Tm is assumed to be equal for all of the channels, then the
waveforms hk(t) have compact support in [τk , τk + Tb + Tm] ⊆ [0, 2Tb], where the inclusion stems from
the reasonable assumption that τk + Tm < Tb , which we henceforth adopt.13 Considering the projection
operation in Equation 11.98, and stacking the 2NM samples corresponding to the interval Ip into the
vector r(p), we have

r( p) = [r (NMp), r (NMp+ 1), . . . , r (NM( p + 2)− 1)]T (11.109)

It can be easily shown that

r (NMp+ i) =
K−1∑
k=0

[bk(p − 1)hk(i + NM)+ bk(p)hk(i)+ bk(p + 1)hk(i − NM)]+ w(NMp+ i),

i = 0, . . . , 2NM − 1 (11.110)

The term hk(i) can easily be shown to be given by

hk(i) =
√

M

Tc

∫ (i+1)Tc /M

i Tc /M

N−1∑
n=0

βn,k gk(t − nTc )dt =
N−1∑
n=0

βn,k gk(i − nM) (11.111)

where in turn we have

gk(i) =
√

M

Tc

∫ (i+1)Tc /M

i Tc /M

gk(t)dt (11.112)

Since the waveform gk(t) is supported in the interval [τk , τk + Tc + Tm] ⊆ [0, Tc + Tb], it follows that the
samples gk(i) are equal to zero ∀i ≥ (N+1)M. As a consequence, on defining the (N+1)M-dimensional
vector

gk = [gk(0), gk(1), . . . , gk((N + 1)M − 1)]T (11.113)

it can be easily shown that the discrete-time observable r( p) in Equation 11.109 can be written as

r( p) =
K−1∑
k=0

[bk(p − 1)hk,−1 + hkbk(p)+ bk(p + 1)hk,+1]+ w( p) (11.114)

13The following derivations also apply if this assumption is relaxed, but with minor modifications.
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where hk , hk,−1, and hk,+1 are the discrete-time versions of the waveforms hk(t− pTb), hk(t− (p− 1)Tb),
and hk(t−(p+1)Tb) windowed to the intervalIp , respectively. Now define the following 2NM×(N+1)M
matrix:

C k =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

β0,k I M O M O M . . . O M

β1,k I M β0,k I M O M . . . O M

v
...

... . . . . . .
...

βN−1,k I M βN−2,k I M . . . . . . O M

O M . . . . . . . . . β0,k I M

...
...

...
...

...

O M O M . . . O M βN−1,k I M

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(11.115)

Denoting by U k and L k the NM × (N + 1)M-dimensional upper and lower semiblocks partitioning the
matrix C k , i.e.,

C k =
[

U k

L k

]

we also define the following 2NM × (N + 1)M-dimensional matrices:

C k,−1 =
[

L k

ONM,(N+1)M

]
and C k,+1 =

[
ONM,(N+1)M

U k

]
(11.116)

Based on Equations 11.113, 11.115, and 11.116, it can be shown that

hk,−1 = C k,−1gk , hk = C k gk , and hk,+1 = C k,+1gk (11.117)

thus implying that the vector r(p) in Equation 11.114 can also be expressed as

r( p) =
K−1∑
k=0

[bk(p − 1)C k,−1 + bk( p)C k + bk(p + 1)C k,+1]gk + w( p) (11.118)

It is worth pointing out that Equation 11.117 is quite crucial for the design of any channel estimation
and data detection algorithm. Indeed, it is seen from Equation 11.117 that in a system with no knowledge
of the timing or channel, the discrete-time versions of the signatures can be deemed as the product of
known matrices, containing shifted versions of the spreading codes, and an unknown vector, carrying
information on all the unknown quantities. Notice also that the fact that the propagation delays are
unknown is reflected by the redundancy needed in the signal representation. Otherwise stated, the receiver
knows that the signature modulated by bk( p) is somewhere in the interval [0, 2Tb], which is thus to be
spanned entirely, whereas the availability of even incomplete information as to the channel state (i.e., a
rough estimate of the users’ delays) could allow spanning a reduced interval and would eventually lead to
a vector gk with a smaller number of entries. Finally, we note that upon partitioning the vector r( p) into
two NM-dimensional vectors, i.e.,

r(p) =
[

r ′( p)

r ′( p + 1)

]
(11.119)
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r ′(p) is obviously the discrete-time observable windowed to [pTb , (p + 1)Tb] and is expressed as

r ′( p) =
K−1∑
k=0

[bk( p − 1)L k + bk( p)U k] gk + w ′(p) (11.120)

11.4.2 Available Strategies to Cope with Missing CSI

Based on the signal model in either Equation 11.118 or Equation 11.120, the problem now arises to
detect the information symbols with no knowledge of the channel vectors gk . The detection strategies that
have been conceived to solve this problem mainly fall into two general categories. In the first category, the
general approach consists of first estimating the unknown vectors gk and then, once these vectors have been
estimated, to apply conventional sliding-window multiuser receivers to detect the information symbols.
The second category instead comprises algorithms that try to directly decode the information symbols
without performing an explicit estimate of the channel (see, e.g., [10]). Additionally, the processing rules
may be divided into trained procedures, which are based on the transmission of a known training sequence,
and into blind procedures, which are able to perform data detection with no need for a known training
sequence. Among these procedures, moreover, an important area is then represented by the so-called code-
aided techniques, which try to estimate the information symbols of only one user of interest, based on the
knowledge of the spreading code of that user only (see, e.g., [3, 15, 19]). Code-aided techniques, which
can in turn be either trained or blind, are thus of interest in the downlink of cellular wireless networks,
since they do not require knowledge of the spreading codes of the interfering users.

It is rather obvious that describing the vast bulk of estimation/detection strategies available in the
literature would require much more space than this chapter allows. Accordingly, in the following we
describe a few fundamental techniques that are representative of the illustrated categories. We start by first
discussing a trained channel estimation algorithm, and then we focus on methods for direct data detection
without channel estimation.

11.4.3 Channel Estimation Based on the Least Squares Criterion

Consider the received signal model in Equation 11.120. Letting

C k = [L k U k], NM × 2(N + 1)M (11.121)

Bk( p) =
[

bk( p − 1)I (N+1)M

bk( p)I (N+1)M

]
(11.122)

C = [C 0, . . . , C K−1], NM × 2K (N + 1)M (11.123)

B( p) = Diag (B0( p), . . . , B K−1( p)), 2K (N + 1)M × K (N + 1)M (11.124)

and

g̃ =

⎡
⎢⎣ g0

...
g K−1

⎤
⎥⎦ (11.125)
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Equation 11.120 can also be written as

r ′(p) =
K−1∑
k=0

C k Bk(p)gk + w ′(p) (11.126)

and as

r ′(p) = C B( p)g̃ + w ′( p) (11.127)

Assume now that the receiver has knowledge of the information symbols b(0), b(1), . . . , b(NT ), with
NT the length (expressed in symbol intervals) of the training sequence. Based on the observation of

r ′(1), . . . , r ′(NT ), an estimate of the channel vector g̃ , say ̂̃g , can be obtained solving the following least
squares problem:

̂̃g = arg min
g̃

NT∑
p=1

‖r ′( p)− C B(p)g̃‖2 (11.128)

The solution to the above problem can be found through standard differentiation techniques and is
expressed as

̂̃g =
[

NT∑
p=1

B
H

(p)C
H

C B( p)

]−1 [ NT∑
p=1

B
H

( p)C
H

r ′(p)

]
(11.129)

Note that, given the signal model in Equation 11.127, it can be shown that the least squares estimate
(Equation 11.129) coincides with the ML estimate of the vector g̃ ; moreover, this estimate is also unbiased
and asymptotically (for large NT ) consistent, and given the linear relationship between the noiseless data
and the quantity to be estimated, it coincides with the minimum variance unbiased estimator (MVUE) of
the vector g̃ .

Equation 11.129 provides an estimation procedure for the vector g̃ , which is a composite channel vector
containing the channel vectors for all the active users. Moreover, Equation 11.129 exploits knowledge of
training bits and spreading codes for all the active users. In view of this considerations, Equation 11.129
represents a centralized channel estimation procedure. On the other hand, it is also of interest to develop
decentralized code-aided channel estimation procedures that can be implemented in mobile receivers on
the downlink of a wireless network with no prior knowledge of the interfering signals. Let us thus assume
that the h-th user is the one of interest and that the receiver has knowledge of the training symbols
bh(0), bh(1), . . . , bh(NT ). Based on the observation of r ′(1), . . . , r ′(NT ), an estimate of the channel vector
gh of the h-th user, say ĝh , can be obtained by solving the following least squares problem:

ĝh = arg min
gh

NT∑
p=1

‖r ′(p)− C h Bh(p)gh‖2 (11.130)

whose solution is expressed as

ĝh =
[

NT∑
p=1

B H
h (p)C

H
h C h Bh( p)

]−1 [ NT∑
p=1

B H
h ( p)C

H
h r ′(p)

]
(11.131)

Note that the estimation rule in Equation 11.131 neglects the MAI disturbance, whereby it is expected to
perform worse than the centralized estimation rule in Equation 11.129. This behavior, on the other hand,
can be also justified by noting that the decentralized estimation rule relies on minor prior information,
compared with the centralized channel estimation procedure.

Figure 11.7 reports the normalized correlation coefficient between the actual channel vector and its
estimated value vs. the bit energy contrast E b/N0. A system with processing gain N = 15, oversampling
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FIGURE 11.7 Normalized correlation coefficient vs. E b/N0 for the trained least squares channel estimation proce-
dures. The lower plot refers to the case that the CDMA signals may have powers unbalanced up to 15 dB.

factor M = 2, and K = 7 users has been considered. The results refer to a three-path propagation channel
and are averaged over 2500 independent channel realizations. Both the situations of average power control
and heavy near–far scenario with power disparities up to 15 dB are reported for two different values of the
training length NT . Results show that performance depends on the energy contrast and on the length of the
training sequence. As expected, the centralized estimation procedure outperforms the decentralized one,
and it is also seen that the lack of power control has a limited effect on the performance of the estimation
procedures.

11.4.4 Trained Adaptive Code-Aided Symbol Detection

In the previous section channel estimation procedures were illustrated. As already discussed, once the
channel vectors gk have been obtained, they can be used in Equation 11.117 so that, through the signal
model in Equation 11.114, the problem at hand can be conducted to that of sliding-window one-shot
multiuser detection with known (i.e., estimated) channel. An alternative approach is to instead directly
decode the information symbols with no explicit channel estimation. In this section we illustrate an adaptive
code-aided symbol detection procedure that is based on the transmission of known training symbols. To
this end, consider the signal model in Equation 11.118 and assume to be interested in detecting the bit
bk(n) based on the linear processing rule

bk(n) = sgn
{�[d H

k (n)r(n)
]}

(11.132)
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with dk(n) a 2NM-dimensional vector, to be designed according to a suitable optimization criterion. As
an example, an effective strategy is to adopt an exponentially windowed time-averaged minimum square
error criterion. More precisely, based on the observation of the data r(0), . . . , r(n), and on the knowledge
of the training bits bk(0), . . . , bk(n), the vector dk(n) can be sought as the solution to the problem

dk(n) = arg min
dk (n)

n∑
i=0

λn−i
∣∣d H

k (n)r(i)− bk(i)
∣∣2 (11.133)

In the above expression, λ is a real constant slightly smaller than unity and is termed the forgetting factor. Its
purpose is to provide a tracking capability to the solution by ensuring that in the learning process that leads
to the determination of dk(n) the most recent observations are weighted more than past observations,
so that the receiver can adapt to changes in the reference scenario due to, e.g., users leaving or entering
the communication scene or variations in the signals’ strength caused by the mobility of the users. Upon
letting

R(n) =
n∑

i=0

λn−i r(i)r H (i) (11.134)

and

qk(n) =
n∑

i=0

λn−i r(i)bk(i) (11.135)

it is readily seen that the solution to Equation 11.133 is written as

dk(n) = R−1(n)qk(n) (11.136)

It is interesting to note that based on the recursive least squares (RLS) algorithm, the batch solution
(Equation 11.136) can be given a recursive formulation wherein the vector dk(n) can be updated with a
complexity that is quadratic14 in the product 2NM and based on dk(n− 1) and r(n). Otherwise stated, as
soon as new observations become available, it is possible to recursively update the vector dk(·) to be used
in the decision rule in Equation 11.132. To elaborate, note that since

R(n) = λR(n − 1)+ r(n)r H (n) (11.137)

a straightforward application of the matrix inversion lemma leads to

R−1(n) = 1

λ

[
R−1(n − 1)− R−1(n − 1)r(n)r H (n)R−1(n − 1)

λ+ r H (n)R−1(n − 1)r(n)

]
(11.138)

Accordingly, following [6, Chapter 13], it can be shown that the vector dk(n) can be obtained based on
the following recursion:

k(n)= R−1(n − 1)r(n)

λ+ r H (n)R−1(n − 1)r(n)

R−1(n)= 1

λ
[R−1(n − 1)− k(n)r H (n)R−1(n − 1)] (11.139)

ε(n)= bk(n)− d H
k (n − 1)r(n)

dk(n)= dk(n − 1)+ ε∗(n)k(n)

14Note that due to the batch matrix inversion, direct computation of Equation 11.136 entails a complexity that is
cubic in the product 2NM.
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The last line in Equation 11.139 represents the update equation for the detection vector dk(·). Note that
this equation, in turn, depends on the error vector ε(n), which can be built based on the knowledge of
the training symbol bk(n). Typically, at the beginning of each data frame, training bits are placed so that
adaptive algorithms like the one in Equation 11.139 can be run and lead to an estimate of the vector dk(·).
Once the training phase is over, real data detection takes place and the adaptive algorithm switches to the
so-called decision-directed mode, where (possibly erroneous) detected bits replace the known training
symbols, and the error vector in the third line of Equation 11.139 is computed according to

ε(n) = sgn
{�[d H

k (n − 1)r(n)
]}− d H

k (n − 1)r(n) (11.140)

Obviously, in the decision-directed mode the adaptation algorithm is sensitive to errors in the symbol
estimates. However, if the training phase has been sufficiently long and the signal-to-noise ratio is not very
low, the switch to the decision-directed mode has a negligible effect on the system performance, unless
the considered system is highly dynamic and the interference background is subject to rapid changes.

Figure 11.8 shows the mean square error |d H
k (n)r(n) − bk(n)|2 of the RLS algorithm vs. the symbol

interval number for a system with processing gain N = 15, oversampling factor M = 2, and K = 7
users. Two different values of E b/N0 and of the ISR are considered. The reported results are an average
over 1000 runs; at each run, the user delays and channel coefficients are independently updated. For
the first 100 symbol intervals the algorithm is trained, and then it switches to decision-directed mode
update (Equation 11.140). Figure 11.9 refers to the same scenario as Figure 11.8 and shows the system
error probability vs. E b/N0 at several symbol intervals, also in comparison with that achieved by the ideal
MMSE receiver, which requires knowledge of the CSI, propagation delays, and signatures for all active
users. It is seen from the figure that the RLS algorithm converges fast and that it also exhibits satisfactory
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FIGURE 11.8 Mean square error vs. symbol interval for the trained code-aided RLS implementation of the MMSE
receiver. After the first 100 symbol intervals the algorithm switches to the decision-directed mode and is driven by the
symbol estimates. Note that the algorithm performance is affected very slightly by the near–far problem.
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FIGURE 11.9 Error probability vs. E b/N0 for the trained code-aided RLS implementation of the MMSE receiver.
For comparison purposes, the performance of the ideal MMSE receiver, which assumes perfect knowledge of the CSI
and the signatures for all active users, is also reported.

performance in the decision-directed mode. Moreover, the algorithm performance is slightly affected by
the ISR, thus confirming that the RLS algorithm is not very sensitive to the near–far effect.

11.4.5 Code-Aided Joint Blind Multiuser Detection and Equalization

After having illustrated the trained RLS algorithm for code-aided data detection in systems with unknown
CSI, the last part of this review is finally devoted to the discussion of some techniques for blind code-aided
data detection in multiuser CDMA systems.

Given the fact that the CSI is unknown and no training sequence is available, the modulation format
cannot be a coherent BPSK. We thus assume differential encoding and detection, implying that the infor-
mation of the p-th signaling interval is contained in the bits bk( p) and bk(p − 1). Thus, assuming that
user 0 is the one of interest, the decision rule of a linear multiuser detector is

d̂0( p) = sgn[�{(mHr(p))(mHr( p − 1))∗}] (11.141)

wherer( p) is the 2NM-dimensional data vector in Equation 11.118, d̂0( p) is the incremental phase between
b0(p) and b0( p−1), and m is a 2NM-dimensional vector to be suitably designed. In the following sections,
we outline three different approaches to design this vector, based on the knowledge of the spreading code
of the user of interest only.
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11.4.6 Subspace-Based Blind MMSE Detection

To begin with, we note that given the channel vector realizations g0, . . . , g K−1, the conditional covariance
matrix of the observables in Equation 11.118 is expressed as15

Rrr = E {r(p)r H (p)} =
K−1∑
k=0

[C k,−1 + C k + C k,+1]gk g H
k [C k,−1 + C k + C k,+1]H + 2N0 I 2NM (11.142)

and the linear MMSE detector for the zeroth user is written as

m = R−1
rr h0 = R−1

rr C 0g0 (11.143)

Given Equation 11.143, it is understood that the MMSE receiver can be implemented in a blind fashion if
the receiver can estimate the matrix Rrr and the channel vector g0. As to the former, the sample covariance
matrix

R̂rr = 1

2P + 1

P∑
p=−P

r( p)r H ( p) (11.144)

can be adopted in Equation 11.143, since it can be shown that under mild conditions the estimate in
Equation 11.144 converges almost surely to the conditional covariance matrix Equation 11.142. With
regard to the vector g0, we first note that if 3K < 2NM and the vectors in {hk,−1, hk , hk,+1}K−1

k=0 are linearly
independent (this is a condition that is usually met for carefully chosen spreading codes and when the system
is not heavily loaded), the matrix Rrr has 3K eigenvalues larger than 2N0 and 2NM− 3K eigenvalues
equal to 2N0. The eigenvectors corresponding to the 3K largest eigenvalues define the signal subspace,
and the eigenvectors associated with the remaining eigenvalues define the noise subspace. Accordingly, the
following eigendecomposition can be shown to hold

Rrr = U s �s U H
s +U n�nU H

n (11.145)

where �s is a diagonal matrix containing the 3K dominant eigenvalues, �n is a diagonal matrix containing
the 2NM−3K eigenvalues equal to 2N0, and U s and U n contain on their columns the eigenvectors defining
the signal and noise subspaces, respectively. Now, since the vector h0 = C 0g0 is in the signal subspace, the
norm of the vector U H

n C 0g0 is zero, and this condition can be exploited to estimate the channel vector
g0. In practice, however, since the receiver has only an approximate knowledge of the noise subspace
eigenvectors U n (indeed, an estimate of U n, say Û n, is obtained by collecting the 2NM − 3K smallest
eigenvectors of the sample covariance R̂rr), the vector g0 can be found by solving the following constrained
optimization problem16 [23]:

ĝ0 = arg min
g0

∥∥Û
H

n C 0g0

∥∥2
subject to‖ĝ0‖2 = 1 (11.146)

The above problem can be shown to admit a unique solution only if the dimensionality of the intersection
between the column span of C 0 and the column span of U s is one, i.e., if there is only one linear combination
of the columns of C 0 that lies in the signal subspace. Applying standard Lagrangian techniques, it is shown
that the solution to Equation 11.146 coincides with the eigenvector corresponding to the smallest eigenvalue

of the matrix C H
0 Û nÛ

H

n C H
0 . Note that this solution is inherently affected by a phase ambiguity that is

removed by the differential decoding rule in Equation 11.141.

15For ease of notation, we omit here and in what follows an explicit indication of the fact that the statistical expectation
is conditioned on the channel vector realizations.

16The constraint is aimed at ruling out the trivial null solution.
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11.4.7 Minimum Variance Blind Detection

Another effective design criterion for the vector m is to adopt a minimum variance approach [18]. The
vector m to be adopted in the decision rule in Equation 11.141 is required to minimize the output variance
subject to the constraint that the useful signal contribution is kept constant. Otherwise stated, the following
optimization problem is considered:

m = arg min
x

[xH Rrrx] subject to mH C 0 = x0 (11.147)

with x0 a vector that is specified below. Note that the constraint ensures that the useful signal contribution
at the output of the filter m is mH h0 = xH

0 g0, so that the minimization in Equation 11.147 does not affect
the useful signal energy. The solution can be shown to be written as

m = R−1
rr C 0

(
C H

0 R−1
rr C 0

)−1
x0 (11.148)

Note that, given Equation 11.148, the mean output energy (MOE) is expressed as

MOE = mH Rrrm = xH
0

(
C H

0 R−1
rr C 0

)−1
x0 (11.149)

Accordingly, given the fact that the channel vector g0 is unknown, a reasonable choice to optimize x0 is
to maximize the output signal strength after the interference has been suppressed; otherwise stated, the
vector x0 maximizes the MOE in Equation 11.149 subject to the constraint ‖x0‖2 = 1, i.e.,

x0 = arg max
x0

MOE

xH
0 x0

(11.150)

The above cost function is a Rayleigh quotient and the solution vector x0 to be finally substituted in
Equation 11.148 is the eigenvector corresponding to the maximum eigenvalue of (C H

0 R−1
rr C 0)−1. Note

that in this case the vector m also has an ambiguous phase that is removed by the differential detection
rule.

11.4.8 Two-Stage Blind Detection

Another possible strategy for designing the vector m in a blind fashion is to resort to a two-stage receiver,
i.e., to deem the vector m as the following product: m = De, with D a rectangular matrix and e a column
vector [4]. The first stage of the receiver is aimed at interference reduction, while the latter stage is aimed at
error probability optimization. Since the useful signal signature at the output of the first stage is DH C 0g0,
a sufficient condition to ensure that the useful signal is not nullified for any nonzero realization of the
channel vector g0 is to require that the matrix DH C 0 has full-column rank. Accordingly, the matrix D is
2NM× (N+1)M-dimensional, and it is sought as the solution to the following constrained optimization
problem:

D = arg min
D

E {‖DHr( p)‖2} subject to det(DH C 0) �= 0 (11.151)

and is expressed as [4]

D = (Rrr + C 0C H
0

)−1
C 0 (11.152)

At the output of the filter D, the interference contribution is strongly attenuated with respect to the useful
signal, so that the output signal, y( p), can be written approximately as

y(p) = b0(p)DH C 0g0 + DH w( p) (11.153)

To design the second stage of the receiver, we choose e to maximize the signal-to-noise ratio, i.e., as
the cascade of a noise-whitening filter and a filter matched to the resulting useful signature. As for the
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whitening transformation, it is easily determined by noticing that the covariance matrix of the noise is
now 2N0 DH D. Since this matrix is positive-definite and Hermitian, the following Cholesky factorization
applies:

DH D = L L H (11.154)

with L a nonsingular lower-triangular matrix. The whitened observables are now given by

yw (p) = b0( p)L−1 DH C 0g0 + L−1 DH w(p) (11.155)

Were g0 a known vector, the optimum processing at this point would be an ordinary matched filter. But
since g0 is unknown to the receiver, a further step is necessary in the procedure in order to estimate
the desired projection direction. To be more definite, consider the covariance matrix of the whitened
observables:

Ryw yw
= E
{

yw (p)y H
w ( p)

} = L−1 DH C 0g0g H
0 C H

0 D(L−1)H + 2N0 I (N+1)M (11.156)

The covariance matrix in Equation 11.156 is thus the sum of a full-rank identity matrix and a unit-rank
matrix, the latter admitting L−1 DH C 0g0 as its unique dominant eigenvector. Consequently, (N+1)M−1
eigenvalues of this matrix are coincident, while the largest eigenvalue corresponds to an eigenvector that
is parallel to L−1 DH C 0g0. Thus the matched filter for the detection problem (Equation 11.155) is given
by this eigenvector. Since the covariance matrix (Equation 11.156) is not actually known to the receiver,
in practice it can be replaced by its sample estimate; i.e., we consider the matrix

R̂yw yw
= 1

2P + 1

P∑
p=−P

yw ( p)y H
w ( p) (11.157)

The estimated matched filter for the detection problem (Equation 11.155) is given by the principal eigen-
vector, which we denote by v̂, of the matrix in Equation 11.157.

Summing up, the detector can be based upon the following procedure:

1. Observe the vector r( p).
2. Evaluate y( p) = DHr(p).
3. Perform the Cholesky factorization DH D = L L H .
4. Transform the vector y( p) into the whitened vector yw ( p) = L−1 y(p).
5. Evaluate the sample covariance matrix R̂yw yw

of the vector yw (p) through Equation 11.157.

6. Determine the eigenvector v̂ corresponding to the maximum eigenvalue of the matrix R̂yw yw
.

7. The vector m to be used in the differential decision rule in Equation 11.141 is given by

m = D(L−1)H v̂ (11.158)

Note, finally, that in this case the solution is also affected by a phase ambiguity, which is removed by virtue
of the differential symbol decoding.

11.4.9 Performance Results

Some performance results on the error probability of the three above code-aided blind detection schemes
are reported in Figure 11.10 and Figure 11.11. A system with average power control (i.e., ISR = 0 dB),
processing gain N = 15, and oversampling factor M = 2 is considered. Figure 11.10 shows the system
error probability vs. E b/N0 for K = 5, while Figure 11.11 shows the system error probability vs. the
number of users at E b/N0 = 22 dB and for M = 1. In Figure 11.10 the performance of the nonblind
MMSE receiver is also reported for the sake of comparison. Results show that the subspace-based MMSE
receiver achieves the best performance, followed by the two-stage receiver. Interestingly, both receivers
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exhibit, at an error probability of 10−3, a loss of about 1 to 2 dB with respect to the ideal MMSE receiver.
On the contrary, Figure 11.11 shows that the performance of the blind detectors suddenly degrades for
increasing K . A suitable means to contrast this effect is to increase the oversampling factor M.

11.5 Conclusions

An overview of multiuser detection techniques for mobile fading channels has been given in this chapter.
First, the case that the receiver has full CSI has been considered. In particular, linear and nonlinear receivers
have been illustrated, also with regard to the case of sliding-window one-shot data detection. Then the focus
of the chapter shifted toward the more challenging situation that the CSI is not available at the receiver. With
regard to the issue of multiuser channel state estimation, algorithms based on the least squares criterion have
been discussed. With regard to the issue of direct data detection without explicit channel estimation, code-
aided detection techniques have also been reviewed for situations where either a known training sequence
is available at the receiver or the receiver is to perform blind data detection. It is important to point out that
this review is by no means exhaustive of the vast body of work on multiuser detection for fading channels
that is available in the open literature. As discussed in the Introduction, multiuser detection is a fascinating
and intriguing research topic that has been attracting the interest of many researchers for decades. Rather,
the author’s aim in writing this chapter has been to provide the fundamental techniques for multiuser
detection in fading channels, with a special emphasis on slow frequency-selective fading channels, which
are of primary interest in high-data-rate mobile communications. It is, however, anticipated that future
years will witness further remarkable innovations in this exciting field.
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Abstract

The use of multiple antennas at both ends of a wireless link (multiple-input multiple-output (MIMO)
technology) holds the potential to drastically improve the spectral efficiency and link reliability in future
wireless communications systems. A particularly promising candidate for next-generation fixed and mobile
wireless systems is the combination of MIMO technology with orthogonal frequency division multiplexing
(OFDM). This chapter provides an overview of the basic principles of MIMO-OFDM.

12.1 Introduction

The major challenges in future wireless communications system design are increased spectral efficiency and
improved link reliability. The wireless channel constitutes a hostile propagation medium, which suffers
from fading (caused by destructive addition of multipath components) and interference from other users.
Diversity provides the receiver with several (ideally independent) replicas of the transmitted signal and
is therefore a powerful means to combat fading and interference resulting in improved link reliability.
Common forms of diversity are time diversity (due to Doppler spread) and frequency diversity (due to
delay spread). In recent years the use of spatial (or antenna) diversity has become very popular, which is
mostly due to the fact that it can be provided without loss in spectral efficiency. Receive diversity, that is,
the use of multiple antennas on the receive side of a wireless link, is a well-studied subject [1]. Driven by

Copyright © 2005 by CRC Press LLC



mobile wireless applications, where it is difficult to deploy multiple antennas in the hand set, the use of
multiple antennas on the transmit side combined with signal processing and coding has become known as
space–time coding [2–4] and is currently an active area of research. The use of multiple antennas at both ends
of a wireless link (multiple-input multiple-output (MIMO) technology) has recently been demonstrated
to have the potential of achieving extraordinary data rates [5–9]. The corresponding technology is known
as spatial multiplexing [5, 9] or BLAST [6, 10] and yields an impressive increase in spectral efficiency.

Most of the previous work in the area of MIMO wireless has been restricted to narrowband systems.
Besides spatial diversity broadband MIMO channels, however, offer higher capacity and frequency diversity
due to delay spread. Orthogonal frequency division multiplexing (OFDM) [11, 12] significantly reduces
receiver complexity in wireless broadband systems. The use of MIMO technology in combination with
OFDM, i.e., MIMO-OFDM [8, 9, 13], thus seems to be an attractive solution for future broadband wireless
systems.

The purpose of this chapter is to provide a survey of the basic principles of MIMO-OFDM. The material
summarized in this chapter appeared previously in more detail in [9, 13, 14].

Notation: E{·} denotes the expectation operator, IM is the M×M identity matrix, 0M× N stands
for the M× N all-zeros matrix, ‖A‖2

F =
∑

i, j |[A]i, j |2 is the squared Frobenius norm of the matrix A,
A ⊗ B denotes the Kronecker product of the matrices A and B, Tr(A) and det(A) stand for the trace
and determinant of A, respectively, r (A) is the rank of A, λi (A) denotes the i-th eigenvalue of A, σ (A)
stands for the eigenvalue spectrum of A, ai denotes the i-th column of A, and vec(A)= [aT

0 aT
1 . . . aT

N−1]T .
The superscripts T, ∗, and H denote transpose, element-wise conjugation, and conjugate transpose,
respectively. A circularly symmetric complex Gaussian random variable is a random variable z = (x +
j y) ∼ CN (0, σ 2), where x and y are independent and identically distributed (i.i.d.)N (0, σ 2/2).

12.2 The Broadband MIMO Fading Channel

In this section, we shall introduce a model for MIMO broadband fading channels taking into account
real-world propagation conditions.

12.2.1 Basic Assumptions

In the following, MT and MR denote the number of transmit and receive antennas, respectively. We assume
that the discrete-time MR ×MT matrix-valued channel has order L − 1 with transfer function

H(e j 2πθ ) =
L−1∑
l=0

Hl e
− j 2π lθ , 0 ≤ θ < 1 (12.1)

where the MR ×MT complex-valued random matrix Hl represents the l-th tap. One can think of each of
the taps as corresponding to a significant scatterer cluster (Figure 12.1) with each of the paths emanating
from within the same scatterer cluster experiencing the same delay. We write each of the taps as the sum
of a fixed (possibly line-of-sight) component, H̄l = E{Hl }, and a variable (or scattered) component H̃l as

Hl = H̄l + H̃l , l = 0, 1, . . . , L − 1.

The channel is said to be Rayleigh fading if H̄l = 0MR ×MT for l = 0, 1, . . . , L − 1 and Ricean fading if
H̄l �= 0MR ×MT for at least one l ∈ [0, L − 1]. The elements of the matrices H̃l (l = 0, 1, . . . , L − 1) are
(possibly correlated) circularly symmetric complex Gaussian random variables. Different scatterer clusters
are assumed to induce uncorrelated fading (or equivalently different taps fade independently), i.e.,

E{vec(H̃l )(vec(H̃l ′))H } = 0MR MT ×MR MT for l �= l ′. (12.2)

Each scatterer cluster has a mean angle of departure from the transmit array and a mean angle of arrival at
the receive array, denoted as θ̄ T,l and θ̄ R,l (Figure 12.1), respectively; a cluster angle spread as perceived by
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FIGURE 12.1 Schematic representation of MIMO broadband channel composed of multiple clustered paths. For
simplicity, only the relevant angles for the receive array are shown — the transmit array situation is reciprocal. The
two clusters correspond to different delay taps.

the transmitter σ 2
θT,l

(proportional to the scattering radius of the cluster as observed by the transmitter); a
cluster angle spread as perceived by the receiver σ 2

θR,l
(proportional to the scattering radius of the cluster

as observed by the receiver); and a path gain σ 2
l (derived from the power delay profile of the channel).

Finally, we define the total transmit and receive angle spreads for the l-th path cluster as the spreads of θ̄ T,l

and θ̄ R,l , respectively.

12.2.2 Array Geometry

We assume a uniform linear array at both the transmitter and receiver with identical unipolarized an-
tenna elements. The relative transmit and receive antenna spacings are denoted as T = dT

λ
and R = dR

λ
,

respectively, where dT and dR stand for absolute antenna spacing and λ = c/ fc is the wavelength of a
narrowband signal with center frequency fc .

12.2.3 Fading Statistics

Spatial fading correlation can occur at both the transmitter and receiver, the impact of which is modeled
by decomposing the Rayleigh component of the l-th tap according to

H̃l = R1/2
l H̃w ,l

(
S1/2

l

)T
, l = 0, 1, . . . , L − 1 (12.3)

where Rl = R1/2
l R1/2

l and Sl = S1/2
l S1/2

l are the receive and transmit correlation matrices, respectively, and
H̃w ,l is an MR ×MT matrix with i.i.d. CN (0, σ 2

l ) entries. We note that the decomposition in Equation 12.3
does not incorporate the most general case of spatial fading correlation, but yields a reasonable compromise
between analytical tractability and validity of the channel model.

Note that the power delay profile σ 2
l has been incorporated into the matrices H̃w ,l . From Equation 12.2

we have E{vec(H̃w ,l )(vec(H̃w ,l ′))H } = 0MR MT ×MR MT for l �= l ′. In the following, we define ρ(s, θ̄ , σθ )
to be the fading correlation between two antenna elements spaced s wavelengths apart. The correlation
matrices Rl and Sl are consequently given by

[Rl ]m,n = ρ((n −m)R , θ̄ R,l , σθR,l )

[Sl ]m,n = ρ((n −m)T , θ̄ T,l , σθT,l ).
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Let us next assume that the actual angle of departure for the l-th path cluster is given by θT,l = θ̄ T,l + θ̂ T,l

with θ̂ T,l ∼ N (0, σ 2
θT,l

), and the actual angle of arrival is θR,l = θ̄ R,l + θ̂ R,l with θ̂ R,l ∼ N (0, σ 2
θR,l

). With
these assumptions, we obtain [15]

ρ(s, θ̄ , σθ ) ≈ e− j 2π s cos(θ̄)e−
1
2 (2π s sin(θ̄)σθ )2

(12.4)

which implies that the correlation function is essentially Gaussian with spread inversely proportional to
the product of antenna spacing and cluster angle spread. Consequently, large antenna spacing and/or large
cluster angle spread lead to small spatial fading correlation and vice versa. It must be stressed, however,
that Equation 12.4 is an approximation that becomes inaccurate when the mean angle of arrival is close to
zero or close to π , or when the cluster angle spread is large. We note that in the limiting case of zero receive
angle spread, i.e., σθR,l = 0, the receive correlation matrix has a rank of 1 with Rl = a(θ̄ R,l )aH (θ̄ R,l ), where

a(θ) = [1 e j 2π cos(θ) . . . e j 2π(MR−1) cos(θ)]T . (12.5)

Likewise, for σθT,l = 0, we have Sl = a(θ̄ T,l )aH (θ̄ T,l ).

12.2.4 Ricean Component

The Ricean component of the l-th tap is modeled as

H̄l =
Pl−1∑
i=0

βl ,i a(θ̄ R,l ,i )aT (θ̄ T,l ,i ) (12.6)

where θ̄ R,l ,i and θ̄ T,l ,i denote the angle of arrival and the angle of departure, respectively, of the i-th
component of H̄l , and βl ,i is the corresponding complex-valued path amplitude. We can furthermore
associate a Ricean K -factor with each of the taps by defining

Kl = ‖H̄l‖2
F

E{‖H̃l‖2
F }

, l = 0, 1, . . . , L − 1.

We note that a large cluster angle spread will in general result in a high-rank Ricean component.

12.2.5 Comments on the Channel Model

For the sake of simplicity of exposition, we assumed that different scatterer clusters can be resolved in
time and hence correspond to different delays. In practice, this is not necessarily the case. We emphasize,
however, that allowing different scatterer clusters to have the same delay does not in general yield significant
new insights into the impact of the propagation conditions on the performance of MIMO-OFDM systems.

12.3 Capacity of Broadband MIMO-OFDM Systems

This section is devoted to the capacity of broadband MIMO-OFDM systems operating in spatial mul-
tiplexing mode. Spatial multiplexing [5, 9], also referred to as BLAST [6, 10], increases the capacity of
wireless radio links drastically with no additional power or bandwidth consumption. The technology
requires multiple antennas at both ends of the wireless link and realizes capacity gains (denoted as spatial
multiplexing gain) by sending independent data streams from different antennas.

12.3.1 MIMO-OFDM

The main motivation for using OFDM in a MIMO channel is the fact that OFDM modulation turns
a frequency-selective MIMO channel into a set of parallel frequency-flat MIMO channels. This renders
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FIGURE 12.2 (a) Schematic of a MIMO-OFDM system (OMOD and ODEMOD denote an OFDM-modulator and
demodulator, respectively). (b) Single-antenna OFDM modulator and demodulator. (c) Adding the cyclic prefix.

multichannel equalization particularly simple, since for each OFDM tone only a constant matrix has to
be inverted [8, 9].

In a MIMO-OFDM system with N subcarriers (or tones) the individual data streams are first passed
through OFDM modulators, which perform an inverse fast Fourier transform (IFFT) on blocks of length
N followed by a parallel-to-serial conversion. A cyclic prefix (CP) of length L cp≥ L containing a copy of
the last L cp samples of the parallel-to-serial converted output of the N-point IFFT is then prepended. The
resulting OFDM symbols of length N + L cp are launched simultaneously from the individual transmit
antennas. The CP is essentially a guard interval that serves to eliminate interference between OFDM symbols
and turns linear convolution into circular convolution such that the channel is diagonalized by the FFT. In
the receiver the individual signals are passed through OFDM demodulators, which first discard the CP and
then perform an N-point FFT. The outputs of the OFDM demodulators are finally separated and decoded.
Figure 12.2 shows a schematic of a MIMO-OFDM system. For a more detailed discussion of the basic
principles of OFDM, the interested reader is referred to [16]. The assumption of the length of the CP being
greater than or equal to the length of the discrete-time baseband channel impulse response (i.e., L cp≥ L )
guarantees that the frequency-selective MIMO fading channel indeed decouples into a set of parallel
frequency-flat MIMO fading channels [11]. Organizing the transmitted data symbols into frequency
vectors ck = [c (0)

k c (1)
k . . . c (MT−1)

k ]T (k = 0, 1, . . . , N−1) with c (i)
k denoting the data symbol transmitted

from the i-th antenna on the k-th tone, the reconstructed data vector for the k-th tone is given by [8, 9]

rk = H(e j 2π
N k) ck + nk , k = 0, 1, . . . , N − 1 (12.7)

where nk is complex-valued circularly symmetric additive white Gaussian noise satisfying E{nk nH
l } =

σ 2
n IMR δ[k − l].
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12.3.2 Capacity of MIMO-OFDM Spatial Multiplexing Systems

In the following, we ignore the loss in spectral efficiency due to the presence of the CP (recall that the CP
contains redundant information). We assume that the channel is purely Rayleigh fading, ergodic, remains
constant over a block spanning at least one OFDM symbol, and changes in an independent fashion from
block to block. For the sake of simplicity of exposition, we restrict our attention to the case of receive
correlation only (i.e., the transmit antennas fade in an uncorrelated fashion).

In OFDM-based spatial multiplexing systems statistically independent data streams are transmitted
from different antennas and different tones and the total available power is allocated uniformly across
all space–frequency subchannels [9]. Assuming that coding and interleaving are performed across OFDM
symbols and that the number of fading blocks spanned by a code word goes to infinity, whereas the
block size (which equals the number of tones in the OFDM system multiplied by the number of OFDM
symbols spanning one channel use, or equivalently one block) remains constant (and finite), an ergodic
or Shannon capacity exists and is given by1 [9]

C = E {log det
(

IMR + ρ ΛH̃w H̃H
w

)}
bps/Hz (12.8)

where Λ = diag{λi (R)}MR−1
i=0 with R =∑L−1

l=0 σ 2
l Rl , ρ = P

MT Nσ 2
n

with P denoting the total available power,
H̃w is an MR ×MT i.i.d. random matrix with CN (0, 1) entries, and the expectation is taken with respect
to H̃w . The operational meaning of C is as follows. At rates lower than C , the error probability (for a
good code) decays exponentially with the transmission length. Capacity can be achieved in principle by
transmitting a code word over a very large number of independently fading blocks.

It is instructive to study the case of fixed MR with MT large, where 1
MT

H̃w H̃H
w → IMR and consequently

C = log det(IMR + ρ̄ Λ) (12.9)

with ρ̄ = MT ρ = P
Nσ 2

n
. For small ρ̄, it follows from Equation 12.9 that in the large MT limit [9]

C ≈ log (1+ ρ̄ Tr(R))

where all the higher-order terms in ρ̄ have been neglected. Thus, in the low signal-to-noise ratio (SNR)
regime the ergodic capacity is governed by Tr(R). In the high SNR regime, we obtain a fundamentally
different conclusion. Starting from Equation 12.9 we have

C =
r (R)−1∑

i=0

log(1+ ρ̄ λi (R)) (12.10)

with λi (R) denoting the nonzero eigenvalues of R. The rank and eigenvalue spread of the sum correlation
matrix R = ∑L−1

l=0 σ 2
l Rl therefore critically determine ergodic capacity in the high SNR regime. In fact,

it follows directly from Equation 12.10 that the multiplexing gain in the large MT limit is given by r (R).
Moreover, for a given Tr(R), the right-hand side (RHS) in Equation 12.10 is maximized if r (R) = MR and
all the λi (R) (i = 0, 1, . . . , MR − 1) are equal [9]. A deviation of λi (R) as a function of i from a constant
function will therefore result in a loss in terms of ergodic capacity.

12.3.3 Impact of Propagation Parameters on Capacity

We shall next show how the propagation parameters impact the eigenvalues of the sum correlation matrix R
and hence ergodic capacity. Since the individual correlation matrices Rl (l = 0, 1, . . . , L −1) are Toeplitz,
the sum correlation matrix R is Toeplitz, as well. Using Equation 12.4 and applying Szegö’s theorem [17]

1Throughout the chapter all logarithms are to the base 2.
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to R, we obtain the limiting (MR →∞) distribution2 of the eigenvalues of R =∑L−1
l=0 σ 2

l Rl as

λ(ν) =
L−1∑
l=0

σ 2
l ϑ3

(
π(ν −R cos(θ̄ R,l )), e−

1
2 (2πR sin(θ̄ R,l )σθR,l )2)︸ ︷︷ ︸

λl (ν)

, 0 ≤ ν < 1 (12.11)

with the third-order theta function given by ϑ3(ν, q) = ∑∞
n=−∞ q n2

e2 j nν . Although this expression
yields the exact eigenvalue distribution only in the limiting case MR →∞, good approximations of the
eigenvalues for finite MR can be obtained by sampling λ(ν) uniformly, which allows us to assume that the
eigenvalue distribution in the finite MR case follows the shape of λ(ν). This observation, combined with
Equation 12.11, shall next be used to relate propagation and system parameters to the eigenvalues of R
and hence ergodic capacity.

12.3.3.1 Impact of Cluster Angle Spread and Antenna Spacing

Let us start by investigating the influence of receive cluster angle spreads and receive antenna spacing
on ergodic capacity. For the sake of simplicity, consider a single-tap channel (i.e., L = 1) with associated
receive correlation matrix R0. The limiting eigenvalue distribution of R = σ 2

0 R0 is given by

λ(ν) = σ 2
0 ϑ3(π(ν −R cos(θ̄ R,0)), e−

1
2 (2πR sin(θ̄ R,0)σθR,0 )2

).

Now, noting that the correlation function ρ(sR , θ̄ R,0, σθR,0 ) as a function of s is essentially a modulated
Gaussian function with its spread decreasing for increasing antenna spacing and/or increasing cluster angle
spread and vice versa, it follows that λ(ν) will be flatter in the case of large antenna spacing and/or large
cluster angle spread (i.e., low spatial fading correlation). For small antenna spacing and/or small cluster
angle spread λ(ν) will be peaky. Figure 12.3(a) and (b) show the limiting eigenvalue distribution of R0

for high and low spatial fading correlation, respectively. From our previous discussion, it thus follows that
the ergodic capacity will decrease for increasing concentration of λ(ν) (or equivalently high spatial fading
correlation) and vice versa.

12.3.3.2 Impact of Total Angle Spread

We shall next study the impact of total receive angle spread on ergodic capacity. Assume either that the
individual scatterer cluster angle spreads are small or that antenna spacing at the receiver is small, or
both. Hence, the individual λl (ν) will be peaky. Now, from Equation 12.11 we can see that the limiting
distribution λ(ν) is obtained by adding the individual limiting distributions λl (ν) weighted by the σ 2

l .
Note furthermore that λl (ν) is essentially Gaussian centered around R cos(θ̄ R,l ). Now, if the total angle
spread, i.e., the spread of the θ̄ R,l , is large, the sum limiting distribution λ(ν) can still be flat even though
the individual λl (ν) are peaky. For given small cluster angle spreads, Figure 12.4(a) and (b) show example
limiting eigenvalue distributions for a three-tap channel (assuming a uniform power delay profile) with a
total angle spread of 22.5 and 90 degrees, respectively. We can clearly see the impact of total angle spread on
the limiting eigenvalue distribution λ(ν) and hence on ergodic capacity. Large total angle spread renders
λ(ν) flat and therefore increases ergodic capacity, whereas small total angle spread makes λ(ν) peaky and
hence leads to reduced ergodic capacity.

12.3.3.3 Ergodic Capacity in the SISO and MIMO Cases

It is well known that in the single-input single-output (SISO) case delay spread channels do not offer an
advantage over flat-fading channels in terms of ergodic capacity [18] (provided the receive SNR is kept

2Note that for MR →∞ the eigenvalues of R are characterized by a periodic continuous function [17]. Thus, in the
following, whenever we use the term eigenvalue distribution, we are actually referring to this function.
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FIGURE 12.3 Limiting eigenvalue distribution of the correlation matrix R0 for the cases of (a) high spatial fading
correlation and (b) low spatial fading correlation.

constant). This can easily be seen from Equation 12.8 by noting that in the SISO case R =∑L−1
l=0 σ 2

l , which
implies that ergodic capacity is only a function of the total energy in the channel and does not depend on
how this energy is distributed across taps. In the MIMO case the situation can be fundamentally different.
Fix Tr(R) and take a flat-fading scenario (i.e., L = 1) with small antenna spacing such that R = σ 2

0 R0 has a
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FIGURE 12.4 Limiting eigenvalue distribution of the sum correlation matrix R =∑2

l=0
σ 2

l Rl for fixed cluster angle
spread and for the cases of (a) small total angle spread and (b) large total angle spread.
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rank of 1. In this case the matrix ΛH̃w H̃H
w has a rank of 1 with probability 1 and hence only one spatial data

pipe can be opened up, or equivalently, there is no spatial multiplexing gain. Now compare the flat-fading
scenario to a frequency-selective fading scenario where L ≥MR and each of the Rl (l = 0, 1, . . . , L−1) has
a rank of 1 but the sum correlation matrix R =∑L−1

l=0 σ 2
l Rl has full rank. For this to happen a sufficiently

large total angle spread is needed. Clearly, in this case min(MT , MR) spatial data pipes can be opened up
and we will get a higher ergodic capacity because the rank of R is higher than in the flat-fading case. We
note that in the case where all the correlation matrices satisfy Rl = IMR (l = 0, 1, . . . , L − 1) this effect
does not occur. However, this scenario corresponds to fully uncorrelated spatial fading on all taps and is
therefore unlikely. We can conclude that in practice MIMO delay spread channels offer an advantage over
MIMO flat-fading channels in terms of ergodic capacity. However, we caution the reader that this conclusion
is a result of the assumption that delayed paths increase the total angle spread. This assumption has been
verified by measurement for outdoor MIMO broadband channels in the 2.5-GHz band [19].

12.3.4 Numerical Results

We conclude this section with a numerical result studying the impact of delay spread on ergodic capacity.
In this example the power delay profile was taken to be exponential, tap spacing was uniform, the relative
receive antenna spacing was set to R = 1

2 , SNR was defined as SNR = ρ̄ = P
Nσ 2

n
, and the number

of antennas was MT = MR = 4. In order to make the following comparisons fair, we normalize the
energy in the channel by setting Tr(R) = 1 for all cases. The cluster angle spreads were assumed to satisfy
σθR,l = 0 (l = 0, 1, . . . , L − 1). In the flat-fading case the mean angle of arrival was set to θ̄ R,0 = π/2. In
the frequency-selective case we assumed a total receive angle spread of 90 degrees. Figure 12.5(a) shows
the ergodic capacity (in bps/Hz) (obtained through evaluation of Equation 12.8 using 1000 independent
Monte Carlo runs) as a function of SNR for different values of L . We can see that ergodic capacity indeed
increases for increasing L and hence increasing rank of R. Moreover, we observe that increasing the
number of resolvable (i.e., independently fading) taps beyond 4 does not further increase ergodic capacity.
The reason for this is that the multiplexing gain min(r (R), MT ) cannot exceed 4. Figure 12.5(b) shows
the ergodic capacity for the same parameters as above except for the cluster angle spreads increased to
σθR,l = 0.25 (l = 0, 1, . . . , L − 1). In this case the rank of the individual correlation matrices Rl is higher
than 1 and the improvement in terms of ergodic capacity resulting from the presence of multiple taps is
less pronounced. We emphasize that the conclusions drawn in this simulation result are a consequence of
the assumption that delayed paths increase the rank of the sum correlation matrix R.

12.4 Space--Frequency Coded MIMO-OFDM

While spatial multiplexing realizes increased spectral efficiency, space–frequency coding [13, 14, 20] is used
to improve link reliability through (spatial and frequency) diversity gain. In this section, we describe the
basics of space–frequency coded MIMO-OFDM.

12.4.1 Space--Frequency Coding

Using the notation introduced in Section 12.3, we start from the input–output relation

rk =
√

E s H(e j 2π
N k) ck + nk , k = 0, 1, . . . , N − 1 (12.12)

where the data symbols c (i)
k are taken from a finite complex alphabet and have an average energy of 1.

The constant E s is an energy normalization factor. Throughout the remainder of this chapter, we assume
that the channel is constant over the duration of at least one OFDM symbol, the transmitter has no
channel knowledge, and the receiver knows the channel perfectly. We furthermore assume that coding is
performed only within one OFDM symbol such that one data burst consists of N vectors of size MT × 1,
or equivalently, one spatial OFDM symbol.
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FIGURE 12.5 Ergodic capacity (in bps/Hz) as a function of SNR for various values of L and (a) small cluster angle
spreads and (b) large cluster angle spreads.
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The maximum likelihood (ML) decoder computes the vector sequence ĉk (k = 0, 1, . . . , N − 1)
according to

Ĉ = arg min
C

N−1∑
k=0

‖rk −
√

E s H(e j 2π
N k) ck‖2

where C = [c0 c1 . . . cN−1] and Ĉ = [ĉ0 ĉ1 . . . ĉN−1]. In the remainder of this section, we employ the
channel model introduced in Section 12.2 in its full generality and assume that N > MT L .

12.4.2 Error Rate Performance

Assume that C = [c0 c1 . . . cN−1] and E = [e0 e1 . . . eN−1] are two different space–frequency code words
of size MT × N. The average (with respect to the random channel) probability that the receiver decides
erroneously in favor of the signal E, assuming that C was transmitted, can be upper-bounded by the
pairwise error probability (PEP) as [14]

P (C→E) ≤ exp

(
− E s

4σ 2
n

‖Ȳ‖2

) r (CY )−1∏
i=0

exp

((
E s

4σ 2
n

)2 |bi |2λ2
i (CY )

1+ E s

4σ 2
n
λi (CY )

)
1

1+ E s

4σ 2
n
λi (CY )

(12.13)

where

CY =
L−1∑
l=0

σ 2
l [Dl (C− E)T Sl (C− E)∗D−l ]⊗ Rl (12.14)

with D= diag{e− j 2π
N k}N−1

k=0 ; Ȳ= [ȳT
0 ȳT

1 . . . ȳT
N−1]T with ȳk = H̄(e j 2π

N k)(ck − ek) and H̄(e j 2π
N k)=∑L−1

l=0 H̄l e− j 2π
N kl ; CY =UΦUH with Φ= diag{λ0(CY ), . . . , λr(CY )−1(CY ), 0, . . . , 0}; and b= [b0 b1 . . .

bMR N−1]T = diag{ 1√
λ0(CY )

, . . . , 1√
λr(CY )−1(CY )

, 0, . . . , 0}UHȲ.

12.4.3 Maximum Diversity Order and Coding Gain

Based on Equation 12.13, we are now ready to establish the maximum achievable diversity order and coding
gain for various propagation scenarios. We focus on the high SNR regime, i.e., E s

4σ 2
n

>> 1, and discuss the
case of Rayleigh fading and Ricean fading separately.

12.4.3.1 Rayleigh Fading

Let us start by assuming that the channel is purely Rayleigh fading, i.e., H̄l = 0MR ×MT for l = 0, 1, . . . , L−1.
In this case, Equation 12.13 simplifies to

P(C → E) ≤
(

E s

4σ 2
n

)−r (CY ) r (CY )−1∏
i=0

λ−1
i (CY ). (12.15)

We recall the following definitions [2]. The diversity order d achieved by a space–frequency code is given
by the minimum rank of CY over all code word pairs {C, E}. The coding gain is defined as the minimum
of (
∏d−1

i=0 λi (CY ))
1
d over all matrices CY with r (CY ) = d . In the case of i.i.d. channels, where Rl = IMR

and Sl = IMT for l = 0, 1, . . . , L − 1, the maximum achievable diversity order is d = MT MR |L|, where
L = {i : σ 2

i > 0} (i ∈ [0, L − 1]), and |L| denotes the size of the set L.
The propagation parameters determine the maximum achievable diversity order and coding gain

through the rank and the eigenvalues of the matrix CY . In the following, we shall therefore study the
dependence of CY on the correlation matrices Rl and Sl . According to the conclusions obtained, the dis-
cussion is organized into three different cases, namely, receive correlation only, transmit correlation only,
and joint transmit and receive correlation.
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12.4.3.1.1 Receive Correlation Only
In this case Sl = IMT for l = 0, 1, . . . , L − 1, and Equation 12.14 specializes to

CY =
L−1∑
l=0

σ 2
l [Dl (C− E)T (C− E)∗D−l ]⊗ Rl .

We start with the assumption that all the correlation matrices Rl with l ∈ L have full rank. Defining

Cu =
L−1∑
l=0

σ 2
l [Dl (C− E)T (C− E)∗D−l ] (12.16)

we obtain [14]

P (C → E) ≤
(

E s

4σ 2
n

)−r (Cu)MR r (Cu)MR−1∏
i=0

θ−1
i

r (Cu)−1∏
i=0

λ
−MR
i (Cu) (12.17)

where 0 < λmin(R̂) ≤ θi ≤ λmax(R̂) with R̂ = diag{Rl }l ∈L. Noting that the diversity order achieved
by a space–frequency code in the i.i.d. case is given by MR minCu r (Cu) with the minimum taken over
all code word pairs {C, E}, it follows that the diversity order achieved by a space–frequency code in the
presence of receive correlation only with all correlation matrices Rl (l = 0, 1, . . . , L − 1) full rank is equal
to the diversity order achieved by the code in the absence of spatial fading correlation. The corresponding
coding gain is given by the coding gain achieved in the uncorrelated case (

∏r (Cu)−1
i=0 λi (Cu))

1
r (Cu ) multiplied

by (
∏r (Cu)MR−1

i=0 θi )
1

r (Cu )MR . In the special instance where the space–frequency code achieves full diversity
gain in the i.i.d. case, i.e., the minimum rank of Cu over all pairs of code word matrices {C, E} is MT |L|,
we get

P (C→E) ≤
(

E s

4σ 2
n

)−MT MR |L|
(det(R̂))−MT

MT |L|−1∏
i=0

λ
−MR
i (Cu). (12.18)

From the discussion above and Equation 12.18 it follows that the diversity order achieved in this case
is d = MT MR |L|, which is the maximum possible diversity order achievable in the i.i.d. case [13]. The
coding gain is given by the coding gain achieved in the i.i.d. case multiplied by (det(R̂))

1
MR |L| . Using the

normalization Tr(R) = MR |L|, it is easily seen that det(R̂) ≤ 1 where the upper bound is achieved if all
the Rl with l ∈L are unitary. Thus, we conclude that spatial fading correlation always leads to a loss in
performance with the degradation being determined by the eigenvalue spread of R̂.

Finally, if R̂ is rank deficient (which is the case if at least one of the Rl is rank deficient) and the space–
frequency code achieves full diversity gain in the i.i.d. case, the achievable diversity order is upper-bounded
as [14]

d ≤ MT

∑
l ∈L

r (Rl ) (12.19)

12.4.3.1.2 Transmit Correlation Only
In the case of transmit correlation only, Rl = IMR for l = 0, 1, . . . , L−1. For nonsingular Ŝ = diag{Sl }l ∈L
we have

P (C→E) ≤
(

E s

4σ 2
n

)−MRr (Cu) r (Cu)−1∏
i=0

θ
−MR
i

r (Cu)−1∏
i=0

λ
−MR
i (Cu) (12.20)

where 0 < λmin(Ŝ) ≤ θi ≤ λmax(Ŝ), which implies that the diversity order is given by d = MR minCu r (Cu)
with the minimum taken over all code word pairs {C, E}. Hence the achievable diversity order in the case of
transmit correlation only with full-rank Ŝ is equal to the diversity order achieved by the space–frequency
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code in the i.i.d. case. For general Ŝ, focusing on a minimum-rank error event C− E (i.e., an error event
that leads to minimum r (Cu)), we get

MR(r (Cu)+ r (Ŝ)− MT |L|) ≤ d ≤ MR min{r (Cu), r (Ŝ)}. (12.21)

We note that Equation 12.21 shows that if Ŝ is singular and the space–frequency code does not achieve full
diversity gain in the i.i.d. case, the diversity order achieved in the correlated case can only be lower bounded
by MR(r (Cu)+ r (Ŝ)− MT |L|). In this case, it is difficult to make statements on the exact diversity order
achieved since d will be a function of the eigenspaces of the Sl and the eigenspace of (C − E)∗(C − E)T .
In general, as evidenced by Equation 12.21 in the presence of transmit correlation, it is crucial that the
space–frequency code excites the range spaces of the Sl in order to obtain good performance in terms of
error probability.

12.4.3.1.3 Joint Transmit–Receive Correlation
In the case of joint transmit–receive correlation, it follows from Equation 12.14 that the maximum achiev-
able diversity order is given by d =∑l ∈L r (Sl )r (Rl ). Noting that the diversity order offered by the l-th
tap is r (Rl )r (Sl ), this result says that the maximum achievable diversity order is simply the number of
total degrees of freedom available in the channel.

12.4.3.2 Ricean Fading

So far, we have restricted our attention to Rayleigh fading. Let us next consider the Ricean case. Again
assuming high SNR ( E s

4σ 2
n

>> 1), the PEP upper bound in Equation 12.13 simplifies to

P(C → E) ≤ exp

{
E s

4σ 2
n

(
r (CY )−1∑

i=0

|bi |2λi (CY )− ‖Ȳ‖2

)}(
E s

4σ 2
n

)−r (CY ) r (CY )−1∏
i=0

λ−1
i (CY ). (12.22)

We can see that the PEP upper bound consists of an exponential term multiplied by the RHS of Equa-
tion 12.15, which is the PEP upper bound in the Rayleigh fading case. The behavior of the second and
third terms of the RHS in Equation 12.22 was studied above in the section on Rayleigh fading. We
shall therefore focus on the first term of the RHS of Equation 12.22, which represents the contribution
due to the Ricean component, and start by noting that

r (CY )−1∑
i=0

|bi |2λi (CY )− ‖Ȳ‖2 = ȲH U diag{0, 0, . . . , 0︸ ︷︷ ︸
r (CY )

,−1,−1, . . . , −1}UH Ȳ

which after application of the Rayleigh–Ritz theorem [21] yields

e
− Es

4σ2
n
‖Ȳ‖2

≤ exp

{
E s

4σ 2
n

(
r (CY )−1∑

i=0

|bi |2λi (CY )− ‖Ȳ‖2

)}
≤ 1. (12.23)

We can therefore conclude that the performance in the Ricean case depends strongly on the angle between
Ȳ and the eigenspace of CY . Assuming that Ȳ is such that the lower bound in Equation 12.23 is achieved,
we get

P(C→E) ≤ e
− Es

4σ2
n
‖Ȳ‖2
(

E s

4σ 2
n

)−r (CY ) r (CY )−1∏
i=0

λ−1
i (CY ).

In this case, the PEP upper bound is minimized if ‖Ȳ‖2 is maximized, which implies that the error
probability performance is determined by the properties of the matrices H̄(e j 2π

N k) (k = 0, 1, . . . , N − 1),
and hence the matrices H̄l . In particular, we note that error events with code difference vectors lying
in the null spaces of the H̄(e j 2π

N k) will yield small ‖Ȳ‖2, and hence result in high error probability. For
high-rate codes such as spatial multiplexing it is therefore crucial for the matrices H̄(e j 2π

N k) to have high
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rank in order to ensure good performance in terms of error probability. Let us first investigate the flat-
fading case where H̄(e j 2π

N k) = H̄0 for k = 0, 1, . . . , N − 1. Now, using Equation 12.6 it follows that
H̄0 has a high rank and is well conditioned if the transmit and receive angle spreads and the number of
paths contributing to H̄0 are sufficiently large. We can therefore expect that large P0 and large transmit
and receive angle spreads will lead to small error probability. In the frequency-selective case the matrices
H̄(e j 2π

N k) =∑L−1
l=0 H̄l e− j 2π

N kl can have full rank and be well conditioned even if the individual matrices
H̄l are rank deficient (or equivalently, the individual cluster angle spreads are small), and the performance
will depend on the total number of paths

∑L−1
l=0 Pl and the angle spread measured over all the taps (i.e., the

total angle spread). We can therefore conclude that in the MIMO Ricean case, the presence of frequency
selectivity can be beneficial as it can help to restore the rank of the H̄(e j 2π

N k) matrices. The situation is
fundamentally different in the SISO case, where frequency selectivity causes dips in the frequency response,
and the performance degrades compared to the flat-fading case.

Low rate codes, such as space–frequency block codes, will be less sensitive to the rank and condition
number of the matrices H̄(e j 2π

N k), as there will be fewer code difference vectors that tend to lie in the null
spaces of the H̄(e j 2π

N k), and hence cause high error probability. More discussions and conclusions along
these lines can be found in Simulation Example 4 in Section 12.5.

12.5 Impact of Propagation Parameters
on Space--Frequency Codes

We have seen in the previous section that the rank and eigenvalues of the individual correlation matrices Sl

and Rl determine the diversity gain and coding gain achieved by a space–frequency code. In this section, we
shall first relate angle spread and antenna spacing to the eigenvalues of the correlation matrices, and then use
these results to study the impact of the propagation environment on the performance of space–frequency
codes.

12.5.1 Impact of Propagation Parameters

12.5.1.1 Impact of Cluster Angle Spread

Let us restrict our attention to the transmit correlation matrix Sl (the same analysis applies to the Rl ).
Since Sl is Toeplitz, its limiting (MT →∞) eigenvalue distribution can be obtained as λl (ν) = ϑ3(π(ν−
T cos(θ̄ T,l )), e−

1
2 (2πT sin(θ̄ T,l )σθT,l )2

) with the third-order theta function defined in Equation 12.11. Similar
to the discussion in Section 12.3, it follows that λl (ν) will be flatter in the case of large antenna spacing
and/or large cluster angle spread (i.e., low spatial fading correlation). For small antenna spacing and/or
small cluster angle spread (i.e., high spatial fading correlation) λl (ν) will be peaky. For any MT , using
the fact that Sl = SH

l , the eigenvalues of Sl can be lower- and upper-bounded by the infimum and the
supremum of λl (ν). In particular, defining

m = ess inf
ν ∈ [0,1)

λl (ν) M = ess sup
ν ∈ [0,1)

λl (ν)

we have that [22]

m ≤ λi (Sl ) ≤ M, i = 0, 1, . . . , MT − 1.

This result can be used to provide an upper bound on the PEP in terms of λl (ν), and hence makes the
dependence of the PEP on cluster angle spread and antenna spacing more explicit. For example, assuming
flat fading (i.e., L = 1) and a nonsingular S0, we get from Equation 12.20 that

P (C→E) ≤
(

mE s

4σ 2
n

)−MR r (Cu) r (Cu)−1∏
i=0

λ
−MR
i (Cu)
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where Cu = σ 2
0 (C − E)T (C − E)∗. Now, using the normalization Tr(S0)=MT , it follows that m ≤ 1

with m = 1 if and only if S0 is unitary or, equivalently, spatial fading is uncorrelated. The presence of
spatial fading correlation can therefore be interpreted as a reduction in the effective SNR by a factor
of m.

12.5.1.2 Impact of Total Angle Spread

We shall next investigate the impact of total angle spread on the performance of space–frequency codes. Let
us start with the case of receive correlation only and assume that the receive antenna spacing or the receive
cluster angle spread is small so that the individual receive correlation matrices Rl are rank deficient. Consider
the extreme scenario σθR,l = 0 for l = 0, 1, . . . , L − 1, where Rl = a(θ̄ R,l )aH (θ̄ R,l ) (l = 0, 1, . . . , L − 1).
Next, assume that the Rl span mutually orthogonal subspaces; i.e., the a(θ̄ R,l ) are orthogonal to each other
and hence R1/2

l R1/2
l ′ = 0 for l �= l ′. Of course, for this to hold we need L ≤ MR . Roughly speaking, mutual

orthogonality of the a(θ̄ R,l ) requires that either the total receive angle spread be sufficiently large or MR is
large so that the receive array provides high spatial resolution. Now, if the correlation matrices Rl indeed
span mutually orthogonal subspaces, it follows that σ (CY ) = {σ (C̃Y ), 0, . . . , 0} with [14]

C̃Y = diag
{

σ 2
l [(C− E)∗(C− E)T ]⊗ Rl

}
l ∈L. (12.24)

The block diagonality of C̃Y implies several interesting properties. First, we note that Equation 12.24 im-
mediately yields d = d f

∑
l ∈L r (Rl ), where d f is the diversity order achieved by the space–frequency code

in the flat-fading spatially uncorrelated case. Moreover, we can infer from Equation 12.24 that the space–
frequency code design criteria reduce to the well-known space–time code design criteria first reported in [2].
Hence, in this case space–frequency code design for the broadband case reduces to classical space–time code
design for the narrowband case. This result has a physically intuitive explanation, which is as follows. Start
from the i.i.d. case (i.e., Rl = IMR for l = 0, 1, . . . , L − 1), where the design criteria are the classical rank
and determinant criteria [2] applied to the stacked matrix [

√
σ 2

0 (C− E)T . . .
√

σ 2
L−1 DL−1(C− E)T ]. In

order to achieve good performance in terms of error probability we need the columns of (C−E)T to be as
orthogonal as possible to each other and the columns of Dl (C− E)T to be as orthogonal as possible to the
columns of Dl ′(C−E)T for l �= l ′. Next, write (C−E)T = F(Ct −Et )T where F with [F]m,n = 1√

N
e− j 2π

N mn

is the N× N FFT matrix and exploit F−1Dl F(Ct − Et )T = (Ct−l − Et−l )T , where (Ct−l − Et−l ) denotes
the matrix obtained by cyclically shifting the rows of (Ct − Et ) by l positions to the right. The design
criteria can now be rephrased (exploiting the unitarity of the FFT) as the columns of (Ct − Et )T being as
orthogonal as possible to each other and the columns of (Ct−l − Et−l )T being as orthogonal as possible
to the columns of (Ct−l ′ − Et−l ′)T for l �= l ′. This means that the cyclically shifted versions of (Ct − Et )T

should be as orthogonal as possible to each other, so that the receiver can separate them and exploit
frequency diversity gain. This can be achieved by judicious space–frequency code design [23]. Now, in the
case of receive correlation only, where the Rl span mutually orthogonal subspaces, the separation of the
delayed replicas is provided by the channel as the different delayed versions excite mutually orthogonal
subspaces. Roughly speaking, if the total receive angle spread is large or MR is large, the spatial component
of the channel orthogonalizes the delayed versions of the transmitted signal and frequency diversity gain
is provided for free (assuming ML decoding).

We shall finally discuss the impact of total transmit angle spread on the performance of space–frequency
codes in the case of transmit correlation only. As already mentioned, in the presence of transmit correlation,
the performance of space–frequency codes depends very much on the geometry of the code relative to the
geometry of the transmit correlation matrices. Let us start by considering the flat-fading case (i.e., L = 1),
where CY = σ 2

0 (C − E)T S0(C − E)∗. Now, assume that either the transmit cluster angle spread or the
transmit antenna spacing is small so that S0 is rank deficient. In this case, the error events (C− E)∗ lying
in the null space of S0 will cause large PEP. Next, consider the case of multipath propagation where L > 1
and retain the assumption of small cluster angle spreads or small transmit antenna spacing. If the total
transmit angle spread is large, the Sl will span different subspaces and hence have different null spaces.
Consequently, if (C − E)∗ happens to lie in the null space of one of the Sl , it can still lie in the range of
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one of the other Sl , and hence using Equation 12.14 it follows that the PEP performance may still be good.
This effect will be studied further and quantified in Simulation Example 1 below.

Summarizing, we can conclude that increased total angle spread leads not only to an increased ergodic
capacity, as observed in Section 12.3, but also to a generally improved performance from an error probability
point of view.

12.5.2 Simulation Results

We conclude our discussion with simulation results that corroborate and quantify some of the analytical
results provided in Sections 12.4 and 12.5. Unless specified otherwise, we simulated a space–frequency
coded MIMO-OFDM system with MT =MR = 2, L = 2, T =R = 1, σ 2

0 = σ 2
1 = 1

2 , N = 32 tones, no
forward error correction, and ML decoding. The SNR is defined as SNR = 10 log10( MT E s

σ 2
n

). In all simulations
the channel was normalized to satisfy

∑
l ∈L E{‖Hl‖2

F } = MT MR . We employed a space–frequency coding
scheme where an arbitrary (inner) space–time code is used to transmit data in the first N

2 tones followed
by a repetition of this block. This construction ensures that the additionally available frequency diversity
is fully exploited [23].

12.5.2.1 Simulation Example 1

In this simulation example we study the impact of total transmit angle spread θ̄ T = θ̄ T,1 − θ̄ T,0 in
the presence of high transmit correlation (caused by small cluster angle spreads) on the performance
of space–frequency codes. As inner codes we used quadrature phase shift keying (QPSK)-based spatial
multiplexing [5, 6, 9], which amounts to transmitting independent data symbols on each tone and each
antenna, and the Alamouti scheme [3] based on QPSK. The transmit cluster angle spreads were chosen as
σθT,0 = σθT,1 = 0 so that Sl = a(θ̄ T,l )aH (θ̄ T,l ) (l = 0, 1). The receive antennas were assumed to fade in an
uncorrelated fashion (i.e., R0 = R1 = I2). The top diagram in Figure 12.6 shows the block error rate as a
function of θ̄ T with θ̄ T,0 = 0 for spatial multiplexing at an SNR of 14 dB and for the Alamouti scheme at
an SNR of 7 dB. We can clearly see that spatial multiplexing is very sensitive to total transmit angle spread
and that the performance improves significantly for the case where the array response vectors a(θ̄ T,0) and
a(θ̄ T,1) are close to orthogonal to each other. This is reflected by displaying the condition number of the
2× 2 matrix B = [a(θ̄ T,0) a(θ̄ T,1)] in the bottom diagram of Figure 12.6. The lower-rate Alamouti scheme
is virtually unaffected by the total transmit angle spread, which is due to the fact that it orthogonalizes
the channel irrespectively of the channel realization, and hence its performance is independent of the
rank properties of the channel. For spatial multiplexing the situation is different since the performance
depends critically on the rank of the channel realizations. To be more specific, we note that each transmit
correlation matrix Sl spans a one-dimensional subspace with the angle between these subspaces being a
function of total angle spread (as evidenced by the bottom plot of Figure 12.6). If the total transmit angle
spread is small, the two subspaces tend to be aligned so that transmit signal vectors that happen to lie in the
orthogonal complement of this subspace will cause high error probability. If the total angle spread is large,
the Sl tend to span different subspaces. Hence, if a transmit vector excites the null space of S0, it will lie in
the range space of S1 and vice versa. This leads to good performance in terms of error rate because none
of the transmit vectors will be attenuated by the channel (on average, where the average is with respect to
the random channel).

12.5.2.2 Simulation Example 2

This example investigates the impact of transmit and receive antenna correlation on the performance of
space–frequency codes. Figure 12.7 displays the block error rate for a system employing the two-antenna
16-state QPSK trellis code proposed in [2] as inner code. For MT = 2 and MR = 3, we show the cases of no
correlation (i.i.d. channel), transmit correlation only (T = 0.1, σθT,0 = σθT,1 = 0.25, θ̄ T,0= θ̄ T,1=π/4),
and receive correlation only (R = 0.1, σθR,0 = σθR,1 = 0.25, θ̄ R,0= θ̄ R,1=π/4), respectively. We note that
this choice of channel parameters results in |ρ(, θ̄ l , σθl )| = 0.994 and |ρ(2, θ̄ l , σθl )| = 0.976 for l = 0, 1,
which basically amounts to fully correlated spatial fading. Figure 12.7 shows that best performance is
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FIGURE 12.6 Impact of total transmit angle spread on performance of space-frequency codes.
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achieved in the i.i.d. case (as expected), performance degrades in the presence of transmit correlation only,
and degrades even more in the presence of receive correlation only. This asymmetry between the transmit
and receive correlation cases can be explained as follows. In the i.i.d. case the channel offers diversity
order d = MT MR L = 12. For the correlated cases we make the simplifying assumption |ρ(, θ̄ l , σθl )| =
|ρ(2, θ̄ l , σθl )| = 1 for l = 0, 1, which implies r (S0) = r (S1) = r (R0) = r (R1) = 1. In the case of transmit
correlation only, the diversity order follows from Equation 12.21 as d = MR(r (S0)+ r (S1)) = 6, whereas
in the case of receive correlation only Equation 12.19 yields d ≤ MT (r (R0)+r (R1)) = 4. These differences
in the achievable diversity order are reflected in the error rate performance depicted in Figure 12.7. While
not shown in the diagram, we emphasize that the performance gap between transmit correlation only and
receive correlation only is even more pronounced for higher SNR.

12.5.2.3 Simulation Example 3

This simulation example compares the performance of orthogonal and nonorthogonal space–frequency
codes in the presence of transmit correlation.3 We have seen above that the impact of transmit antenna
correlation is highly dependent on how the code excites the channel (i.e., the code geometry) relative to the
channel geometry. Given that the transmitter does not know the channel, an orthogonal scheme such as
the Alamouti scheme, which excites all spatial directions uniformly, should exhibit maximum robustness
with respect to this kind of channel impairment. Nonorthogonal schemes such as spatial multiplexing do
not excite all spatial directions uniformly and hence suffer from widely varying performance losses in the
presence of transmit correlation. In order to demonstrate this effect, we compared a 16-QAM (quadrature
amplitude modulation)-based Alamouti scheme as a simple orthogonal inner code to spatial multiplexing
based on QPSK (nonorthogonal inner code). Note that this choice of symbol constellations ensures that
the transmission rate is the same in both cases. The SNR was kept constant at 12 dB, while the absolute
value of the transmit antenna correlation coefficient was varied from 0 to 1. The correlation matrix was
chosen to be identical for both taps. Figure 12.8 shows the resulting bit error rates assuming Gray encoding.
It is clearly seen that while with uncorrelated transmit antennas the Alamouti scheme performs inferior
compared to spatial multiplexing, performance degradation with increasing correlation is much worse for
spatial multiplexing, such that at full correlation the Alamouti scheme performs significantly better. These
performance differences along with the results of Simulation Example 1 lead us to the conclusion that
space–frequency block codes exhibit superior robustness with respect to varying propagation conditions
when compared to (spatially) high-rate schemes such as spatial multiplexing.

12.5.2.4 Simulation Example 4

The last simulation example studies the impact of K -factor and geometry of the Ricean component on
the performance of space–frequency codes. We compared a 2 bits/tone spatial multiplexing binary PSK
(BPSK) code to a simple BPSK-based delay diversity scheme with delay 4 (achieved by premultiplying the
signals with a linear phase factor in the frequency domain). In both cases, we used a rate 1/2, constraint
length 4 convolutional code with generator polynomials 15 and 17, and random interleaving. Hence, the
overall transmission rate for delay diversity was half the transmission rate for spatial multiplexing. We
emphasize that the difference in overall transmission rate results from the fact that the spatial rate of delay
diversity (one symbol per vector transmission) is half the spatial rate of spatial multiplexing (two symbols
per vector transmission). This ensures that the performance differences between the two schemes are due
to the different spatial signaling structures and rates. The receiver for spatial multiplexing first separates
the spatial signals using a minimum mean square error (MMSE) front end and then performs soft Viterbi
decoding, whereas in the case of delay diversity a soft Viterbi decoder only was used (spatial separation is
not required because the two transmit antennas are effectively collapsed into one antenna). The matrices

3A space–frequency code is referred to as orthogonal or nonorthogonal if the inner space–time code is orthogonal
or nonorthogonal, respectively.
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H̄l were generated using the parametric model described in Equation 12.6. The four cases depicted in
Figure 12.9 and Figure 12.10, respectively, are:

� Scenario 1: Pure Rayleigh fading on both taps, i.e., K0 = K1 = 0.
� Scenario 2: In this and the remaining cases K0 = K1 = 16 dB. Only one significant path is present

in each of the two taps, i.e., P0 = P1 = 1; therefore r (H̄0) = r (H̄1) = 1. The angle spread
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FIGURE 12.9 Impact of K -factor (K = K0 = K1) and geometry of Ricean component on performance of MIMO-
OFDM spatial multiplexing.
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diversity combined with convolutional code.

across the two taps is zero so that H̄0 = H̄1. Due to the finite constellation used here, the specific
realization of the Ricean channel component has a large impact on performance. In order to make
our conclusions representative, we average over a uniform distribution of angles of arrival and
departure (which determine the Ricean channel component) between 0 and 2π .

� Scenario 3: Again both taps have only one significant path, but there is an angle spread of π
2 across

the taps, such that H̄0 and H̄1 are still rank 1, but not identical anymore. Also, we again average
over a uniform angle of arrival and departure distribution, but the angle difference between the two
taps is kept constant at π

2 for both the angle of arrival and departure.
� Scenario 4: Flat-fading scenario (i.e., L = 1), but two paths adding up at this single tap, i.e., P0 = 2,

resulting in a rank 2 matrix H̄0. The angles of arrival and departure were chosen such that H̄0 is
orthogonal.

12.5.2.4.1 Spatial Multiplexing
From Figure 12.9 it is clearly seen that depending on the propagation environment a high K -factor
can be either beneficial or detrimental. In Scenario 2, the matrices H̄(e j 2π

N k) have a rank of 1 for k =
0, 1, . . . , N − 1, thus severely impeding spatial multiplexing performance. Scenario 4 leads to good
performance since H̄(e j 2π

N k) = H̄0 is orthogonal for k = 0, 1, . . . , N − 1. Finally, we can see that in
Scenario 3 we obtain significantly better performance than in Scenario 2, which is due to the fact that the
high angle spread across the two taps results in full-rank H̄(e j 2π

N k), even though H̄0 and H̄1 each have a
rank of 1. In Scenario 3 if only one tap were present the H̄(e j 2π

N k) (k = 0, 1, . . . , N − 1) would be rank
deficient, and hence the performance would be comparable to Scenario 2. It is therefore interesting to
observe that the presence of frequency selectivity (provided that the delayed paths increase the total angle
spread) can improve performance in the Ricean MIMO case. This is in contrast to the SISO Ricean case
where frequency selectivity leads to performance degradation when compared to the frequency-flat case.

12.5.2.4.2 Delay Diversity Combined with Convolutional Code
The same trends are true for the lower-rate delay diversity scheme, but the differences are less pronounced.
In particular, Scenario 2 exhibits a much smaller performance loss compared to the Rayleigh fading case.
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This is due to the fact that since we are dealing with a scheme with half the spatial signaling rate, the rank
properties and condition numbers of the H̄(e j 2π

N k) are less important than in the case of spatial multiplexing.

Glossary

Diversity gain — Improvement in link reliability obtained by transmitting the same data on indepen-
dently fading branches.

Fading — Fluctuation in the signal level due to shadowing and multipath effects.
FFT — Fast Fourier transform.
Forward error correction (FEC) — A technique that inserts redundant bits during transmission to help

detect and correct bit errors during reception.
IFFT — Inverse fast Fourier transform.
Interleaving — A form of data scrambling that spreads bursts of bit errors evenly over the received data

allowing efficient forward error correction.
Link reliability — Measure for the quality of a wireless communication link.
Multiple-input multiple-output (MIMO) — Wireless communication system employing an antenna ar-

ray at both ends of the link.
(Spatial) multiplexing gain — Capacity gain at no additional power or bandwidth consumption obtained

through the use of multiple antennas at both ends of a wireless radio link.
Orthogonal frequency division multiplexing (OFDM) — Modulation scheme that divides the available

frequency band into subcarriers (or tones) of smaller bandwidth and thereby drastically simplifies
equalization.

Space–frequency coding — Coding technique that realizes spatial and frequency diversity gains without
knowing the channel in the transmitter by spreading information across antennas (space) and
frequency.

Space–time coding — Coding technique that realizes spatial diversity gain without knowing the channel
in the transmitter by spreading information across antennas (space) and time.

Spatial multiplexing — Signaling technique to realize spatial multiplexing gain.

Further Information

The books [24–26] contain excellent introductions to and overviews of MIMO wireless and space–time
coding. Four special issues have appeared on MIMO wireless in the past 2 years in the IEEE Transactions
on Signal Processing (October 2002 and October 2003), IEEE Journal on Selected Areas in Communications
(April and June 2003), and the IEEE Transactions on Information Theory (October 2003).
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Abstract

We present an overview of physical-layer techniques for space–time-coded signaling over broadband
wireless channels. This includes a discussion of information-theoretic performance limits, transmitter
techniques, and receiver signal processing techniques. The latter are classified into coherent or noncoher-
ent techniques depending on whether channel knowledge at the receiver is required. Practical algorithms
for multiple-antenna channel estimation under quasi-static and rapidly varying channel conditions are
presented. Effective space–time algorithms for joint equalization/decoding and for interference cancella-
tion are also described. We conclude with a discussion of future challenges. Throughout the chapter, our
objective is to optimize the performance of space–time signal processing algorithms subject to practical
complexity constraints.

13.1 Introduction

The salient feature of wireless transmission is the randomness of the communications channel, which
leads to random fluctuations in the received signal commonly known as fading. This randomness can
be exploited to enhance performance through diversity. We broadly define diversity as the method of
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conveying information through multiple independent instantiations of these random fades. There are
several forms of diversity; our focus in this chapter will be on spatial diversity through multiple independent
transmit/receive antennas. Information theory has been used to show that multiple antennas have the
potential to dramatically increase achievable bit rates [1], thus converting wireless channels from narrow
to wide data pipes.

The earliest form of spatial transmit diversity is the delay diversity scheme proposed in [2, 3] where a
signal is transmitted from one antenna, then delayed one time slot, and transmitted from the other antenna.
Signal processing is used at the receiver to decode the superposition of the original and time-delayed
signals. Viewing multiple-antenna diversity as independent conduits of information, more sophisticated
transmission (coding) schemes can be designed to get closer to theoretical performance limits. Using this
approach, we focus on space–time coding (STC) schemes defined by Tarokh et al. [4] and Alamouti [5],
which introduce temporal and spatial correlation into the signals transmitted from different antennas
without increasing the total transmitted power or the transmission bandwidth. There is, in fact, a diversity
gain that results from multiple paths between the base station and user terminal, and a coding gain that
results from how symbols are correlated across transmit antennas. Significant performance improvements
are possible with only two antennas at the base station and one or two antennas at the user terminal, and
with simple receiver structures. The second antenna at the user terminal can be used to further increase
system capacity through interference suppression.

In only a few years, space–time codes have progressed from invention to adoption in the major wireless
standards. For wideband code division multiple access (WCDMA) where short spreading sequences are
used, transmit diversity provided by space–time codes represents the difference between data rates of 100
and 384 kb/s. Section 13.4 describes modern multiple-antenna coding and signal processing methods that
take steps toward the theoretically predicted gains of Section 13.3. Our emphasis is on solutions that in-
clude channel estimation, joint decoding and equalization, and where the complexity of signal processing
is practical. The new world of multiple transmit and receive antennas requires significant modification of
techniques developed for single-transmit single-receive communication. Since receiver cost and complex-
ity are important considerations, our treatment of innovation in signal processing is grounded in systems
with one, two, or four transmit antennas and one or two receive antennas. For example, the interference
cancellation techniques presented in Section 13.4 enable transmission of 1 Mb/s over a 200-kHz EDGE
(enhanced data rate for GSM (Global System for Mobile) Communications Evolution) channel using four
transmit and two receive antennas. Hence, our limitation on numbers of antennas does not significantly
dampen user expectations.

Initial STC research efforts focused on narrowband flat-fading channels [4–6]. Successful implemen-
tation of STC over multiuser broadband frequency-selective channels requires the development of novel,
practical, and high-performance signal processing algorithms for channel estimation, joint equaliza-
tion/decoding, and interference suppression. This task is quite challenging due to the long delay spread of
broadband channels, which increases the number of channel parameters to be estimated and the number
of trellis states in joint equalization/decoding, especially with multiple transmit antennas. This, in turn,
places significant additional computational and power consumption loads on user terminals. On the other
hand, development and implementation of such advanced algorithms for broadband wireless channels
promise even more significant performance gains than those reported for narrowband channels [4–6] due
to availability of multipath (in addition to spatial) diversity gains that can be realized. By virtue of their
design, space–time-coded signals enjoy rich structure that can (and should) be exploited to develop near-
optimum reduced-complexity modem signal processing algorithms. The organization of this chapter is as
follows. Section 13.2 lays out the broadband wireless channel model assumed and used as a basis for the
information-theoretic and signal transmission developments in Sections 13.3 and 13.4, respectively. The
former includes discussion of Shannon capacity, diversity order, and STC design criteria whereas the latter
covers signal processing techniques for space–time transceivers. The chapter is concluded in Section 13.5
with a summary and discussion of several future challenges. Throughout this chapter, the notations (·)∗
and (·̄) are used interchangeably to denote the complex conjugate transpose operation.
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13.2 Broadband Wireless Channel Model

A typical outdoor wireless propagation environment is depicted in Figure 13.1 where the mobile wireless
terminal is communicating with a wireless access point (base station). The signal transmitted from the
mobile may reach the access point directly (line of sight) or through multiple reflections on local scatterers
(buildings, mountains, etc.). As a result, the received signal is affected by multiple random attenuations
and delays. Moreover, the mobility of either the nodes or the scattering environment may cause these
random fluctuations to vary with time. Furthermore, a shared wireless environment may cause undesirable
interference to the transmitted signal. The combined effect of these factors makes wireless a challenging
communication environment.

For a transmitted signal s (t), the continuous-time received signal yc (t) can be expressed as

yc (t) =
∫

hc (t; τ )s (t − τ )dτ + z(t) (13.1)

where hc (t; τ ) is the response of the time-varying channel1 if an impulse is sent at time t − τ , and z(t) is
the additive Gaussian noise. To collect discrete-time sufficient statistics we need to sample Equation 13.1
faster than the Nyquist rate. That is, we sample Equation 13.1 at a rate larger than 2(WI +Ws ), where WI

is the input bandwidth and Ws is the bandwidth of the channel time variation. In this chapter, we assume
that this criterion is met and therefore we focus on the following discrete-time model:

y(k) = yc (kTs ) =
ν∑

l=0

h(k; l)x(k − l)+ z(k) (13.2)

Local to Base

Base Station

Local to Base

Remote

Remote

Local to Mobile

FIGURE 13.1 Radio propagation environment.

1Including the effects of transmit/receive filters.
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where y(k), x(k), and z(k) are the output, input, and noise samples at sampling instant k, respectively, and
h(k; l) represents the sampled time-varying channel impulse response (CIR) of finite memory ν. Any loss
in modeling the channel as having a finite-duration impulse response can be made small by appropriately
selecting ν.

Three key characteristics of broadband mobile wireless channels are time selectivity, frequency selectivity,
and space selectivity. Time selectivity arises from mobility, frequency selectivity arises from broadband
transmission, and space selectivity arises from the spatial interference patterns of the radio waves. The
three respective key parameters in the characterization of mobile broadband wireless channels are coherence
time, coherence bandwidth, and coherence distance. The coherence time is the time duration over which
each CIR tap can be assumed constant. It is approximately equal to the inverse of the Doppler frequency.2

The channel is said to be time selective if the symbol period is larger than the channel coherence time.
The coherence bandwidth is the frequency duration over which the channel frequency response can be
assumed flat. It is approximately equal to the inverse of the channel delay spread.3 The channel is said to
be frequency selective if the symbol period is smaller than the delay spread of the channel. Likewise, the
coherence distance is the maximum spatial separation over which the channel response can be assumed
constant. This can be related to the behavior of arrival directions of the reflected radio waves and is
characterized by the angular spread of the multiple paths [7, 8]. The channel is said to be space selective
between two antennas if their separation is larger than the coherence distance.

The channel memory causes interference among successive transmitted symbols that results in signif-
icant performance degradation unless corrective measures (known as equalization) are implemented. In
this chapter, we shall use the terms frequency-selective channel, broadband channel, and intersymbol inter-
ference (ISI) channel interchangeably. The introduction of Mt transmit and Mr receive antennas leads to
the following generalization of the basic channel model:

y(k) =
ν∑

l=0

H(k; l)x(k − l)+ z(k) (13.3)

where the Mr × Mt complex matrix H(k; l) represents the l th tap of the channel matrix response with
x ∈ C

Mt as the input and y ∈ C
Mr as the output. The input vector may have independent entries to achieve

high throughput (e.g., through spatial multiplexing) or correlated entries through coding or filtering to
achieve high reliability (better distance properties, higher diversity, spectral shaping, or desirable spatial
profile). Throughout this article, the input is assumed to be zero mean and satisfy an average power
constraint, i.e., E[||x(k)||2] ≤ P . The vector z ∈ C

Mr models the effects of noise and interference.4 It
is assumed to be independent of the input and is modeled as a complex additive circularly symmetric
Gaussian vector with z ∼ CN (0, Rzz), i.e., a complex Gaussian vector with mean 0 and covariance Rzz .
Finally, we modify the basic channel model to accommodate a block or frame of N consecutive symbols.
Now Equation 13.3 can be expressed in matrix notation as

y = Hx+ z (13.4)

where y, z ∈ C
N.Mr , x ∈ C

Mt (N+ν), and H ∈ C
N.Mr×Mt (N+ν). In each input block, we insert a guard sequence

of length equal to the channel memory ν to eliminate interblock interference (IBI). In practice, the most
common choices for the guard sequence are the all–zeros sequence (also known as zero stuffing) and the
cyclic prefix (CP). When the channel is known at the transmitter, it is possible to increase throughput by
optimizing the choice of the guard sequence.

2The Doppler frequency is a measure of the frequency spread experienced by a pure sinusoid transmitted over the
channel. It is equal to the ratio of the mobile speed to the carrier wavelength.

3The channel delay spread is a measure of the time spread experienced by a pure impulse transmitted over the
channel.

4Including co-channel interference, adjacent channel interference, and multiuser interference.
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The channel model in Equation 13.4 includes several popular special cases. First, the quasi-static channel
model follows by assuming the channel time invariant within the transmission block. In this case, using
the cyclic prefix makes the channel matrix H block circulant, hence diagonalizable using the fast Fourier
transform (FFT). Second, the flat-fading channel model follows by setting ν= 0, which renders the channel
matrix H a block diagonal matrix. Third, the channel model for single-antenna transmission, reception,
or both follows directly by setting Mt , Mr , or both equal to 1, respectively.

13.3 Information-Theoretic Considerations

13.3.1 Shannon Capacity of Fading ISI Channels

Transmitter and receiver diversity for time-invariant ISI channels have been examined in [9–11] and
references therein. In [9, 11], the time-invariant multiple-input multiple-output (MIMO) ISI channel is
studied when both the transmitter and the receiver have perfect side information of the channel state.
When dealing with time-invariant channels, the Fourier basis is the eigenbasis of the channel and one
can easily develop a capacity argument using standard techniques [12]. Using such an argument, it is
shown in [11] that the capacity scales linearly with the number of antennas (min{Mt , Mr }) at high signal-
to-noise ratio (SNR). Therefore, since the Fourier basis is optimal in this case, orthogonal frequency
division multiplexing (OFDM) is a good choice as a modulation technique for the MIMO channel. In
[13] only the receiver is assumed to know the fading channel state. However, a quasi-static assumption
where the channel is assumed to be time invariant over the transmission block is used, making it suitable
for slowly time-varying channels where transmission bandwidth >> Doppler spread. Here too, since the
channel is block time invariant, the Fourier basis is the eigenbasis for the channel and therefore is the
optimal transmission basis. The rate of reliable information transmission for the scalar ISI channel has
been derived in [13] in terms of the expected mutual information. This argument can easily be generalized
[14] to the multiple-antenna block-fading ISI channel as

lim
n→∞

Rn = (2π)−1
E

[∫ 2π

0

log(|I+H( f )S( f )HH ( f )/σ 2|)df

]
(13.5)

where H( f ) is the Fourier transform of the channel matrix and S( f ) is the input power spectral density.
In general, maximizing Equation 13.5 with respect to S( f ) is a hard problem and further simplifying
assumptions need to be made for solving this problem. However, schemes using a flat input spectrum in
both time and space may be practical [1, 4, 15].

For time-varying channels, there is an inherent conflict between increasing the transmission block
length (for coding arguments) and the block time invariance assumption. Therefore, as the block length
increases, there could be time variations within a transmission block. In this case, the Fourier basis is no
longer the optimal basis for transmission and would suffer loss of orthogonality since it would not be the
eigenbasis for the time-varying channel. The general question of a characterization of capacity for such a
channel is open. Some lower bounds on capacity have been developed [14, 16].

13.3.2 Diversity Order

The focus in Section 13.3.1 was on transmission rate. Another very practical performance criterion is
probability of error. This is particularly important when we are coding over a small number of blocks (low
delay) where the Shannon capacity is zero [13] and, therefore, we need to design for low error probability.
By characterizing the error probability, we can also formulate design criteria for space–time codes in
Section 13.3.3

Since we are allowed to transmit a coded sequence, we are interested in the probability that an erroneous
code word e is mistaken for the transmitted code word x. This is called the pairwise error probability (PEP)
and is then used to bound the error probability. This is analyzed under the condition that the receiver has
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perfect channel state information. However, a similar analysis can be performed when the receiver does
not know the channel state information but has statistical knowledge of the channel.

For simplicity, we shall first present the result for a flat-fading Rayleigh channel (where ν = 0). In the
case when the receiver has perfect channel state information, we can bound the PEP between x and e
(denoted by P (x → e)) as follows [4, 17]:

P (x → e)≤
[

1∏Mt

n=1

(
1+ E s

4N0
λn

)
]Mr

(13.6)

where λn are the eigenvalues of the matrix A(x, e) = B∗(x, e)B(x, e) and

B(x, e) =

⎛
⎜⎜⎝

x1(1)− e1(1) · · · xMt (0)− eMt (0)

...
...

...

x1(N − 1)− e1(N − 1) · · · xMt (N − 1)− eMt (N − 1)

⎞
⎟⎟⎠ (13.7)

If q denotes the rank of A(x, e), (i.e., the number of nonzero eigenvalues) then we can rewrite Equation 13.6
as

P (x → e)≤
[

q∏
n=1

λn

]−Mr (
E s

4N0

)−q Mr

(13.8)

Thus, we define the notion of diversity order as follows: a scheme that has an average error probability
P̄e (SNR) as a function of SNR that behaves as

lim
SNR→∞

log( P̄e (SNR))

log(SNR)
= −d (13.9)

is said to have a diversity order of d .
In other words, a scheme with diversity order d has an error probability at high SNR behaving as

P̄e (SNR) ≈ SNR−d . Given this definition, we can see that the diversity order in Equation 13.8 is at most
q Mr . Moreover, in Equation 13.8 we obtain an additional coding gain of (

∏q
n=1 λn)1/q .

Note that in order to obtain the average error probability, one can do a naive union bound using the
pairwise error probability given in Equation 13.8. However, this bound may not be tight and a more
careful upper bound for the error probability can be derived [18]. However, if we ensure that every pair of
code words satisfies the diversity order in Equation 13.8, then clearly the average error probability satisfies
it as well. Therefore, code design for diversity order through pairwise error probability is a sufficient
condition, although more detailed criteria can be derived based on a more accurate expression for average
error probability. The error probability analysis can easily be extended to the cases of quasi-static or
time-varying ISI channels (see, e.g., [19]).

In order to design practical codes that achieve a performance target, we need to gain insights from
the analysis to state design criteria. For example, in the flat-fading case of Equation 13.8 we can state the
following rank and determinant design criteria [4, 17].

13.3.3 Design Criteria for Space--Time Codes over Flat-Fading Channels
� Rank criterion: To achieve maximum diversity Mt Mr , the matrix B(x, e) from Equation 13.7 has

to be full rank for any code words x, e. If the minimum rank of B(x, e) over all pairs of distinct
codewords is q , then a diversity order of q Mr is achieved.

� Determinant criterion: For a given diversity order target of q , maximize (
∏q

n=1 λn)1/q over all pairs
of distinct code words.

A similar set of design criteria can be stated for the quasi-static ISI fading channel [19].
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Therefore, if we need to construct codes satisfying these design criteria, we can guarantee performance
in terms of diversity order. The main problem in practice is to construct codes that do not have large
decoding complexity. This sets up a familiar tension on the design in terms of satisfying the perfor-
mance requirements and having low-complexity decoding. In Section 13.4, we outline constructions that
explore this tension and are motivated by the theoretical considerations outlined above.

If coherent detection is difficult or too costly, one can do noncoherent detection for the multiple-antenna
channel [20]. Though it is demonstrated in [20] that a training-based technique achieves the same capacity–
SNR slope as the optimal, there might be a situation where inexpensive receivers are needed because channel
estimation cannot be accommodated. In such a case, differential techniques that satisfy the diversity order
might be desirable. There has been significant recent work on differential transmission with noncoherent
detection (see, for example, [21] and references therein), and this is a topic we discuss in Section 13.4.2.2.

13.4 Signal Transmission Issues

This section deals with physical-layer techniques for MIMO broadband wireless channels under practical
conditions. The main focus of this section is on signal processing algorithms in space–time transceivers. We
start in Section 13.4.1 by examining transmitter techniques that improve the throughput or reliability of
wireless communication over broadband MIMO channels. These techniques include spatial multiplexing
(which improves throughput), transmit diversity (which improves reliability) including space–time trellis
and block codes, and OFDM (which mitigates the channel’s frequency selectivity). In Section 13.4.2, we
describe in some detail two classes of receiver techniques for joint equalization and decoding of space–time-
coded transmissions. The first class is coherent techniques that require channel estimation. We consider
both quasi-static and rapidly varying channels for this class of techniques. We also consider adaptive
techniques that do not explicitly estimate the channel but rather learn and track its characteristics using
training symbols and previous decisions. The second class is noncoherent techniques where no channel
estimation is required, which makes them especially attractive for rapidly varying channels where accurate
channel estimation becomes very challenging.

13.4.1 Transmitter Techniques

In this section, we describe transmitter techniques that enhance the performance of multiple-transmit
antenna systems either by increasing their bit rate through spatial multiplexing or by decreasing their
average error rate through spatial diversity. We briefly discuss the fundamental trade-off in achieving these
two performance objectives. Other forms of transmit diversity are also described and compared. Finally,
an effective modulation technique known as OFDM, suitable for broadband channels, is described and its
pros and cons delineated.

13.4.1.1 Spatial Multiplexing (BLAST)

By adding Mt transmit and Mr receive antennas, the achievable rate is further multiplied by min(Mt , Mr ).
A major challenge in realizing this significant additional throughput gain in practice is the development
of cost-effective integrated multiple-chain radio frequency (RF) implementations and of low-complexity
MIMO receiver architectures. An example of the latter is the Bell Labs Layered Space–Time (BLAST)
architecture [22, 23] where the multiple transmitted data streams are separated and detected successively
using a combination of array processing (nulling) and multiuser detection (interference cancellation)
techniques.

In its most basic form known as Vertical (V)-BLAST, the receiver signal processing functions are similar
to a decision feedback equalizer (DFE) operating in the spatial domain where the nulling operation
is performed by the feedforward filter and the interference cancellation operation is performed by the
feedback filter [24]. As in all feedback-based detection schemes, V-BLAST suffers from error propagation
effects, which are further exacerbated by the fact that the first detected stream (typically chosen to be the
one with the highest detection SNR) enjoys the smallest diversity order of (Mr − Mt + 1) since (Mt − 1)
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spatial degrees of freedom are used to null interference from the other (Mt − 1) data streams yet to be
detected.

Several techniques have been proposed to enhance the performance of V-BLAST such as using minimum
mean square error (MMSE) interference cancellation instead of nulling, assigning variable data rates to
the various streams where the first detected streams that pass through less reliable channels (smaller
diversity order) are assigned a smaller data rate than streams passing through more reliable channels,
performing maximum likelihood (ML) detection on the first few unreliable streams [24] or reduced-
complexity ML detection for all streams using the sphere decoder algorithm [25],5 and combining BLAST
with soft-information-based iterative turbo detection algorithms [26, 27].

We conclude with the following two remarks. First, the BLAST architecture has been extended to
the broadband channel scenario using a MIMO generalization of the classical DFE [28, 29]. Second,
the presence of antenna correlation and the lack of scattering richness in the propagation environment
reduce the achievable rates of spatial multiplexing techniques from their theoretical projections under ideal
assumptions. Nevertheless, recent experimental results show that a substantial fraction of these theoretical
rates is still achievable under practical propagation scenarios [30].

13.4.1.2 Transmit Diversity Techniques

Fading is a major performance-limiting impairment on wireless channels that arises mainly from de-
structive addition of multipaths in the propagation medium. Diversity techniques mitigate fading by
transmitting multiple correlated replicas of the same information signal through independently fading
channel realizations that are much less likely to fade simultaneously than each individually. Diversity
techniques can be classified according to the domain in which they are created into three main categories:
temporal, frequency, and spatial diversities (see, e.g., [4] for more discussion). Our focus in this article will
be on spatial diversity where multiple antennas are used at the transmitter or receiver to provide multiple
independently fading paths6 for the transmitted signals that carry the same information (spatial redun-
dancy). Spatial diversity techniques provide significant performance gains without sacrificing precious
bandwidth or transmit power resources.

Spatial diversity techniques fall under two main categories: transmit diversity and receive diversity.
Receive diversity combines multiple independently received signals (corresponding to the same trans-
mitted signal), can utilize channel state information (CSI) available at the receiver, and is more suitable
for the uplink (since it is more cost-effective to implement multiple antennas at the base station than
at the terminal). Transmit diversity is more challenging to provision and realize because it involves the
design of multiple correlated signals from a single information signal without utilizing CSI (typically
not available accurately at the transmitter end). Furthermore, transmit diversity must be coupled with
effective receiver signal processing techniques that can extract the desired information signal from the
distorted and noisy received signal. Transmit diversity is more practical than receive diversity for en-
hancing the downlink (which is the bottleneck in broadband asymmetric applications such as Internet
browsing and downloading) to preserve the small size and low-power consumption features of the user
terminal. A common attribute of transmit and receive diversity is that both experience diminishing returns
(i.e., diminishing SNR gains at a given error of probability) as the number of antennas increases [7], which
makes them effective, from a performance–complexity trade-off point of view, for small numbers of anten-
nas (typically less than four). This is in contrast with spatial multiplexing gains where the rate multiplexing
gains continue to increase linearly with the number of antennas (assumed equal at both ends).

There are two main classes of multiple-antenna transmitter techniques: closed loop and open loop. The
former uses a feedback channel to send CSI acquired at the receiver back to the transmitter to be used

5Using ML detection techniques also allows us to relax the assumption Mt ≤ Mr needed in the traditional BLAST
algorithm [23].

6This can be ensured by placing the antennas sufficiently apart (more than the coherence distance).
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in signal design, while the latter does not require CSI. Assuming availability of ideal (i.e., error-free and
instantaneous) CSI at the transmitter, closed-loop techniques have an SNR advantage of 10 log10(Mt ) dB
over open-loop techniques due to the array gain factor [5]. However, several practical factors degrade
the performance of closed-loop techniques, including channel estimation errors at the receiver, errors
in feedback link (due to noise, interference, and quantization effects), and feedback delay that causes a
mismatch between available and actual CSI. All of these factors combined with the extra bandwidth and
system complexity resources needed for the feedback link make open-loop techniques more attractive as
a robust means for improving downlink performance for high-mobility applications, while closed-loop
techniques (such as beam forming) become attractive under low-mobility conditions. Our focus in this
article will be exclusively on open-loop spatial transmit diversity techniques due to their applicability
to both scenarios.7 Beam-forming techniques are discussed extensively in several tutorial papers such as
[32, 33].

The simplest example of open-loop spatial transmit diversity techniques is delay diversity [2, 3] where
the signal transmitted at sampling instant k from the i th antenna is xi (k) = x(k − li ) for 2 ≤ i ≤ Mt and
x1(k) = x(k) where li denotes the time delay (in symbol periods) on the i th transmit antenna. Assuming
a single receive antenna, the D-transform8 of the received signal is given by

y(D) = x(D)

(
h1(D)+

Mt∑
i=2

Dli hi (D)

)
+ z(D) (13.10)

It is clear from Equation 13.10 that delay diversity transforms spatial diversity into multipath diversity that
can be realized through equalization [34]. For flat-fading channels, we can set li = (i − 1) and achieve full
(i.e., order — Mt ) spatial diversity using an ML equalizer with (2b)Mt−1 states where 2b is the input alphabet
size. However, for frequency-selective channels, a delay of at least li = (i − 1)(ν + 1) is needed to ensure
that coefficients from the various spatial finite impulse response (FIR) channels do not interfere with each
other causing a diversity loss. This, in turn, increases equalizer complexity to (2b)(Mt−1)(ν+1) states, which
is prohibitive even for moderate b, Mt , and ν. In the next section, we describe another family of open-loop
spatial transmit diversity techniques known as space–time block codes that achieve full spatial diversity
with practical complexity even for frequency-selective channels with long delay spreads.

13.4.1.3 Space--Time Coding

Space–time coding has received considerable attention in academic and industrial circles [35, 36] due to
its many advantages. First, it improves the downlink performance without the need for multiple receive
antennas at the terminals. For example, for WCDMA, STC techniques where shown in [37] to result in
substantial capacity gains due to the resulting “smoother” fading, which in turn makes power control more
effective and reduces the transmitted power. Second, it can be elegantly combined with channel coding,
as shown in [4], realizing a coding gain in addition to the spatial diversity gain. Third, it does not require
CSI at the transmitter, i.e., operates in open-loop mode, thus eliminating the need for an expensive and,
in case of rapid channel fading, unreliable reverse link. Finally, it has been shown to be robust against
nonideal operating conditions such as antenna correlation, channel estimation errors, and Doppler effects
[6, 38]. There has been extensive work on the design of space–time codes since its introduction in [4]. The
combination of the turbo principle [39, 40] with space–time codes has been explored (see, for example,
[41, 42] among several other references). In addition, the application of linear density parity check (LDPC)
codes [43] to space–time coding has been explored (see, for example, [44] and references therein). We
focus our discussion on the basic principles of space–time codes and describe two main flavors: trellis and
block codes.

7It is also possible to combine closed-loop and open-loop techniques as shown recently in [31].
8The D-transform of a discrete-time sequence {x(k)}N−1

k=0 is defined as x(D) =∑N−1

k=0
x(k)Dk . It is derived from

the Z-transform by replacing the unit delay Z−1 by D.
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13.4.1.3.1 Space–Time Trellis Codes
The space–time trellis encoder maps the information bit stream into Mt streams of symbols (each belonging
in a size-2b signal constellation) that are transmitted simultaneously.9 Space–time trellis code (STTC)
design criteria are based on minimizing the PEP bound in Section 13.3.2.

As an example, we consider the 8-state 8-PSK (phase shift keying) STTC for two transmit antennas
introduced in [4] whose trellis description is given in Figure 13.2, where the edge label c1c2 means that
symbol c1 is transmitted from the first antenna and symbol c2 from the second antenna. The different
symbol pairs in a given row label the transitions out of a given state, in order, from top to bottom. An
equivalent and convenient (for reasons to become clear shortly) implementation of the 8-state 8-PSK
STTC encoder is depicted in Figure 13.3. This equivalent implementation clearly shows that the 8-state
8-PSK STTC is identical to classical delay diversity transmission [34], except that the delayed symbol from
the second antenna is multiplied by −1 if it is an odd symbol, i.e., ∈ {1, 3, 5, 7}. This slight modification
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FIGURE 13.2 8-State 8-PSK space–time trellis code with two transmit antennas and a spectral efficiency of 3 bits/s/Hz.

9The total transmitted power is divided equally among the Mt transmit antennas.
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FIGURE 13.3 Equivalent encoder model for 8-state 8-PSK space–time trellis code with two transmit antennas.

results in additional coding gain over a flat-fading channel. We emphasize that this STTC does not achieve
the maximum possible diversity gains (spatial and multipath) on frequency-selective channels; however,
its performance is near optimum for practical ranges of SNR on wireless links[45].10 Furthermore, when
implementing the 8-state 8-PSK STTC described above over a frequency-selective channel, its structure can
be exploited to reduce the complexity of joint equalization and decoding. This is achieved by embedding the
space–time encoder in Figure 13.3 in the two channels h1(D) and h2(D), resulting in an equivalent single-
input single-output (SISO) data-dependent CIR with memory (ν+ 1) whose D-transform is given by

hSTTC
eqv (k, D)= h1(D)+ pk Dh2(D) (13.11)

where pk = ±1 is data dependent. Therefore, trellis-based joint space–time equalization and decoding
with 8ν+1 states can be performed on this equivalent channel. Without exploiting the STTC structure,
trellis equalization requires 82ν states and STTC decoding requires 8 states.

The discussion in this section just illustrates one STTC example. Several other full-rate full-diversity
STTCs for different signal constellations and different numbers of antennas were presented in [4].

13.4.1.3.2 Alamouti-Type Space–Time Block Codes
The decoding complexity of STTCs (measured by the number of trellis states at the decoder) increases
exponentially as a function of the diversity level and transmission rate [4]. In addressing the issue of decoding
complexity, Alamouti [5] discovered an ingenious space–time block coding scheme for transmission with
two antennas. According to this scheme, input symbols are grouped in pairs where symbols xk and xk+1 are
transmitted at time k from the first and second antennas, respectively. Then, at time k + 1, symbol−x̄k+1

is transmitted from the first antenna and symbol x̄k is transmitted from the second antenna, where ¯(.)
denotes complex conjugation (c.f., Figure 13.4). This imposes an orthogonal spatiotemporal structure on
the transmitted symbols. Alamouti’s space–time block codes (STBC) have been adopted in several wireless
standards such as WCDMA [47] and CDMA2000 [48] due to the following attractive features. First, they
achieve full diversity at full transmission rate for any (real or complex) signal constellation. Second, they
do not require CSI at the transmitter (i.e., open loop). Third, maximum likelihood decoding involves only
linear processing at the receiver (due to the orthogonal code structure).

10For examples of STTC designs for frequency-selective channels see, e.g., [46].
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FIGURE 13.4 Spatial transmit diversity with Alamouti’s space–time block code.

The Alamouti STBCs have been extended to the case of more than two transmit antennas [49] using the
theory of orthogonal designs. There it was shown that, in general, full-rate orthogonal designs exist for all
real constellations for two, four, and eight transmit antennas only, while for all complex constellations they
exist only for two transmit antennas (the Alamouti scheme). However, for particular constellations, it might
be possible to construct full-rate orthogonal designs for other numbers of transmit antennas. Moreover, if a
rate loss is acceptable, full-rate orthogonal designs exist for an arbitrary number of transmit antennas [49].

Recently, STBCs have been extended to the frequency-selective channel case by implementing the
Alamouti orthogonal signaling scheme at a block level instead of symbol level. Depending on whether the
implementation is done in the time or frequency domain, three STBC structures for frequency-selective
channels have been proposed: time reversal (TR)-STBC [50], OFDM-STBC [51], and frequency-domain
equalized (FDE)-STBC [52]. As an illustration, we present next the space–time encoding scheme for
FDE-STBC. Denote the nth symbol of the kth transmitted block from antenna i by x(k)

i . At times k =
0, 2, 4, . . . pairs of length N blocks x(k)

1 (n) and x(k)
2 (n) (for 0 ≤ n ≤ N − 1) are generated by the mobile

user. Inspired by Alamouti’s STBCs, we encode the information symbols as follows [52]:

x(k+1)
1 (n)=−x∗(k)

2 ((−n)N) and x(k+1)
x (n) = x∗(k)

1 ((−n)N)

for n = 0, 1, . . . , N − 1 and k = 0, 2, 4, . . . (13.12)

where (·)N denotes the modulo-N operation. In addition, a cyclic prefix of length ν (the maximum order
of the FIR wireless channel) is added to each transmitted block to eliminate IBI and make all channel
matrices circulant. Refer to [53] for a detailed description and comparison of these schemes. The main
point we would like to stress here is that these three STBC schemes can realize both spatial and multipath
diversity gains at practical complexity levels. For channels with long delay spreads, the frequency-domain
implementation using the FFT either in a single-carrier or multicarrier fashion becomes more advantageous
from a complexity point of view.

13.4.1.4 Diversity vs. Throughput Trade-Off

In the previous sections, we have seen two types of gains from MIMO transmitter techniques: spatial
multiplexing gains and diversity gains. As shown in [18], one can simultaneously achieve diversity gains
and multiplexing gains. In this context, V-BLAST achieves maximum spatial multiplexing gain but offers
no diversity gain, while space–time trellis and block codes achieve maximum diversity gains with no
multiplexing gains. While there are many architectures that achieve both types of gains (an example is the
4-transmit 2-receive antenna architecture in [54]), the design of MIMO systems that achieve the entire
optimal diversity-multiplexing trade-off curve in [18] remains a significant open research problem.

With a single receive antenna, the Alamouti scheme was shown in [18] to achieve the optimal rate-
diversity trade-off curve. However, it becomes suboptimal with two (or more) receive antennas and when
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extended to the case of more than two transmit antennas using orthogonal designs [49]. This suboptimality
arises from the orthogonality constraint imposed in this class of space–time codes to achieve maximum
diversity gains (at a given rate) and to have a linear decoder complexity without signal constellation
expansion.

13.4.1.5 Orthogonal Frequency Division Multiplexing

In OFDM, the high-rate input stream is demultiplexed and transmitted over N low-rate independent
frequency subcarriers. This multicarrier transmission scheme is implemented digitally using the efficient
FFT [55]. Since OFDM is a block transmission scheme, a guard sequence (of length at least equal to channel
memory) is needed to eliminate IBI and ensure that individual subcarriers can be isolated at the receiver.
In OFDM, the choice for guard sequence is a cyclic prefix, which makes the channel matrix circulant, and
hence diagonalizable by FFT. If the FFT size is made large enough such that the width of each frequency
bin is less than the coherence bandwidth of the channel, then no equalization is needed.11 A large FFT size
(compared to channel memory) also reduces the cyclic prefix guard sequence overhead at the expense
of increased storage and processing requirements and increased delay, which might not be acceptable for
delay-sensitive applications.

OFDM is very attractive as a modulation/equalization scheme for channels with long delay spreads
(where trellis-based equalization is very complex). For time-selective channels, the subcarriers in an OFDM
signal lose their orthogonality (or equivalently, the channel matrix is no longer circulant, and hence is
no longer diagonalizable by the FFT), resulting in intercarrier interference (ICI). Successful application
of OFDM to high-mobility scenarios is critically dependent on the implementation of effective channel
estimation/tracking and ICI suppression schemes (see Section 13.4.2.1 and [56]).

OFDM offers great flexibility in that multiple signals with different rates and quality-of-service (QoS)
requirements can be transmitted over the parallel frequency subchannels. Moreover, avoiding strong RF
narrowband interference within the transmission bandwidth is easily accomplished by turning off the
corresponding subchannels. OFDM was applied to MIMO broadband channels in [11, 57]. OFDM has
two main drawbacks, namely, a high peak-to-average ratio (PAR), which results in larger back-off with
nonlinear amplifiers [58], and high sensitivity to frequency errors and phase noise [59]. An alternative
equalization scheme that overcomes these two drawbacks of OFDM while retaining its reduced implemen-
tation complexity advantage (but not its multirate capability) is the single-carrier (SC) frequency-domain
equalizer [60].

13.4.2 Receiver Techniques

In this section, we present an overview of receiver signal processing algorithms needed for the detection
of space–time-coded signals. These algorithms can be classified under two main categories: coherent
and noncoherent. Coherent detection requires CSI either explicitly by estimating the channel matrix and
feeding this estimate to joint equalization/decoding algorithms or implicitly where the optimum settings of
the joint equalizer/decoder are computed adaptively using training symbols (discussed in Section 13.4.2.1).
Noncoherent techniques (discussed in Section 13.4.2.2) do not require CSI and hence are more suitable
for rapidly time-varying channels where it is more challenging to acquire accurate CSI or when cost and
complexity constraints exclude the use of channel estimation modules.

To explain the main ideas without unduly complicating the presentation, we assume (unless otherwise
stated) a single receive antenna. When multiple independent receive antennas are available, additional
receive diversity gains can be realized by combining the outputs of these antennas using spatiotemporal
processing (see, e.g., [61] and references therein).

11Except for a simple one-tap complex equalizer for each subchannel, assuming negligible intercarrier interference
due to Doppler effects or frequency offset errors.
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13.4.2.1 Coherent Techniques

We start by considering channel estimation techniques for both quasi-static (or slowly time-varying)
channels and rapidly time-varying channels with appreciable channel variation within the block. This is
followed by a discussion of joint equalization/decoding techniques for space–time trellis and block coded
signals. Then we show how to improve the performance of OFDM receivers in fast time-varying channels.
This is followed by a discussion of joint equalization and interference cancellation schemes in a multiuser
environment. Finally, we conclude by describing an adaptive technique for joint space–time equalization
and decoding.

13.4.2.1.1 Channel Estimation for Quasi-Static Channels
For quasi-static channels, CSI can be estimated at the receiver using a training sequence embedded in
each transmission block. For single-transmit-antenna signaling, the training sequence is only required to
have good (i.e., impulse-like) autocorrelation properties. However, for the Mt transmit antenna scenarios,
the Mt training sequences should, in addition, have low (ideally zero) cross-correlation. In addition,
it is desirable (in order to avoid amplifier nonlinear distortion) to use training sequences with constant
amplitude. Perfect root of unity sequences (PRUSs) [62] have these ideal correlation and constant-amplitude
properties. However, for a given training sequence length, PRUSs do not always belong to standard signal
constellations such as PSK. Additional challenges in channel estimation for multiple-transmit-antenna
systems over the single-transmit-antenna case are the increased number of channel parameters to be
estimated and the reduced transmit power (by a factor of Mt ) for each transmit antenna.

In [63], it was proposed to encode a single training sequence by a space-time encoder to generate the
Mt training sequences.12 Strictly speaking, this approach is suboptimum since the Mt transmitted training
sequences are cross-correlated by the space–time encoder, which imposes a constraint on the possible
generated training sequences. However, it turns out that, with proper design, the performance loss from
optimal PRUS training is negligible [63]. Furthermore, this approach reduces the training sequence search
space from (2b)Mt Nt to (2b)Nt (assuming equal input and output alphabet size 2b and length — Nt training
sequences), making exhaustive searches more practical and thus facilitating the identification of good
training sequences from standard signal constellations such as PSK.

The search space can be further reduced by exploiting special characteristics of the particular STC. As an
example, consider the 8-state 8-PSK STTCs for two transmit and one receive antenna of Section 13.4.1.3,
whose equivalent CIR is given by Equation 13.11. For a given transmission block (over which the two chan-
nels h1(D) and h2(D) are constant), the input sequence determines the equivalent channel. By transmitting
only even training symbols from the subconstellation Ce ={0, 2, 4, 6}, pk =+1 and the equivalent channel
is given by he (D)= h1(D)+ Dh2(D). On the other hand, transmitting only odd training symbols from the
subconstellation C0={1, 3, 5, 7} results in pk =−1 and the equivalent channel ho(D)= h1(D)− Dh2(D).
After estimating he (D) and ho(D), we can compute

h1(D) = he (D)+ ho(D)

2
and h2(D) = he (D)− ho(D)

2D
(13.13)

Consider a training sequence of the form s= [se so] where se has length Nt/2 and takes values in the Ce

subconstellation and so has length Nt/2 and takes values in the Co subconstellation. Note that if se is a good
sequence in terms of MMSE for the estimation of he (D), the sequence so created as so = a se where a =
exp( iπk

4 ) and any k= 1, 3, 5, 7 achieves the same MMSE for the estimation of ho(D). Thus, instead of

searching over all possible 8Nt sequences s, we can further restrict the search space to the 4
Nt
2 sequences

se . A reduced-size search can identify sequences se and so = a se such that the channel estimation MMSE
is achieved. We emphasize that similar reduced-complexity techniques can be developed for other STTCs
by deriving their equivalent encoder models (as in Figure 13.3).

12We assume, for simplicity, the same space–time encoder for the training and information symbols. However, they
could be different in general.
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In summary, the special STC structure can be utilized to simplify training sequence design for multiple-
antenna transmissions without sacrificing performance.

13.4.2.1.2 Channel Estimation and Tracking for Rapidly Time-Varying Channels
When the channel varies significantly within a transmission block, the channel matrix H loses its special
structured (Toeplitz) form, which makes both the estimation and equalization of H more challenging.
It is well known that multicarrier transmissions (such as OFDM) are more sensitive to time variations
than single-carrier transmissions. In OFDM, rapid time variations of the underlying channels within a
transmission block result in intercarrier interference. Depending on the Doppler frequency and block
length chosen for transmission, ICI can potentially cause a severe deterioration of quality of service.

To simplify the presentation, consider the case Mr =Mt = 1. In a time-varying environment, estimation
of H amounts to estimating N channels hn := [h(n; 0), . . . , h(n; ν − 1)]T , 0 ≤ n ≤ N − 1, that comprise
the rows of H. To reduce the number of parameters needed for channel estimation from Nν to less than N,
[56] makes the assumption that some of the channels hn can be obtained by linear interpolation. Such an
assumption holds if there is not significant variation between channels hn and hn+1, 0≤ n≤ (N− 2). The
matrix H is parametrized using a small number of its rows. Then the entire matrix is expressed as a function
of these rows, therefore reducing the number of parameters to be estimated. Physically, this puts markers in
time where the channel is estimated, and the estimates at other times are interpolated using these estimates.

The channel matrix H̃ obtained by the interpolation of the channels hm(1), . . . , hm(M) (where
m(1), . . . , m(M) are the channel rows used in the interpolation) is

H̃ =
∑

1≤i≤M

Am(i) HC (hm(i)) (13.14)

where Am(i) is an N× N diagonal matrix with entries equal to the interpolation weights and Hc (h) is the
OFDM circulant channel matrix that corresponds to the FIR channel h. Given the structured form of H̃, its
estimation amounts to estimating Mν parameters grouped in the Mν× 1 vector h̃ := [hT

m(1), . . . , hT
m(M)]

T ,
where (·)T denotes the transpose. Using judiciously placed pilot tones, the latter can be obtained as the

least squares solution ˆ̃h = B̃†(P )Y(P ), where (·)† denotes the pseudo inverse and Y(P ) is the received vector
when pilot tones are included in the transmission and B̃(P ) is a matrix with entries that are functions of
the pilot tones and interpolation weights (see [56] for more details).

The quality of channel estimates depends critically on the placement of pilot tones on the FFT grid.
In frequency-selective time-invariant channels, placing the pilot tones equi-spaced on the FFT grid is the
optimal scheme [64]. On the other hand, work on PSAM (pilot symbol assisted modulation) [65] has
suggested that, for Rayleigh flat-fading time-varying channels, pilot symbols should be placed periodically
in the time domain to produce reliable channel estimates, which are then interpolated to allow for the
coherent detection of the transmitted symbols. The periodic transmission of pilot symbols in the time
domain suggests a grouping of pilot tones in the frequency domain. We have found that our channel
estimation method produces the best results when the pilot tones are partitioned into equi-spaced groups
on the FFT grid (see [56]).

Furthermore, under relatively mild Doppler, the quality of the channel estimates (and, consequently,
the signal-to-ICI-plus noise ratio (SINR) gains of the ICI mitigating methods in [56]) can be improved
by channel tracking. A simple tracking scheme is the following: an initial channel estimate Ĥ(0) can be
obtained by transmitting a full training block; subsequent blocks contain pilot tones that are used to
acquire new estimates H′

(n). The channel estimate for the nth OFDM block is obtained using a forgetting
factor α as follows: Ĥ(n)=αĤ(n−1)+ (1− α)H′

(n). Frequent retraining can further improve the quality of
the channel estimates at the expense of the training symbols overhead.

13.4.2.1.3 Joint Equalization/Decoding of Space–Time Trellis Codes
For broadband transmissions, equalization is indispensable for mitigating intersymbol interference. STC
makes equalization more challenging because it generates multiple correlated signals that are transmitted
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simultaneously at equal power. However, carefully designed joint equalization/decoding schemes can exploit
this correlation to reduce implementation complexity while achieving significant performance gains over
single-antenna transmissions (due to spatial and multipath diversity gains). In this section, we briefly
describe examples of practical near-optimal joint equalization/decoding schemes for STTCs and STBCs.
A detailed treatment of this subject is given in [53].

Both the STTCs and the CIRs are finite-state machines described by a trellis. Hence, optimum perfor-
mance is achieved by joint STTC equalization/decoding on the combined trellis. The complexity of full
joint trellis equalization and decoding increases exponentially with the channel memory,13 signal constel-
lation size, and number of transmit antennas. On the other hand, increasing these three parameters is an
effective means to achieve high bit rates. This motivates the need for reduced-complexity joint equalization
and decoding schemes that achieve a practical performance–complexity trade-off. An example of such a
scheme is described next.

When implementing the 8-state 8-PSK STTC over frequency-selective channels, its rich structure can be
exploited to reduce equalization/decoding complexity. This is achieved by performing trellis-based joint
equalization and space–time decoding with 8ν+1 states on the equivalent channel given in Equation 13.11.
For channels with long memory, further complexity reductions (at some performance loss) are achieved
by preceding the joint equalizer/decoder with a channel-shortening FIR prefilter. The objective of the
prefilter is to shorten and shape the effective CIR seen by the equalizer to reduce its complexity. Prefilter
design algorithms suitable for space–time-coded signals are described in [66, 67].

Several reduced-state equalization/decoding algorithms have been proposed in the literature, including
delayed decision feedback sequence estimation (DDFSE) [68], reduced-state sequence estimation (RSSE)
[69], T-BCJR [70], and M-BCJR [67, 70]. We have investigated and improved the M-BCJR algorithm
and applied it to the problem of joint equalization and decoding of STTCs, as described briefly next. The
findings of our study are detailed in [67].

The M-BCJR algorithm is a reduced-complexity version of the famed BCJR algorithm [71], where at
each trellis step only the M active states associated with the highest metrics are retained. An improved
version of the M-BCJR algorithm was proposed in [67] and applied to perform joint STTC equalization
and decoding. More specifically, it was shown in [67] that preceding the M-BCJR equalizer/decoder with
a channel-shortening prefilter improves its performance, especially for small values of M. Even better per-
formance is achieved when a different prefilter is used for the forward and backward M-BCJR recursions.
The value of M and the number of prefilter taps can be jointly optimized to achieve the best performance–
complexity trade-offs. For channels with long delay spreads, FFT-based techniques such as OFDM emerge
as attractive alternative candidates for STTC equalization/decoding [57].

13.4.2.1.4 Joint Equalization/Decoding of Space–Time Block Codes
Our focus will be on Alamouti-type STBCs with two transmit antennas. The treatment can be extended
to more than two antennas using orthogonal designs [49] at the expense of some rate loss for complex
signal constellations.

The main attractive feature of STBCs is the quaternionic14 structure of the spatiotemporal channel
matrix. This allows us to eliminate interantenna interference using a low-complexity linear combiner
(which is a spatiotemporal matched filter and is also the maximum likelihood detector in this case). Then,
joint equalization and decoding for each antenna stream proceeds using any of the well-known algo-
rithms for the single-antenna case, which can be implemented in either the time or frequency domains.
For illustration purposes, we describe next a joint equalization and decoding algorithm for the single-
carrier frequency-domain equalizer (SC FDE)-STBC. A more detailed discussion and comparison is given
in [53].

13For a given channel delay spread, the channel memory increases linearly with the transmission bandwidth.

14A 2× 2 complex orthogonal matrix of the form [ c1 c2
−c̄2 c̄1

] is called a quaternion.
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FIGURE 13.5 FDE-STBC receiver block diagram.

The SC FDE-STBC receiver block diagram is given in Figure 13.5. After analog-to-digital (A/D) con-
version, the CP part of each received block is discarded. Mathematically, we can express the input–output
relationship over the j th received block as follows:

y( j ) = H( j )
1 x( j )

1 +H( j )
2 x( j )

2 + z( j ) (13.15)

where H( j )
1 and H( j )

2 are N×N circulant matrices whose first columns are equal to h( j )
1 and h( j )

2 , respectively,
appended by (N − ν − 1) zeros, and z( j ) is the noise vector. Since H( j )

1 and H( j )
2 are circulant matrices,

they admit the eigendecompositions

H( j )
1 =Q∗Λ( j )

1 Q, H( j )
2 =Q∗Λ( j )

2 Q

where Q is the orthonormal FFT matrix and Λ( j )
1 (respectively Λ( j )

2 ) is a diagonal matrix whose (n, n)
entry is equal to the nth FFT coefficient of h( j )

1 (respectively h( j )
2 ). Therefore, applying the FFT to y( j ), we

get (for j = k, k + 1)

Y( j )=Qy( j )=Λ( j )
1 X( j )

1 +Λ( j )
2 X( j )

2 + Z( j )

The SC FDE-STBC encoding rule is given by [52]

X(k+1)
1 (m) = X̄(k)

2 (m) and X(k+1)
2 (m) = −X̄(k)

1 (m) (13.16)

for m = 0, 1, . . . , N − 1 and k = 0, 2, 4, . . . . The length N blocks at the FFT output are then processed
in pairs, resulting in the two blocks (we drop the time index from the channel matrices since they are
assumed fixed over the two blocks under consideration)

[
Y(k)

Ȳ(k+1)

]
︸ ︷︷ ︸

Y

=
[

Λ1 Λ2

−Λ̄2 Λ̄1

]
︸ ︷︷ ︸

Λ

[
X(k)

1

X(k)
2

]
︸ ︷︷ ︸

X

+
[

Z(k)

Z̄(k+1)

]
︸ ︷︷ ︸

Z

(13.17)

where X(k)
1 and X(k)

2 are the FFTs of the information blocks x(k)
1 and x(k)

2 , respectively, and Z is the noise
vector. We used the encoding rule in Equation 13.16 to arrive at Equation 13.17. To eliminate interantenna
interference, the linear combiner Λ∗ is applied to Y. Due to the quaternionic structure of Λ, a second-
order diversity gain is achieved. Then, the two decoupled blocks at the output of the linear combiner are
equalized separately using the MMSE FDE [60], which consists of N complex taps per block that mitigate
intersymbol interference. Finally, the MMSE FDE output is transformed back to the time domain using
inverse FFT where decisions are made.
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FIGURE 13.6 BER of SC MMSE FDE with and without STBCs for typical urban channel (ν = 3) with 8-PSK
modulation and N = 64.

Figure 13.6 shows the diversity advantage achieved in SC MMSE FDE-STBCs compared to single-
antenna transmission. This figure assumes perfect channel knowledge at the receiver.15 To investigate the
effect of channel estimation errors on performance, we assumed that there were 26 training symbols per
two blocks of information symbols (total length of 128 symbols). Two shifted PRUSs [62] were transmitted
from antennas 1 and 2 during training. The two channel estimates were jointly computed using a standard
least squares algorithm [74]. From Figure 13.7, it can be seen that the performance loss due to channel
estimation errors is≈1 to 1.5 dB.

13.4.2.1.5 OFDM with Fast Channel Variations
As discussed earlier, in the presence of channel variations within the transmission block, the subcarriers in
OFDM transmission are no longer orthogonal and ICI can result in significant performance degradation.
One approach, described in detail in [56], to mitigate ICI and restore (approximately) subcarrier orthogo-
nality is to implement a time-domain MIMO prefilter W at the receiver front end that attempts to restore
the circulant structure of the overall channel matrix and hence make it diagonalizable by FFT.

The matrix prefilter W can be designed (using channel knowledge acquired with the methods presented
earlier for rapidly varying channels) to maximize SINR. It is shown in [56] that the design of W can be
posed as a generalized eigenvalue problem, where W is calculated as a function of the estimated channel
matrix H.

13.4.2.1.6 Joint Equalization and Interference Cancellation
We can double the number of STBC users (i.e., double system capacity) without additional radio spectrum
resources by adding a second receive antenna at the base station and using interference cancellation
techniques. These techniques exploit the rich STBC structure to reduce the number of receive antennas
required (for effective joint equalization, decoding, and interference cancellation) compared to traditional
antenna nulling techniques (see [54] for more discussion). With two receive antennas and two STBC users

15Performance can be further improved by adding a feedback section, as shown in [72, 73].
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FIGURE 13.7 Effect of channel estimation on performance of SC FDE-STBCs.

(each equipped with two antennas), Equation 13.17 generalizes to[
Y1

Y2

]
=
[

Λx Γx

Λs Γs

][
X
S

]
+
[

Z1

Z2

]
(13.18)

where Y1 and Y2 are the processed signals from the first and second antennas while Z1 and Z2 are the
corresponding noise vectors. The vector S consists of two subvectors representing the size — N FFTs of the
two information blocks transmitted from the interfering user’s first and second antennas. The two STBC
users can be decoupled by applying the following linear zero-forcing16 interference canceler:

[
R1

R2

]
def=
[

I −ΓxΓ−1
s

−Λs Λ−1
x I

][
Y1

Y2

]
=
[

Λ̃x 0

0 Γ̃s

][
X
S

]
+
[

Z̃1

Z̃2

]

where (.)−1 denotes the inverse, Λ̃x
def= Λx−ΓxΓ−1

s Λs , and Γ̃s
def= Γs−Λs Λ−1

x Γx . The critical observation
to make here is that both Λ̃x and Γ̃s are orthogonal Alamouti-like matrices. Therefore, decoding proceeds
as in the single-user case and the full diversity gain is guaranteed for both users.

Note that this technique can be easily extended to more than two co-channel users and other space–
time-coded orthogonal designs [75]. The form of detection performed above is a simple decorrelating
receiver [76] and hence ignores the noise, making it suitable only for high signal-to-noise ratios. As in
multiuser detection, an MMSE detector can be constructed for the detection problem in Equation 13.18.
Such an approach has been proposed for the flat-fading channel in [54]. In summary, all the sophisticated
multiuser detection techniques can be applied in detecting the symbols in Equation 13.18 once we utilize
the structure of the space–time-coded signal.

16Better performance is achieved by an MMSE canceler that avoids noise enhancement [54].
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13.4.2.1.7 Adaptive Techniques
The coherent receiver techniques described so far require CSI, which is estimated and tracked using
training sequences/pilot symbols inserted in each block and then used to compute the optimum joint
equalizer/decoder settings. An alternative to this two-step channel estimate-based approach is adaptive
space–time equalization/decoding where CSI is not explicitly estimated at the receiver. Adaptive receivers
still require training overhead to converge to their optimum settings, which, in the presence of channel
variations, are adapted using previous decisions to track these variations. The celebrated least mean squares
(LMS) adaptive algorithm [77] is widely used in single-antenna communications systems today due
to its low implementation complexity. However, it has been shown to exhibit slow convergence and
suffer significant performance degradation (relative to performance achieved with the optimum settings)
when applied to broadband MIMO channels due to the large number of parameters that need to be
simultaneously adapted and the wide eigenvalue spread problems encountered on those channels. Faster
convergence can be achieved by implementing a more sophisticated family of algorithms known as recursive
least squares (RLS). However, their high computational complexity compared to LMS and their notorious
behavior when implemented in finite precision limit their appeal in practice. It was shown in [78] that the
orthogonal structure of STBCs can be exploited to develop fast-converging RLS-type adaptive FDE-STBCs
at LMS-type complexity. A brief overview is given next.

From Figure 13.5, [
X̂(k)

1

X̂(k)
2

]
=
[

A1 A2

Ā2 −Ā1

]
Y (13.19)

where Y was defined in Equation 13.17 and the diagonal matrices A1 and A2 are given by

A1 = Λ∗
1.diag

{
1

Λ̃(i, i)+ 1
SNR

}N−1

i=0

, A2 = Λ∗
2.diag

{
1

Λ̃(i, i)+ 1
SNR

}N−1

i=0

(13.20)

with Λ̃(i, i) = |Λ1(i, i)|2 + |Λ2(i, i)|2. Alternatively, we can write[
X̂(k)

1

X̂(k)
2

]
=
[

diag(Y(k)) −diag(Ȳ(k+1))

diag(Y(k+1)) diag(Ȳ(k))

][
W̄1

W2

]
= UkW (13.21)

where W̄1 and W2 are vectors containing the diagonal elements of Ā1 and A2, respectively, and W is a
2N× 1 vector containing the elements of W̄1 and W2. The 2N× 2N quaternionic matrix Uk contains
the received symbols for blocks k and k + 1. Equation 13.21 can be used to develop a frequency-domain
block-adaptive RLS algorithm for W that, using the special quaternionic structure of the problem, can be
simplified to the following LMS-type recursions (see [78] for details of the derivation):

Wk+2 =Wk +
[

Pk+2 0

0 Pk+2

]
Uk+2(Dk+2 − Uk+2Wk) (13.22)

where Dk+2 = [X(k+2)
1 X̄(k+2)

2 ]T for the training mode and Dk+2 = [X̂
(k+2)
1

¯̂X
(k+2)

2
]T for the decision-

directed mode. The N× N diagonal matrix Pk+2 is computed by the recursion

Pk+2 = λ−1(Pk − λ−1PkΓk+2Pk) (13.23)

where the diagonal matrices Γk+2 and Δk+2 are computed from the recursions

Γk+2 = diag(Y(k))Δk+2diag(Ȳ(k))+ diag(Y(k+1))Δk+2diag(Ȳ(k+1))

Δk+2 = (IN + λ−1(diag(Y(k))Pkdiag(Ȳ(k))+ diag(Y(k+1))Pkdiag(Ȳ(k+1))))−1

The initial conditions areW0 = 0 and P0 = δIN where δ is a large number, and the forgetting factor λ is
chosen close to 1.
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The block diagram of the adaptive FDE-STBCs is shown in Figure 13.9. Pairs of consecutive received
blocks are transformed to the frequency domain using FFT, then the data matrix in Equation 13.21 is
formed. The filter output (the product UkWk−2) is transformed back to the time domain using inverse
IFFT and passed to a decision device to generate data estimates. The output of the adaptive equalizer is
compared to the desired response to generate an error vector, which is in turn used to update the equalizer
coefficients according to the RLS recursions. The equalizer operates in a training mode until it converges,
then it switches to a decision-directed mode where previous decisions are used for tracking. When operat-
ing over fast time-varying channels, retraining blocks can be transmitted periodically to prevent equalizer
divergence (see [78]).

13.4.2.2 Noncoherent Techniques

Noncoherent transmission schemes do not require channel estimation, hence eliminating the need for
bandwidth-consuming training sequences and reducing terminal complexity. This becomes more signif-
icant for rapidly fading channels where frequent retraining is needed to track channel variations and for
multiple-antenna broadband transmission scenarios where more channel parameters (several coefficients
for each transmit–receive antenna pair) need to be estimated. One class of noncoherent techniques is blind
identification and detection schemes. Here, the structure of the channel (finite impulse response), the
input constellation (finite alphabet), and the output (cyclostationarity) are exploited to eliminate training
symbols. Such techniques have a vast literature and we refer the interested reader to a good survey in [79].
Another class of noncoherent techniques is the generalized ML receiver in [80].

Several noncoherent space–time transmission schemes have been proposed for flat-fading channels,
including differential STBC schemes with two [81] or more [82] transmit antennas and group differential
STC schemes (see, e.g., [21] and references therein). Here, we describe a differential space–time trans-
mission scheme for frequency-selective channels we recently proposed in [83] that achieves full diversity
(spatial and multipath) at rate one17 with two transmit antennas. This scheme is a differential form
for the OFDM-STBC structure described in [51]. A time-domain differential space–time scheme with
single-carrier transmission is presented in [83].

We consider two symbols, X1(m) and X2(m), drawn from a PSK constellation that in a conventional
OFDM system would be transmitted over two consecutive OFDM blocks on the same subcarrier m.
Following the Alamouti encoding scheme described in Section 13.4.1.3, the two source symbols are
mapped as

X(1)(m) = [X1(m), X2(m)]T , X(2)(m) = [−X̄2(m), X̄1(m)]T (13.24)

where X(1) represents the information-bearing vector for the first OFDM block and X(2) corresponds to
the second OFDM block.18 Let N denote the FFT size, then X(1) and X(2) are length 2N vectors holding
the symbols to be transmitted by the two transmit antennas. Consequently, after taking the FFT at the
receiver, we have (at subcarrier m)(

Y1(m) Y2(m)

−Ȳ 2(m) Ȳ 1(m)

)
=
(

H1(m) H2(m)

−H̄2(m) H̄1(m)

)(
X1(m) −X̄2(m)

X2(m) X̄1(m)

)
+ noise (13.25)

where H1(m) and H2(m) are the frequency responses of the two channels at subcarrier m.
For block k and subcarrier m, denote the source symbols as u(k)

m = [u(k)
1,m u(k)

2,m ]T , the transmitted

matrix as X(k)
m , and the received matrix as Y(k)

m . Then, in the absence of noise, Equation 13.25 is written

17This does not include the rate penalty incurred by concatenating OFDM-STBC with an outer code and interleaving
across tones, which is common to all OFDM systems (see, e.g., [60] for more discussion).

18Intuitively, each OFDM subcarrier can be thought of as a flat-fading channel and the Alamouti code is applied to
each of the OFDM subcarriers. As a result, the Alamouti code yields diversity gains at every subcarrier.
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FIGURE 13.8 Performance comparison between coherent and differential OFDM-STBCs with 2 TX, 1 RX, QPSK
modulation, FFT size of 64, ν = 8.

as Y(k)
m = HmX(k)

m , where we assume that the channel is fixed over two consecutive blocks. Using the
quaternionic structure of Hm, it follows that

Ȳ(k−1)
m Y(k)

m = (|H1(m)|2 + |H2(m)|2) X̄(k−1)
m X(k)

m

Since we would like to estimate the source symbols contained in U(k)
m

def=
(

u(k)
1,m −ū(k)

2,m

u(k)
2,m ū(k)

1,m

)
, we define

the differential transmission rule X(k)
m = (X̄(k−1)

m )−1 U(k)
m . Note that no inverse computation is needed in

computing (X̄(k−1)
m )−1 due to the quaternionic structure of X̄(k−1)

m . Figure 13.8 illustrates the 3-dB SNR
loss of differential OFDM-STBCs relative to their coherent counterpart (with perfect CSI assumed) for an
indoor wireless environment.
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13.5 Summary and Future Challenges

The main function of the physical-layer is delivery of the highest possible bit rates reliably over the wireless
channel. To perform this function, several transmitter and receiver techniques are needed to mitigate
various performance impairments. This includes the use of diversity techniques to mitigate fading effects
by exploiting space selectivity of the channel, the use of MIMO antenna techniques to realize spatial rate
multiplexing gains, and the use of OFDM (or other equalization techniques such as M-BCJR or SC FDE) to
mitigate channel frequency selectivity. In addition, three main techniques can be used to mitigate Doppler
effects due to channel time selectivity: channel estimation and tracking using pilot symbols/tones, adaptive
filtering, and differential transmission/detection. The first technique is more complex but achieves superior
performance for quasi-static or slowly fading channels.

When selecting the number of transmit/receive antennas, several practical considerations must be taken
into account, as described next. Under strict delay constraints, achieving high diversity gains (i.e., high
reliability) becomes critical in order to minimize the need for retransmissions. Since transmit/receive
diversity gains experience diminishing returns as their numbers increase, complexity considerations dictate
the use of small antenna arrays (typically no more than four antennas at each end). Current technology
limitations favor using more antennas at the base station than at the user terminal.

For delay-tolerant applications (such as data file transfers), achieving high throughput takes precedence
over achieving high diversity, and larger antenna arrays (of course, still limited by cost and space constraints)
can be used to achieve high-spatial-rate multiplexing gains. Likewise, high-mobility channel conditions
substantially impact the choice of system parameters such as the use of shorter blocks, lower carrier
frequencies, and noncoherent or adaptive receiver techniques.

STTCs [4] use multiple transmit antennas to achieve diversity and coding gains. The first gain manifests
itself as an increase in the slope of the bit error rate (BER) vs. SNR curve (on a log–log scale) at high SNR,
while the latter gain manifests itself as a horizontal shift in that same curve. At low SNR, it becomes more
important to maximize the coding gain, while at high SNR diversity gains dominate performance. For
SNR ranges typically encountered on broadband wireless terrestrial links, it might be wise to sacrifice some
diversity gain in exchange for more coding gain. For example, using only two transmit and one receive
antenna for a channel with delay spread as high as 16 taps, the maximum (spatial and multipath) diversity
gain possible is 16 × 2 × 1 = 32. For typical SNR levels in the 10- to 25-dB range, it suffices to design
STC that achieves a much smaller diversity level (e.g., up to 8) to limit the receiver complexity and to use
the extra degrees of freedom in code design to achieve a higher coding gain. STC has also been shown to
result in significant improvements in the networking throughput [84].

Many challenges still exist at the physical layer on the road to achieving high-rate and reliable wireless
transmission. We conclude this chapter by enumerating some of these challenges

� Code design: A significant open problem is the design of practical space–time codes that achieve
the optimal diversity-rate trade-off derived in [18] and have a practical decoding complexity.

� Implementation issues: These include the development of low-cost integrated multiple RF chains
and of low-power parallelizable implementations of the STC receiver signal processing algorithms
suitable for digital signal processing (DSP) and ASIC implementations at the high sampling rates
used for broadband transmission/reception. While it is desirable (from an implementation point
of view) to use a single receive antenna to preserve the desirable small form factor and low-power
consumption of the user terminal, adding a second receive antenna multiplies the diversity gain
by a factor of two (hence doubling the decay rate of average probability of error with SNR at high
SNR) and enables interference cancellation. Implementation and manufacturing innovations are
needed to make multiple-antenna user terminals commercially viable. Antennas capable of realizing
polarization diversity gains [85] further enhance communication reliability by utilizing another
source of diversity.

� Receiver signal processing: While effective and practical joint equalization and decoding schemes
that exploit the multipath diversity available in frequency-selective channels have been developed,
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the full exploitation of time diversity in fast time-varying channels remains elusive. The main
challenge here is the development of practical adaptive algorithms that can track the rapid variations
of the large number of taps in MIMO channels and equalizers. While some encouraging steps have
been made in this direction [78, 86], the allowable Doppler rates (which depend on the mobile
speed and carrier frequency) for high performance are still quite limited.
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Abstract

Broadband transmission with antenna diversity at both the transmitter and receiver sides offers several
degrees of freedom to design modems. They can be exploited to increase the resilience or increase the
throughput of the communication link. The wireless channel effect can be mapped conveniently in a multi-
input multi-output (MIMO) model, which allows the derivization and analysis of linear code designs using
algebraic tools. We refer to these techniques as linear precoding methods. This chapter focuses on three
aspects related to the design of such precoders: (1) the optimal design under average and peak power type
of constraints; (2) the performance analysis in the presence of random fading; and (3) the performance of
generalized training and semiblind techniques.

14.1 Introduction

In this chapter we consider a broadband power-limited source with K transmitters and R receivers. We
assume that W is the bandwidth available and T is the desired duration for the transmission. The channel
effect can be modeled as a time-varying linear distortion with memory between each antenna pair plus
additive noise added at each receiver (Figure 14.1). The bandwidth and time limitations and the finite
number of antennas constrain the continuous time-transmit waveform to be in a finite dimensional space,
and the available dimensions over which communication takes place are generally referred to as degrees
of freedom [10], [21], [42], [60]. The question that arises is how to design a modem that optimally
utilizes the resources available [16]. To this end, in Section 14.1.1 we develop a discrete-time multi-input
multi-output (MIMO) equivalent model that maps the effect of the link on the input signal into a linear
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FIGURE 14.1 K transmitter and R receiver MIMO system.

operator H of finite dimension with an additive noise vector. The number of available dimensions of the
space for our system are upper-bounded by WT min(K , R), as will be shown next in Section 14.2.1. For a
more thorough discussion on trade-off between diversity and freedom in communications systems, refer
to [18], [59]. After Section 14.1.1 we reduce the modem design into the design of the optimum linear
input and output operators, with a norm constraint on the input mapping. We refer to this scheme as
linear precoding. Several modulation and multiplexing schemes can be viewed as special cases of linear
precoding, and therefore, the insight gained from optimal precoded transmission sheds light on the
fundamental limits of communication over the MIMO channel affected by noise and linear distortion,
such as wireless medium [43].

This chapter is divided into three parts: (1) the first part (Section 14.2) deals with the optimal de-
sign of precoders and decoders under average and peak power types of constraints; (2) the second part
(Section 14.3) provides the basic tools necessary for the performance analysis in MIMO random fading
channels; and (3) the third part (Section 14.4) analyzes the performance of training and precoding, trying
to underline the trade-off between investing transmission resources on training vs. information symbols.
Many references to the vast literature on MIMO systems are spread throughout the chapter.

Notation: Boldface upper- and lowercases denote matrices and column vectors, respectively. tr (A) and
|A| are the trace and determinant of A, respectively. The column vector formed by stacking vertically
the columns of A is a= vec(A). I M is the identity matrix of size M. Complex conjugate, Hermitian, and
transpose and pseudoinverse operations are represented by (.)∗, (.)H , (.)T , and (.)†, respectively. vecH (A)
is the transpose conjugate of vec(A).⊗ is the Kronecker product. The (i, j ) entry of matrix A is indicated
with [A]ij. Continuous-time signal vectors are like a(t) and discrete-time vector sequences like a[n].
Sequences of vectors obtained by stacking consecutive blocks, such as ai = [a[i M], . . . , a[i M+M− 1]],
are characterized by the suffix i . To manipulate blocked matrices we introduce vectors of indices k =
(k1, . . . , km) and the notation A[k] ≡ (A[k1]H , . . . , A[km]H )H . We define a tall matrix as one that has
more rows than columns. A matrix Am×n with rank less than full rank (min{m, n}) is called a rank-deficient
matrix. We use the acronym CSI to indicate the channel status information.

14.1.1 System Model

The system considered has K transmit and R receive antennas. The baseband equivalent transmitted
signal is the vector x(t) := (x1(t), . . . , xK (t))T of complex envelopes emitted by the transmit antennas.
We assume a digital link with linear modulation so that the vector x(t) is related to the (coded) symbol
vector x[n] by

x(t) =
+∞∑

n=−∞
x[n]g T (t − nT) (14.1)
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where g T (t) is the transmit pulse and 1/T is the rate with which the data x[n] are transmitted. Corre-
spondingly, z(t) = y(t)+ n(t) is the received R × 1 vector, which contains the channel output y(t) and
additive noise n(t). For a linear (generally time-varying) channel, the input–output (I/O) relationship can
be cast in the form

y(t) =
∫ ∫

gR(t − θ)H(θ , τ )x(θ − τ )dτdθ (14.2)

where gR(t) is the impulse response of the low-pass receive filter (usually a square root raised cosine filter)
matched to the transmit filter g T (t), and the (k, l)-th entry of matrix H(θ , τ ) is the impulse response
of the channel between the l-th transmit and the k-th receive antennas. Introducing the discrete-time
time-varying impulse response

H[k, n] ≡
∫ ∞

−∞

∫ ∞

−∞
H(θ , τ )g T (θ − τ − (k − n)T)gR(kT − θ)dτdθ (14.3)

we can write the vector of received samples y[k] := y(kT) as

y[k] =
∞∑

n=−∞
H[k, k − n]x[n] (14.4)

If the channel discrete-time time-varying impulse response H[k, n] is causal and has finite memory L ,
we can write the I/O relationship (Equation 14.4) in block finite impulse response (FIR) form. Specifically,
stacking P =M+ L transmit snapshots in a PK× 1 vector xi := vec([x[i P ], . . . , x[iP+ P − 1]]) and M
received snapshots in a MR× 1 vector yi := vec([y[i P + L ], . . . , y[i P + P − 1]]), where we eliminated
the first L vectors to cancel the interblock interference (IBI), we have

yi = Hxi (14.5)

where H is an RM × KP block-banded matrix.
If the channel is also time invariant (LTI), i.e., H[n, l] ≡ H[l] where {H[l]}r,k is the l-th sample of

the impulse response characterizing the channel between the k-th transmit element and the r -th receive
element, then H in Equation 14.5 becomes a block Toeplitz matrix:

H =

⎛
⎜⎜⎜⎜⎝

H[L ] · · · H[0] 0 . . . 0

0 H[L ] · · · H[0]
. . .

...
...

. . .
. . .

. . .
. . . 0

0 · · · 0 H[L ] · · · H[0]

⎞
⎟⎟⎟⎟⎠

RM×KP

(14.6)

Although our designs are valid for any H , in case of time-varying channels the assumption of knowledge
of the CSI at the transmitter is not realistic, unless the channel can be considered time invariant for a
sufficiently long interval.

14.2 Optimum Precoding

The problem of communicating reliably over Gaussian and fading channels has been studied extensively.
The capacity, reliability function, error exponent, and optimal transmission technique (channel coding and
decoding design) depend on the degree of transmitter and receiver knowledge of the channel parameters,
i.e., of H and of the noise color. Refer to [3] and references therein for an excellent review of information-
theoretic and communication aspects of fading channels. For instance, Tarokh [52] pioneered the design
of space–time codes for transmission over MIMO channels subject to Rayleigh and Ricean fading, with
CSI known at the receiver only. For the case when neither the transmitter nor the receiver knows the CSI,
[22] shows that Cayley differential unitary space–time codes achieve the capacity of Rayleigh flat-fading
channel. In this section, we investigate the design of transmitter space–time coding that we refer to as
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linear precoding [44], assuming the CSI is known at the receiver as well as at the transmitting end.1 Linear
precoding is a block transmission scheme that uses a pair of linear transformations F (precoder) and G
(decoder) of the transmit symbols and receive samples, respectively, that operate jointly and linearly on
the time and space dimensions. The framework is similar to the one used in e.g., [4], [13], [27], [57],
[58]. The designs target different criteria of optimality and constraints, and our linear optimal solutions
can appropriately take advantage of the CSI and best utilize resources while maintaining a reasonable
complexity. Most of the results are presented in the forms of lemmas and corollaries. Refer to [44] for the
proofs.

14.2.1 Jointly Optimum Design and Performance Bounds

We will precode N × 1 vectors of symbols s i using a precoder F as

xi = Fsi (14.7)

where N ≤ min(KP, RM). Note that this will require the knowledge of R at the transmitter; i.e., the
design will depend on the number of receive antennas. Since N symbols will be embedded in xi through
the precoder F , it will take P = (M + L ) snapshots to transmit N information symbols. If T is the time
necessary to transmit one snapshot, the throughput is

N

PT
≤ min(K (M + L ), RM)

(M + L )T
−→M>>L

min(K , R)

T

Assume that the N × 1 vectors of symbols s i transmitted every PT second satisfy the following:

1. The size N of the block s i of encoded symbols satisfies N ≤ rank(H). This is necessary to guarantee
symbol recovery, because it is otherwise impossible to invert the channel with a linear equalizer G .

2. The transmit symbols are white, i.e., Rss = σ 2
ss I , the noise ni is Gaussian with covariance Rnn, the

noise covariance matrix Rnn is positive-definite, and ni and s i are uncorrelated.

The receiver performs an appropriate inverse mapping G on the vector zi = vec(z[i P + L ], . . . ,
z[i P + P − 1]), estimating the symbols as ŝ i = G zi . From Equation 14.5 we have

ŝ i = G zi = GHFs i + Gni (14.8)

A reasonable criterion to design a linear receiver G , for given F and H , is to minimize the mean square
error (MSE) matrix that is given by

E {(ŝ i − s i )(ŝ i − s i )
H } = MSE(F , G) (14.9)

where

MSE(F , G) := (GHF− I)Rss(GHF− I)H + GRnnG H (14.10)

Because of number 1 above we can write

G opt = F H H H(HFFH H H + Rnnσ−2
ss

)−1
(14.11)

and

MSE(F ) = σ 2
ss

(
I + σ 2

ss F H H H R−1
nn HF

)−1
(14.12)

1CSI can be acquired at the transmitter either if a feedback channel is present or when the transmitter and receiver
operate in a time division duplex so that the time-invariant MIMO channel transfer function is the same both ways.
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Next, we determine Fopt based on different performance measures that depend upon MSE(F ). A rea-
sonable constraint is to bound the expected norm of the transmit vector E {‖xi‖2} = tr (FFH )σ 2

ss , which
we refer to as the power constraint (PC):

tr (FFH ) σ 2
ss = P0

An alternative is to constrain the maximum eigenvalue of the transmit vector covariance FFHσ 2
ss , which

also limits the power because tr (FFH ) σ 2
ss ≤ λmax(FFH ) Nσ 2

ss . This corresponds to

λmax(FFH ) σ 2
ss = L0 (14.13)

Besides limiting the transmit power, the maximum eigenvalue constraint in Equation 14.13 imposes a
limit on the peak power of the output. This is because

maxi,k(|{F s i }k |2)≤ λmax(F H F )maxi (‖s i‖2) (14.14)

where ‖s i‖2 is bounded since s i is formed by symbols that are all bounded in amplitude. The advantage
of this constraint is that it limits the signal peak, independent of the specific constellation used.

Finally, let us introduce the following eigenvalue decomposition (EVD)

H H R−1
nn H = V̄Λ̄V̄

H
(14.15)

where V̄ may be tall if H H R−1
nn H is rank deficient and Λ̄ is a Q × Q diagonal matrix, where Q :=

rank(H H R−1
nn H) = rank(H). Note that in the rest of the section the matrices V and Λ are going to be

defined according to the following definition, which is not a restriction:
The elements {λqq }Q

q=1 in the diagonal of matrix Λ̄, which are the nonnull eigenvalues of H H R−1
nn H , are

arranged in decreasing order. Note that number 1 above requires N≤ Q. For convenience, we will denote
by Λ the N× N diagonal matrix with diagonal entries {λqq }N

q=1 (Λ is equal to the top left N× N block of
Λ̄), and matrix V by the first N columns of V̄ , which are the eigenvectors corresponding to the N largest
eigenvalues {λqq }N

q=1 of H H R−1
nn H .

14.2.1.1 MMSE Criterion under Transmit Power and Maximum Eigenvalue Constraint

The minimum MSE (MMSE) design minimizes tr(MSE(F , G)) jointly with respect to F and G under the
transmit power constraint. The joint transmit and receive design that minimizes tr(MSE(G , F )) can be
obtained by minimizing tr(MSE(F )) (c.f. Equation 14.12) with respect to F . The solution for Fopt is given
in the following lemma.

Lemma 14.1 The solution of the optimization problem:

min
F

tr (MSE(F )) and tr
(

Fopt F H
opt

)
σ 2

ss = P0 (14.16)

is given by Fopt = VΦ, where Φ is an N × N diagonal matrix with the following (i, i) entry2:

|φi i |2 =
(
P0 +∑N̄

n=1 λ−1
nn

σ 2
ss

∑N̄
n=1 λ

−1/2
nn

λ
−1/2
i i − 1

λi i σ 2
ss

)+
(14.17)

where (x)+ := max(x , 0) and N̄ ≤ N is such that |φnn|2 > 0 for n ∈ [1, N̄] and |φnn|2 = 0 for all other n.

Interestingly, the minimization of the determinant, in lieu of the trace, of the MSE(F ) matrix with
respect to F is equivalent to maximizing the information rate. The following lemma gives the result.

2Note that only the amplitude of φi i is fixed, while the phase is arbitrary; thus φi i can be a real number.
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Lemma 14.2 The solution of the optimization problem

min
F
|MSE(F )| and tr

(
Fopt F H

opt

)
σ 2

ss = P0 (14.18)

is given by Fopt = VΦ, where Φ is an N × N diagonal matrix with (i, i) entry

|φi i |2 =
(
P0 +∑N̄

k=1 λ−1
kk

N̄σ 2
ss

− 1

λi i σ 2
ss

)+
(14.19)

and N̄ ≤ N is the number of positive |φii|2.

The power loading on the eigenvectors V of H H R−1
nn H of Lemma 14.2 is identical to the so-called water

filling, obtained from the maximization of the mutual information on parallel Gaussian channels (see,
e.g., [8], [14], [15]) and in the context of linear precoding, it leads exactly to the solution described in
Lemma 2 [45]. In particular:

Corollary 14.1 For a Gaussian input s i , if G has the following structure:

G = Γ̃F H H H R−1
nn (14.20)

where Γ̃ is an arbitrary N × N matrix, the mutual information I (ŝ , x) per block does not depend on G
(see also [45]), and is

I (ŝ , x) = log
∣∣σ 2

ssHFFH H H R−1
nn + I

∣∣ (14.21)

The Fopt in Equation 14.19 maximizes the mutual information between transmit and receive data.

Lemma 14.3 The solution of the optimization problems

min
F

tr (MSE(F )), min
F

|MSE(F )| subject to λmax
(

Fopt F H
opt

)
σ 2

ss = L0

is given by Fopt =
√
L0/σ 2

ss V .

As with Lemma 14.2, it is worth noting that because of Equation 14.21, the solution in Lemma 14.3 also
provides the maximum information rate under Equation 14.13.

14.2.1.2 Maximum λmin(SNR (F, G)) under Power and Maximum
Eigenvalue Constraints

It is difficult to deal with the designs that minimize the error probability because of the complexity
involved in obtaining the results in closed form. The authors in [44] propose design criteria come close
to the desired goal, though their optimization is alphabet independent. If s i (Hk) denotes the symbol
vector corresponding to hypothesisHk , andDi the decision on the i-th symbol block, then the maximum
likelihood (ML) decision rule is [25]

Di = argmin
Hk

[ŝ i −GHFs i (Hk)]H (GRnnG H )−1[ŝ i−GHFs i (Hk)] (14.22)

An indirect way of reducing the probability of error is to maximize the minimum distance between
hypotheses. Consider the following SNR-like matrix as a sensible measure related to the probability of
error:

SNR(F , G) := F H H H G H (GRnnG H )−1GHFσ 2
ss (14.23)

Properties of SNR(F , G) may provide suboptimal, but more general design solutions that are not tied to
a certain symbol alphabet. The criterion that is adopted is based on the observation that the minimum
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eigenvalue λmin(SNR(F , G)) provides a lower bound for the minimum distance:

min
h,k:h �=k

[s i (Hh)− s i (Hk)]H SNR(F , G)[s i (Hh)− s i (Hk)] (14.24)

≥ λmin(SNR(F , G)) min
h,k:h �=k

‖s i (Hh)− s i (Hk)‖2

The corresponding solutions are given in the following lemma.

Lemma 14.4 The solution of the optimization problem

maxF ,Gλmin(SNR(F , G)) subject to

tr
(

Fopt F H
opt

)
σ 2

ss = P0 and λmax(FFH )σ 2
ss = L0 (14.25)

is given by Fopt = VΦ and G opt = Γ̃V H H H R−1
nn with the N× N matrix Γ̃ being invertible 3 and Φ being

an N × N diagonal matrix having diagonal entries

|φi i |2 = K ′λ−1
i i (14.26)

where K ′ is given by P0

σ 2
ss

∑
k λ−1

kk
for the power constraint and L0λN N

σ 2
ss

for the eigenvalue constraint.

Note that the solution under power constraint leads to

SNR(Fopt , G opt) = σ 2
ssΦ

HΛΦ
P0∑
k λ−1

kk

I (14.27)

and the one under eigenvalue constraint gives SNR(Fopt , G opt) = L0 I .
Interestingly, the solution of Lemma 14.4 coincides with the MMSE solution under the zero-forcing

(ZF) constraint in [43, Theorem 14.3]. The ZF receiver in [43, Theorem 14.3] corresponds to selecting
Γ̃ = I , and in this case, the design of Lemma 14.4 leads to an ML detection scheme that performs separately
a low-complexity quantization of the components of ŝ i . As a last remark, it is interesting to observe that
for arbitrary F and G we can extend to the Gaussian MIMO case the capacity formula of the single-input
single-output (SISO) additive white Gaussian noise (AWGN) channel as follows:

I (ŝ , x) = log |I + SNR(F , G)| (14.28)

Next, we provide expressions for the performance measures such as the mutual information, the prob-
ability of error, and the mean square error achievable with the optimal precoding/decoding schemes
discussed so far. As mentioned before, all optimal designs lead invariably to loading the power across the
eigenvectors of H H R−1

nn H , and the performance depends on the eigenvalues. Section 14.3 addresses the
problem of calculating the closed-form statistics of the performance measures in random fading.

14.2.1.3 Equivalent Decomposition into Independent Subchannels

Lemma 14.5 All optimal designs we described so far have solutions of the following form:

Fopt = VΦ, Gopt = ΓΛ−1V H H H R−1
nn (14.29)

where Φ and Γ are diagonal matrices.

The matrices Fopt and Gopt in Equation 14.29, cascaded with the channel matrix H in between, are
depicted in Figure 14.2. Matrix V tunes the transmit filters to the eigenstructure of the propagation
channel, which depends on H and the additive Gaussian noise (AGN) covariance Rnn.

3 The receiver selection is not completely defined by the optimal design criterion. A similar observation was made
in [45] in deriving the solution for the maximum information rate.
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FIGURE 14.2 Optimal transceivers: matrix model.

The matrix equivalent of the cascade inside the box of Figure 14.2 is

Λ−1V H H H R−1
nn HVΛ−1V H V̄Λ̄V̄

H
V = I (14.30)

and the noise correlation at the output of the box is

Λ−1V H H H R−1
nn Rnn R−1

nn HVΛ−1 = Λ−1 (14.31)

Thus, the matrix channel is described by the diagonal transfer matrix ΓΦ and additive noise with corre-
lation matrix ΓHΓΛ−1. Hence, the N subchannels are decoupled and Figure 14.2 becomes equivalent to
Figure 14.3, in which case the flat fading on each of the parallel subchannels corresponds to the diagonal
elements of ΓΦ, and the noise components {βi }k , k = 1, . . . , N are uncorrelated with variance λ−1

kk .

14.2.1.4 Performance Measures

The decomposition of the channel as shown above streamlines the performance analysis as seen from the
following corollaries.

Corollary 14.2 With Φ and Γ diagonal, the transceivers in Equation 14.29 render the MIMO linear
AGN channel with memory equivalent to N parallel independent intersymbol interference (ISI)-free
subchannels, each with flat fading gain φkkγkk and AGN {βi }k , with variance 1/λkk and {βi }k , {βi } j

uncorrelated for k �= j ; i.e.,

{ŝ i }k = φkk γkk {s i }k + γkk {βi }k , k = 1, . . . , N (14.32)

The SNR at the output for the k-th subchannel is

SNRk = σ 2
ss|φkk |2|γkk |2
λ−1

kk |γkk |2
σ 2

ss|φkk |2λkk (14.33)

+x x

+x x

{si}1

{si}N

^{si}1

^{si }N

{βi}N

{βi}1

φ11

φNN γNN

γ11

FIGURE 14.3 Equivalent subchannels.
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The independence of the parallel subchannels implies the following.

Corollary 14.3 For the linear transceivers of Equation 14.29, the mutual information is given by

I (ŝ ; x) = 1

N

N∑
i=1

log2(1+ SNRi ) (14.34)

Under constrained power I (ŝ ; x), Equation 14.34 achieves its maximum when {φi i }N
i=1 are given by Equa-

tion 14.19.

According to Equation 14.32, the set of equivalent parallel subchannels is also ISI-free. Thus, assuming
that information is quantized and that {s i }k belong to a finite alphabet, the optimal decision scheme based
on {ŝ i }k performs symbol by symbol detection.

Based on the model in Figure 14.3, we can also derive the following result.

Corollary 14.4 The MSE for the F and G in Equation 14.29 coincides with the cumulative MSE over
the N independent subchannels in Figure 14.3, and is

MSE(Γ, Φ) =
N∑

i=1

[ |γi i |2
λi i

+ |γi i φi i − 1|2σ 2
ss

]
(14.35)

For the MMSE receiver Γ = σ 2
ssΦ

H (Λ−1 + σ 2
ssΦΦH )−1, the MSE is

MSE(Φ) =
N∑

i=1

σ 2
ss

1+ |φi i |2σ 2
ssλi i

N∑
i=1

σ 2
ss

1+ SNRi
(14.36)

which reaches its minimum for a constrained power when φi i are given by Equation 14.17.
For the ZF receiver Γ = Φ† the MSE is

MSE(Φ) =
N∑

i=1

1

|φi i |2λi i

N∑
i=1

σ 2
ss

SNRi
(14.37)

Corollaries 1 through 4 show that performance evaluation of these optimal designs requires only specifying
the values of SNRi . Table 14.1 gives the SNRi characterizing the optimal designs presented in this section.

Comparing the SNRi expressions, we observe the similarity between the MMSE and water-filling so-
lutions of Lemmas 14.1 and 14.2: both of these solutions tend to exclude the most noisy subchannels
(corresponding to the smallest λi i values) and the SNRi grows as λ

1/2
i i and λi i , respectively. The other

designs do not include this control and thus waste power over these subchannels.

TABLE 14.1 Comparison of Optimal Loading for Different
Coding Strategies

Criteria Constraint SNRi = |φi i |2σ 2
ssλi i

1 min(tr (MSE)) CP
(
Ktr (MSE) λ

1/2
i i − 1

)+
2 min(|MSE|) CP (K|MSE| λi i − 1)+
3 min(|MSE|) Cλmax L0 λi i

4 min(tr (MSE)) Cλmax L0 λi i

5 max(λmin(SNR)) CP KSNR−CP

6 max(λmin(SNR)) Cλmax KSNR−Cλmax

Note: CP= constraint on the average transmit power;
Cλmax = constraint on the maximum eigenvalue.

Copyright © 2005 by CRC Press LLC



14.3 Performance Analysis and Random Matrices

We resort to random matrices in the context of MIMO because of the random fading between the transmit
and receive elements of the antenna array. We have seen in Section 14.2 that the eigenvalues are the only
channel matrix parameters that affect the performance of the optimal space–time precoders. This section
is concerned mainly with the derivation of the statistics of MIMO frequency-selective channel capacity.
In particular, we derive the characteristic function of the capacity of the Rayleigh faded channel for both
low and high SNR scenarios. Deriving the performance of MIMO systems requires the nontrivial step of
deriving the joint statistics of the eigenvalues of the random MIMO frequency response. The methodology
used to derive the statistics of eigenvalues and eigenvectors is presented in Section 14.3.1, which is applied
later in the derivations carried out in Section 14.3.2.

The focus of the classical random matrix theory is on the asymptotic probability distribution of the
eigenvalues of a random matrix as the matrix dimensions tend to infinity [5], [17], [20], [24], [48]. The
interplay between engineering insights and mathematical results has proven to be very fruitful: for example,
in order to understand the scalability properties of the linear multiuser detectors, a random model for the
spreading sequences is employed by Tse and others, who have used this model to compare the performances
of the conventional matched filter receiver, the decorrelator, and the linear MMSE (LMMSE) receiver in the
limit of the number of users and the processing gain [11], [54]. Li employed the same model and used the
asymptotic eigenvalue moment results to analyze the capacity of multiuser code division multiple-access
(CDMA) channel with frequency-selective fading [28], [29]. The same modeling paradigm of random
spreading was used in [19], [26], [36], [41], [55] to analyze multiuser systems.

Our interest in this chapter is not in the CDMA systems but in the transmit and receive diversity schemes.
We will now see how we can utilize the tools provided to us by the random matrix theory to derive the
performance of MIMO systems.

14.3.1 Differential Forms and Random Matrix Techniques

In order to derive the statistics of the eigenvalues of these random matrices, the first step requires deriving
the Jacobian of the change of variables from the original matrix to its factors. When the decomposition is
unique, the number of independent variables in the matrix and in the corresponding factors is the same
and the Jacobian matrix is square. This can be verified in the cases of eigenvalue decomposition (however,
appropriate constraints need to be added for complex matrices), Cholesky decomposition for self-adjoint
matrices, and QR or LU (lower–upper) decompositions, and for general matrices [9].

Exterior differential calculus, based on the seminal work of Élie Cartan [12], provides a useful tool to
calculate the above Jacobians. The concept of exterior product, denoted by the symbol ∧, was introduced
by Hermann Günter Grassmann in 1844 and was utilized by Cartan in the study of differential forms.
Ordinary vectors are 1-vectors; wedge products of p independent vectors generates the space of p-vectors.
Given vectors α, β, γ , the basic axioms of Grassmann algebra are:

� Associativity: (α ∧ β) ∧ γ = α ∧ (β ∧ γ )
� Anticommutativity: α ∧ β = −β ∧ α
� Distributivity: (aα + bβ) ∧ γ = a(α ∧ γ )+ b(β ∧ γ )

The axioms are sufficient to establish that4

α ∧ α = 0 and (Aα) ∧ β = |A|(α ∧ β) (14.38)

4If A is m× n and m > n, or if it is rank deficient, |A| has to be replaced by 0. If m ≤ n, |A| has to be replaced by
the matrix compound ∧m A, i.e., the matrix of all cofactors of order m, if m ≤ n [12].
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FIGURE 14.4 Illustration of wedge product.

Cartan’s exterior differential calculus (a very clear book is [12]) is based on the observation that if
we consider the sign in the Jacobian, products of differentials dxdy behave as dx ∧ dy (Figure 14.4):
this can be easily observed by introducing a dummy transformation x(u, v), y(u, v) and realizing that
dxdy = |∂(x , y)/∂(u, v)|dudv equals 0 for u = v = x and equals −dydx for u = y and v = x . The
rules of exterior differential calculus are derived by applying Grassman algebra to 1-forms such as dx or
the gradient of a differentiable function ∇ f . An r -form is

α =
∑

k1<k2···<kr

A(x1, . . . , xn)dxk1 ∧ . . . ∧ dxkr (14.39)

To complete the description of Cartan’s differential forms, we give an axiomatic definition of the d operator:

� d(r -form) = (r + 1)-form.
� d(α + β) = dα + dβ.
� If α is an r -form and β is an s -form, d(α ∧ β) = dα ∧ β + (−1)r α ∧ dβ.
� d(dx) = 0 (Poincarè Lemma).

These rules are systematic and the results are simpler to grasp than the theory of manifolds. In addition,
they provide a way of deriving the Jacobian of an arbitrary matrix factorization by applying the d operator
first and then evaluating the ∧ product of all the independent differentials. This last task is a bit involved
since it requires the description of the group of matrices by means of their independent parameters [37].
The evaluation of this Jacobian is essential to derive the probability density function (pdf) of the factors
from the pdf of the original matrix. We will borrow the notation from [9] and indicate by d A the matrix
of differentials and by (d A) the exterior product of the independent entries in d A, for example:

� For an arbitrary A, (d A) = ∧i ∧ j dai j .
� If A is diagonal, (d A) = ∧i daii .
� If A = AT or A is lower triangular, (d A) = ∧1≤i≤ j≤ndai j .

When dealing with complex matrices we can apply the same rules remembering that any complex dz has
an associated (dz) = d�[z]d"[z] or, more precisely, (dz) = d�[z]∧ d"[z]. Therefore, dz can be treated
as a bidimensional vector. Since the multiplication of z = x + j y by a complex number α = a + j b can
be viewed as

(x , y)

(
a −b
b a

)
(14.40)

from Equation 14.38 it follows that (dαz) = |α|2dxdy. In general [17], see the following.

Lemma 14.6 If w = u+ j v are analytical functions of z = x+ j y, then

det

(
∂(u, v)

∂(x, y)

)
=
∣∣∣∣det

(
∂w

∂z

)∣∣∣∣
2

(14.41)

Other properties of the complex case are easily derived, for example, (1) (dz) = −(dz∗); (2) dz ∧ dz∗ =
0. Note that for B = X A, (d B) = |X|n(d A) in R

n. Because of Equation 14.38 and Lemma 14.6, orthogonal
or unitary linear mappings of A do not change (d A), i.e., if Q H Q = I (Q H d A) ≡ (d A).
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We need to evaluate (d Q) to find the Jacobian for the QR, EVD, etc. A unitary Q can be described
by n2 smooth functions that can be integrated over nice enough intervals, which describe the so-called
Stiefel manifold: clearly, the independent parameters of the Stiefel manifold are not the real and imaginary
parts of the elements of Q. In this case, n out of the n2 parameters are redundant (in the sense that the
decomposition is unique up to n parameters). This ambiguity could be removed by having the diagonal
elements of Q set to be real. Since QQH = I → Qd Q H = −dQQH , Qd Q H is antisymmetric and the
diagonal elements of Qd Q H are purely imaginary. Note also that when Q is m× n and semiunitary with
n ≤ m, we have 2mn−n(n+ 1) real parameters (the roles are reversed if n > m) and we can always define
an m×m matrix Q̄ = (Q, Q⊥) such that Q̄ H Q = I m,n, so that (d Q) = (Q̄ H d Q).

The uniform pdf in the Stiefel group of orthogonal or unitary matrices is called Haar distribution [17,
Chapter 1]. The element of volume of Stiefel manifold can be found by extending the ideas given by
Edelman5 [9]. For the case of a unitary group, the volume element is

(Q̄ H d Q) =
∧
i≥ j

q H
i dq j (14.42)

where Q̄ = [q1 · · · qm] is the same as before and q i is a complex unit vector (for details, refer to [46]).
The volume of (Q̄ H d Q) integrated over Q H Q = I , for Q unitary, is

Vol(Qm,n) = 2n(π)mn−n(n−1)/2∏n−1
i=0 �(m− i)

(14.43)

when the n constraints are added to Qm,n (for example, the diagonal elements are constrained to be real):

Vol(Qm,n) = (π)(m−1)n−n(n−1)/2∏n−1
i=0 �(m− i)

(14.44)

Now we mention some of the important matrix distributions, computed using the above-mentioned
tools, that will be key to arriving at the characteristic function expression for the capacity of the MIMO
channel. Consider the following examples.

Example 14.1

Consider first the matrix of the form A = B H B, where B is a random m× n matrix with continuous pdf
and we will assume that m ≥ n, in which case A is full rank with a probability of 1.6 We are interested
in deriving the pdf of A given the pdf of B. Let us denote by pA(A) and pB(B) the pdfs of the random
matrices A and B, respectively: the pdf of A is called generalized Wishart distribution. When calculating
the density of the square envelope of a complex Gaussian random variable, say b, it is common to calculate
the density of phase and amplitude of b, say (ρ , φ) → b = ρe jφ , and then calculate the density of a = ρ2.
Similarly, in the multivariate case, we can resort to a QR decomposition for B and express its relationship
with A through the fact that the Cholesky decompositions of A are unique and such that

B = QR ⇔ A = RH R (14.45)

At this point we are left with a problem analogous to the scalar case, which is that of finding the density of
R and derive from it the density of RH R. To derive the density of R we can use differential calculus. With

5In [9] the derivation of the volume element of the orthogonal matrix group is found to be (Q̄T d Q) = ∧i> j qT
i dq j .

Note that the elements qT
i dq i = 0 for the real case.

6In case m < n, A has n−m zero eigenvalues. Because the nonnull eigenvalues of B H B and BBH coincide, the case
m ≥ n is general enough to provide the distribution of the nonzero eigenvalues for any choice of n, m.
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(dR) = ∧i< j (dri j ), using the rules of differential calculus [46],

(dA)= 2n
n∏

i=1

(|rii |)2(n−i)+1(dR)

⇒ pA(A)(dA)= pA(RH R)
n∏

i=1

2n (|rii |)2(n−i)+1 (dR) (14.46)

For QR factorization to be unique, we constrain the diagonal elements of R to be real. Now,

(dB) = (Q̄ H dB) =
n∏

i=1

(|rii |)2(m−i)+1(dR)(dQ) (14.47)

where (dQ) = (Q̄ H dQ) is the element of volume of the Stiefel manifold. Hence,

pB(B)(dB) = pB(QR)
n∏

i=1

(|rii |)2(m−i)+1(dR)(dQ) (14.48)

and, with
√

A � R, from Equation 14.46 and Equation 14.48 and |A| = ∏n
i=1 |rii |2 it follows that

pA(A) = 2−n|A|m−n
∫

pB(Q
√

A)(Q̄ H dQ) (14.49)

which is the form of the so-called generalized Wishart density [17]. Generalizing the results in [17] to the
complex case in Equation 14.46 implies the following lemma.

Lemma 14.7 When the pdf pB(B) = p(B H B), then:
1. Q and R in the QR decomposition B = QR are independent. The pdf of Q is uniform over the unit
QQH = I (Haar distribution) and R is

pR(R) =
n∏

i=1

(|rii |2
)m−n

p(RH R)Vol(Qm,n) (14.50)

2. The pdf of A is (c.f. Equation 14.43)

pA(A) = 2−n|A|m−n p(A)Vol(Qm,n) (14.51)

Example 14.2

In this example, we briefly go over the steps to derive the density of the eigenvalues of A using EVD. The
Jacobian of the EVD of A = U�U H can be obtained by constraining the diagonal elements of U to be real
so that the EVD is unique. Noting that (U H dAU ) = |U H U |(dA) = (dA) and that dU H U = −U H dU ,

(dA)≡ (U H dAU ) = (U H dUΛU H U +U H U dΛU H U +U H UΛdU H U )

= (U H dUΛ−ΛU H dU + dΛ)

=
∏

1≤i<k≤n

(λk − λi )
2(dΛ)(U H dU ) (14.52)

Equations 14.49 and 14.52 can be used to address the general case of A = B H B:

p�(Λ)= 2−n
∏

1≤i<k≤n

(λk − λi )
2

(
n∏

i=1

λi

)m−n

�(λ1, . . . , λn) (14.53)

�(λ1, . . . , λn) �
∫

pB(Q
√

ΛU H )(Q̄ H dQ)(U H dU ) (14.54)
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When in Lemma 14.7 p(A) ≡ p(�), the density of the eigenvalues is simple to derive: for example, in the
multivariate Gaussian case {B}i, j ∼ N (0, σ 2), p(A) = (πσ 2)−mn exp(− tr (A)

σ 2 ) (c.f. Equation 14.51), and
for λi > 0,

pΛ(Λ) = χ1

∏
1≤i<k≤n

(λk − λi )
2e−

∑
i λi

σ2

(
n∏

i=1

λi

)m−n

(14.55)

where χ1 = 2−n(πσ 2)−mnVol(Qm,n)Vol(U n,n).

Using Wigner’s approach, the density function obtained by averaging over all permutations p�(�) is
1
n! p�(�), thus [20] the following lemma.

Lemma 14.8 For m ≥ n and any continuous real f (A) =∑n
i=1 f (λi (A)),

E { f (A)} =
∫ ∞

0
f (x)μm−n

n (x)dx (14.56)

μm−n
n (x) �

1

n!

∫ ∞

0
· · ·
∫ ∞

0
p�(x , λ2, . . . , λn)dλ2 . . . dλn (14.57)

Note that for f (A) =∑n
i=1 δ(x − λi (A)), E { f (A)} in Equation 14.56 is the empirical distribution of the

eigenvalues or, in other words, the average histogram of the eigenvalues of random matrix samples.
When p�(�) is as in Equation 14.55 [5], with α = m− n,

μα
n (x) = 1

n

n−1∑
k=0

φα
k (x)2 (14.58)

where, denoting by L α
k (x) the Laguerre polynomials of order α,

φα
k (x) =

[
k!

�(k + α + 1)
xαe−x

]1/2

L α
k (x) (14.59)

14.3.2 The Statistics of the Capacity

With all the tools that the random matrix theory has endowed us with, we are now ready to take a step
forward and calculate the statistics of the channel capacity. Deriving other performance measures (see
Section 14.2) poses similar challenges. In this section we will use random matrix techniques to derive the
statistics of the channel capacity for a frequency-selective MIMO channel that is spatially and temporally
correlated [46], [47]. This analysis summarizes many of the results obtained in the literature on this topic
under more restrictive assumptions [7], [14], [49], [53], [56] and is particularly useful in the context of
broadband space–time communications. Specifically, the assumptions made are:

� The noise is AWGN with variance σ 2
n = 1.

� {H[l]}∗r,t are spatially and temporally uncorrelated circularly symmetric zero-mean complex
Gaussian random variables (Rayleigh fading) with RH [l1, l2, r1, r2, t1, t2] � E {{H[l1]}∗r1,t1

,
{H[l2]}r2,t2} = δ(t1 − t2) δ(r1 − r2)RH (l2, l1).

� The number of frequency bins is an integer multiple of the channel duration, i.e., K = Q(L + 1),
where L is the length of the channel.

� RH (l1, l2) = RH (l2 − l1). In general, this condition rarely applies because the paths are likely not
to have the same average power. However, this assumption describes a worst-case scenario in terms
of the frequency selectivity of the channel and helps simplify the derivations considerably.

Consider the MIMO channel discussed in the Section 14.1.1. Since the additive Gaussian noise is spatially
and temporally white, space–time OFDM will convert our frequency-selective MIMO system into a set of
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K parallel independent MIMO systems. If the channel matrix H is sandwiched between the two matrices

ET ≡ (W̄K ⊗ INT×NT ), ER ≡
(

WH
K ⊗ INR×NR

)
where W̄K+L ,K is an extended (K + L ) × K inverse fast Fourier transform (IFFT) matrix with a proper
phase shift that creates the so-called cyclic prefix and WK is the K ×K IFFT matrix, the equivalent channel
is

H̃ ≡ ER HET diag(H̃[k]), k ≡ (0, . . . , K − 1)

where H̃[k] is the MIMO transfer function at the k-th frequency bin:

H̃[k] =
L∑

l=0

H[l]e− j 2π kl
K (14.60)

Let us denote

n � min(NT , NR), m � max(NT , NR) (14.61)

where NT and NR represent the number of transmit and receive antennas,7 respectively. Denoting by γ the
signal-to-noise ratio dictated by the large-scale fading and receiver noise power, the conditional channel
capacity is

C = log |I + γ H̃
H

H̃|

Therefore, the average capacity is

E {C } =
K−1∑
k=0

n∑
l=1

E {log(1+ γ λl [k])}

and the characteristic function of C is

�C (s ) = E {es C } = E

{
K−1∏
k=0

|I + γ H̃
H

[k]H̃[k]|s
}

The interesting and challenging aspect of the MIMO case is that the performance is expressed in terms
of the eigenvalues of the matrix H̃ H H̃ , and thus the results for the scalar case are not generalized in a
straightforward manner to MIMO systems. The derivation of �C (s ) is, in general, more complicated since
it requires averaging over the joint density of the eigenvalues of all H̃[k]H H̃[k], k = 0, . . . , K− 1, and
the matrices are dependent. However, it is worth noticing that an approximate result for γ << 1 can be
obtained quite easily. The case when γ >> 1 will be discussed later.

Proposition 14.1 For γ << 1,

�C (s ) ≈ E {|I + γ K HH [d]H[d]|s } (14.62)

The eigenvalues of the product HH [d]H[d] can be calculated as described in Section 14.3.1. The interesting
consequence of Equation 14.62 is that at low SNR (in the so-called low-power regime [30]), the statistics
of the capacity of the frequency-selective channel are approximately equivalent to the ones of a MIMO
flat-fading channel with NR(L + 1) antennas rather than NR antennas.

7Here NT = K and NR = R in Section 14.1.1.
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Calculating the dimensions m and n in Equation 14.61 with NR(L + 1) in place of NR , the approximate
characteristic function in Equation 14.62 can be expressed in a rather complex closed form [7], [56], which
is the exact solution for the Rayleigh flat-fading case:

�C (s ) ≈ χ3|G |

where G is n × n and

{G}i, j = G(i + j − 2), i, j = 1, . . . , m

with

G(k)= 1

�(−s/ ln 2)
γ m−n−k−1�(1+ k +m− n)�

(
−1− k −m+ n − s

ln 2

)

1 F1

(
1+ k +m− n, 2+ k +m− n + s

ln 2
,

1

γ

)

+ γ
s

ln 2 �

(
1+ k +m− n + s

ln 2

)
1 F1

(
− s

ln 2
,−k −m+ n − s

ln 2
,

1

γ

)

The expression in Equation 14.62 for really small γ can be written as

�C (s )≈ E
{|1+ γ K tr (HH [d]H[d])|s}

= E {es ln(1+γ K vec(H[d])H vec(H[d]))}
where H[d] ∼ N (0,Rr ⊗ Rt ⊗ RH ),8 where Rr , Rt , and RH describe the correlation among the receive
elements, transmit elements, and paths, respectively. Approximating ln(1+ x) as x for small x and using
the multivariate Gaussian density for H[d], we obtain the following:

�C (s ) ≈ 1

|I − γ s K R| , R = Rr ⊗ Rt ⊗ RH (14.63)

The capacity distribution is approximately a standard χ-square distribution. If the number of degrees of
freedom of the χ-square distribution is large, it can be further approximated by a Gaussian distribution.

To address the opposite case of high γ , K ≥ L is considered; i.e., the number of subcarriers is larger
than the channel order. We can decompose pH̃ (H̃[k]) as follows:

pH̃ (H̃[k]) p(H̃[p̄] | H̃[p])p(H̃[p])

where k = (0, . . . , K − 1); p = (k0, . . . , kL ) is a vector that has, as elements, L + 1 distinct but otherwise
arbitrary indices extracted from k; and p̄ is the vector of the complementary indices. The blocks of
H̃[p](H̃

H
[k0], . . . , H̃

H
[kL ])H are in a one-to-one mapping with the blocks of H[d] = (HH [0], . . . ,

HH [L ])H ; in fact, Equation 14.60 for each antenna pair represents a system of linear equations, each
corresponding to a different index ki ∈ p, with coefficients forming a full-rank Vandermonde matrix
WL+1(p):

{WL+1(p)}l i = e− j 2π
K lki , l ∈ [0, L ], ki ∈ p, i ∈ [0, L ]

and we can write

H̃[p] = (WL+1(p)⊗ I)H[d], p = (k0, . . . , kL )T , d = (0, . . . , L )T (14.64)

8It is assumed that the correlation does not change with time and the following separation model applies:
E {{H[l]}∗r1,t1

{H[l]}r2,t2 }{Rr }r1,r2 {Rt}t1,t2 .
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Thus, for any h j we can write

H̃[h j ] =
L∑

l=0

H[l]e− j 2πh j l/K =
∑
ki∈p

H̃[ki ]Pki (e− j 2πh j /K ) (14.65)

where

Pki (z) �
∏

j �=i, 0≤ j≤L

z − e− j 2πk j /K

e− j 2πki /K − e− j 2πk j /K
(14.66)

with (ki , k j ) ∈ p.
From Equations 14.65 and 14.66, it follows that p(H̃[p̄] | H̃[p]) is a product of Dirac deltas. With

P[p, h j ] � ([Pk0 (e− j 2πh j /K ), . . . , PkL (e− j 2πh j /K )]⊗ I)

we have

p(H̃[p̄] | H̃[p]) =
∏

h j ∈ p̄

δ
(

H̃[h j ]− P[p, h j ]H̃[p]
)

pH̃ (H̃[p]) = |WL+1(p)|−NR NT pH ((WL+1(p)⊗ I)−1H̃[p])

Gathering these results we can state the following lemma (valid for any γ ).

Lemma 14.9 For an FIR NT -input NR-output MIMO frequency-selective channel having a probability
density function of the MIMO impulse response pH (H(d)), d = (0, . . . , L ), H(d) = (HH (0), . . . , HH (L ))H ,
the characteristic function of the mutual information is equal to

�c (s )= χ2

∫ K−1∏
h=0

∣∣∣I + γ H̃
H

[p]P H [p, h]P[p, h]H̃[p]
∣∣∣s

× pH

((
W−1

L+1(p)⊗ I
)

H̃[p]
)
(dH̃[p])

where WL+1(p) is defined in Equation 14.64, H̃[p] is defined in Equation 14.64, W−1
L+1(p) can be expressed

in terms of the coefficients of the Lagrange polynomials in Equation 14.66, and χ2 = |WL+1(p)|−NR NT .

Under the assumption that K = Q(L + 1), we can arrive at a closed-form simpler expression for �c (s ).
Choosing p = (0, Q, . . . , QL ), since e− j 2π

Q(L+1) l Qd = e− j 2π
(L+1) ld , WL+1(p) is unitary. It should be noted that

the coefficients of the linear combination in Equation 14.65 that corresponds to H̃[l Q + q] are for the
most part highly concentrated around l − n = 0, which suggests the approximation

H̃[l Q + q] ≈ Pl Q(e− j 2π(l Q+q)/K)H̃[l Q] = α(q)H̃[l Q]

where

α(q) �
e j 2π
(

q L
Q(L+1)

)
L + 1

sin
( q

Q

)
sin
(

πq
Q(L+1)

)
If p is selected to have uniformly spaced frequency indices, in force of the Szëgo theorem for L >> 1,
the elements of H̃[p] will be approximately uncorrelated not only in space but also across the frequency
bins. Since the correlation matrix of H(d) is (I ⊗ RH ), using the central limit theorem the pdf of
H̃[p] is approximately � N (0, (WH

L+1(p)RH WL+1(p) ⊗ I)), where (WH
L+1 RH WL+1) ≈ diag(σ 2

h [p]),
where σ 2

h [p] = (σ 2
h [0], . . . , σ 2

h [LQ]) and σ 2
h [lQ]

∑
n RH [n]e− j 2πnl/(L+1). Thus we have the following

proposition.
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Proposition 14.2 Under the assumptions stated in the beginning of the section for L >> 1 and assuming
E {H̃[p]} = 0, the H̃

H
[lQ] are approximately Gaussian and independent and

�c (s ) ≈ χ3

L∏
l=0

∫ Q−1∏
q=0

∣∣∣I + γ α(q)H̃
H

[lQ]H̃[lQ]
∣∣∣s e

− tr (H̃ H[lQ]H̃[lQ])

σ2
h [l] (dH̃[lQ]) (14.67)

where χ3 = ∏L
l=0(πσ 2

h [l])NT NR = π NT NR (L+1)|RH |NT NR . The integral on the right side of Equation 14.67
is analogous to Equation 14.63 [7], [56].

We proceed in our approximation and exploit the fact that γ >> 1. Also, we can include the spatial
correlation for the separable model, as was done for the low γ case, with the covariance matrix of H[d]
being Rr ⊗ Rt ⊗ RH . Since the discrete Fourier transform (DFT) operates in time, the spatial correlation
of the MIMO frequency response H̃[p] for L >> 1 tends to be Rr ⊗ Rt ⊗ diag(σ 2

h [p]), or in other words,

E [vec(H̃[lQ])vec(H̃[lQ])H ] = σ 2[lQ](Rt ⊗ Rr )

With this in mind, we can state the following proposition.

Proposition 14.3 Under the same assumptions and using the same approximations that led to Propo-
sition 2, if γ >> 1,

�C (s ) ≈ esn(L+1) log
∏Q−1

q=0

(
α(q)γ |RH|

1
L+1 |Rt | 1

n |Rr | 1
n

) n∏
i=1

[
�(Qs +m− n + i)

�(m− n + i)

]L+1

(14.68)

Refer to the [46] for details.
After having obtained the expressions for the characteristic function of the mutual information, we

claim that the capacity can be approximated by a Gaussian random variable. We now proceed to find the
parameters of the Gaussian distribution for the extreme cases of γ considered. We first take up the high
γ case for which Equation 14.68 shows that the channel gain takes the form of the geometric mean of the
eigenvalues of the channel covariance matrix. The form of the characteristic function in Equation 14.68
motivates the idea of approximating the pdf of capacity with a Gaussian pdf whose parameters can be
easily computed. The first factor in Equation 14.68 implies that the capacity pdf pC (C) is a shifted version
of the inverse Laplace transform of the term(

n∏
i=1

�(Qs +m− n + i)

�(m− n + i)

)L+1

(14.69)

The factor in Equation 14.69 is the L-th power of a product of functions. Since in our approximations
L >> 1, we can infer that the inverse Laplace transform of Equation 14.69 will be very close to a Gaussian
pdf, due to the central limit theorem.

From the first- and second-order derivatives of �(Qs+m−n+i)
�(m−n+i) in s = 0, one can easily obtain the first-order

moment μ
(1)
i and the variance σ 2

i of its inverse Laplace transform, which are

μi = Qψ (0)(m− n + i), σ 2
i = Q2ψ (2)(m− n + i) (14.70)

where ψn(x) is the n-th derivative of the polygamma function, also known as the digamma function [1].
Therefore, we have

pC (C ) ≈ e
−
(

C−
(∏Q−1

q=0 α(q)γ |RH |
1

L+1 |Rt |1/n |Rr |1/n
)
−K
∑n

i=1 ψ(0)(m−n+i)

)2

2K Q
∑n

i=1 ψ(2)(m−n+i)√
2π K Q

∑n
i=1 ψ (2)(m− n + i)

It should be noted that the variance of the capacity in Equation 14.70 obtained in the high SNR regime
is independent of γ , and the same conclusion was reached in [32], [35], [49], [56]. This is in direct
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contrast to the low γ scenario, which will be considered later. Here we also notice that even if under many
approximations, the effect of correlation and SNR is only to shift the mean of the distribution, but the
same parameters have no impact on the capacity variance, which is only a function of m, n. The plots were
obtained in [46] to show that the Gaussian approximation was valid.

As pointed out earlier in this section, the capacity for the case of γ << 1 takes the following form:

C ≈ γ K tr (HH [d]H[d])

This is a χ-square distribution, which, under the limit of a large number of antennas and paths, will
closely approximate the Gaussian density. However, even for the reasonable values of NR and NT , we
show numerically that the Gaussian fit is accurate even when γ is really small [46]. To do so, we first find
parameters of the corresponding Gaussian random variable using Equation 14.63. First- and second-order
derivatives of �C (s ) evaluated at s = 0 yield the mean and variance:9

μ = γ K tr (Rr )tr (Rt )tr (RH ), σ 2 = (γ K )2tr
(

R2
r

)
tr
(

R2
t

)
tr
(

R2
H

)
Hence, in this case we have the following:

pC (C ) ≈ e
− (C−γ K tr (R))2

2(γ K )2 tr (R2
)√

2π(γ K )2tr (R
2
)

It is interesting to note that mean and variance are proportional to the signal-to-noise ratio (γ ). Also,
while there is no explicit dependence on m and n, the dependence on the correlation matrices of paths
and the array elements is through their trace.

So far, we have looked at the design aspects of linear precoders and decoders for the MIMO channels.
In doing so, the channel was assumed to be known at both the transmitter and receiver. However, this may
not always be the case. Hence, the task of estimating the channel for such precoded MIMO systems should
be dealt with, and this is the focus of the next section.

14.4 Channel Estimation for MIMO Systems
Using Precoding Techniques

Earlier work [44] has shown that the redundancy introduced by the precoder can be exploited to blindly
estimate deterministic frequency-selective channels up to a scale. To acquire the channel status information
(CSI) without ambiguity, training is required. Training symbols can be inserted in the data stream (the
pilot symbol assisted modulation (PSAM) technique). Inserted training symbols are separated from the
information symbols either in frequency [38] or in time [33]. Alternatively, one could use the superimposed
pilot sequence technique [23], in which a known pilot sequence is linearly added to the unknown data
sequence.

Manton et al. [31] introduced the affine precoding scheme as a general framework in which PSAMs
with pilot tones or superimposed training sequences can be treated as special cases. In this scheme, the
transmitted and received data blocks are presented as

xi = F s i + t yi = Hxi + ni

For a frequency-selective SISO channel, the optimal design of the affine precoders for joint channel
estimation and symbol recovery is derived in [31]. In [39], [40] the problems of channel estimation and
symbol recovery are separated and only the training symbols are used to estimate H . Under the constraint
that B†HF= 0 (where B is a column-wise circulant matrix with first column t), the authors derive the
optimal pair (F , t), which reduces the least squares (LS) channel estimation error. In [6] the authors

9We use the identity ∂
∂α
{ln |A|} = tr{A−1 ∂ A

∂α
}.
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investigate the problem of channel estimation with superimposed pilot symbols for a quasi-statistic flat-
fading MIMO system that uses the space–time orthogonal block codes. It is shown that under certain
training schemes, superimposed training increases the Cramer–Rao bound (CRB).

We consider a block flat-fading memoryless MIMO channel in additive white Gaussian noise in which
the channel matrix in Equation 14.6 reduces to H = I P ⊗ H[0]. The frequency-selective case can be
treated similarly, with some further complication in the notation that we avoid here. We provide a channel
estimator and CRB expression that can be used as a benchmark to evaluate the performance of any unbiased
estimator. In contrast to most previous works in which the symbols are considered as deterministic
unknown parameters, we assume that the symbols are Gaussian. It is known that for an AWGN channel,
the Gaussian distribution of input maximizes the mutual information between the input and output of
the channel [8]. Furthermore, the assumption of Gaussian symbols allows the derivation of a new CRB
and a new estimator technique that utilize not only training, but also a subspace method that capitalizes
the redundant structure of F . This model highlights two important aspects: (1) the interesting trade-off
between transmitting at full rate and achieving coherent reception, and (2) the different way in which
the components associated with the symbols (blind) contribute to the channel estimator compared to the
training components (nonblind). We make the following assumptions:

1. The channel is deterministic and unknown.
2. The transmit symbols s i and the noise ni are white, i.e., Rss = σ 2

ss I and Rnn = σ 2
nn I , and ni and s i

are uncorrelated.

We have yi ∼ CN (μ, R) where

μ = Ht, R = σ 2
ss HFFH H H + σ 2

nn I (14.71)

in which h is an RK×1 vector containing the parameters to be estimated. To obtain a meaningful estimate
of h, we need at least as many observation samples as unknown parameters, which implies RP > RK. This
model is general enough to cover the frequency-selective MIMO channel presented in Section 14.2.

14.4.1 Channel Estimation Algorithm

The ML channel estimate for a general structure channel matrix H is Ĥ = arg maxH ln p(yi |H), i.e., the
solution of the system of equations

∂ ln p(yi |H)

∂ H H = 0 (14.72)

The log-likelihood function can be written as ln p(yi |H)Const.− ln |R|− zH
i R−1zi , where zi := yi − Ht

and R is given by Equation 14.71. Therefore,

∂ ln p(yi |H)

∂ H∗
kl

− ∂ ln |R|
∂ H∗

kl

− ∂zH
i R−1zi

∂ H∗
kl

(14.73)

Since [25]

∂ ln |R|
∂ H∗

kl

tr

(
R−1 ∂ R

∂ H∗
kl

)
(14.74)

and

∂zH
i R−1zi

∂ H∗
kl

= tr

(
R−1 ∂zi zH

i

∂ H∗
kl

)
+ tr

(
∂ R−1

∂ H∗
kl

zi zH
i

)
(14.75)

in which

∂ R−1

∂ H∗
kl

= −R−1 ∂ R

∂ H∗
kl

R−1 (14.76)
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it is not difficult to show that

∂ ln p(yi |H)

∂ H H = −σ 2
ss R−1 HFFH + R−1zi t

H + σ 2
ss R−1zi zH

i R−1 HFFH (14.77)

where the regularity condition can easily be verified, i.e., E { ∂ ln p(y i |H)

∂ H H } = 0. Since R−1 is a common pos-
itive definite factor, it cannot be separately set to zero. Therefore, a possible solution for Equation 14.77 is

zi t
H + σ 2

ss

(
zi zH

i R−1 − I
)

HFFH = 0R P×N (14.78)

If Π⊥
F and Π⊥

t
10 span together the entire space, we can derive two equivalent sets of equations from

Equation 14.78: (1) zi t HΠ⊥
F = 0 and (2) (σ 2

sszi zH
i R−1−σ 2

ss I)HFFHΠ⊥
t = 0. These equations separate the

channel estimator performed using training from the channel estimator done through the symbols (blind).
However, the second equation is a nonlinear system of equations that does not lead to a simple estimator.
We propose an estimation algorithm that is a combination of subspace and the least squares method.

Let h = vec(H[0]T ) be the RK × 1 vector of parameters to be estimated. We exploit the block diagonal
structure of H = I ⊗ H[0] to provide alternative representations for Ht and HF. Assume a ∈ CK P×1

and let a = [aT
1 · · · aT

P ]T where ak is a K × 1 subvector of a. We introduce a mapping � from a to a
matrix A, � : CK P×1 → C R P×RK such that A = �(a) = [I R ⊗ a1, . . . , I R ⊗ aP ]T . We rewrite Ht as Th
where T = �(t). Similarly, we write HF as HFF(I N ⊗ h), where F := [�( f 1)�( f 2) · · ·�( f N)] and f k

is the k-th column of F .11 Equivalently, the observation vector yi and the covariance matrix R can be
represented as

yi =F(I N ⊗ h)s i + Th + ni

R = σ 2
ssF(I N ⊗ hhH )FH + σ 2

nn I (14.79)

Right multiplying yi by M := (Π⊥
T F)†Π⊥

T , we obtain Myi = (I N ⊗ h)s i + Mni . To guarantee the
existence of M we require P > NK. Consider the partitions of M = [M H

1 · · ·M H
N ]H . We have

vk := Mk yi = hs i (k)+ Mkni , k = 1, 2, . . . , N (14.80)

where vk ∼ CN (0, σ 2
sshhH + σ 2

nn Mk M H
k ). For general precoder F and training t, vks are dependent and

have different distributions. We then form the matrix

1

N

N∑
k=1

vkv H
k =

1

N
hhH

N∑
k=1

|s i (k)|2 + 1

N

N∑
k=1

N∑
l=1

Mkni n
H
i M H

l (14.81)

Let λ1 ≥ λ2 ≥ · · · ≥ λRK denote the eigenvalues of the right-hand-side matrix in Equation 14.81 and
g̃1, . . . , g̃ RK be the unit-norm eigenvectors associated with λ1, λ2, . . . , λRK . Define G̃ := [g̃2, . . . , g̃ RK ].
From Equation 14.81 we see that at high SNR, the eigenvector corresponding to the maximum eigenvalue

determines the direction of vector h, i.e., g̃1 = h
‖h‖ . We view the second term in the right-hand side of

Equation 14.81 as a small perturbation. Thus we can write

G̃
H

h ∼= 0RK×1 (14.82)

On the other hand, right multiplying yi by Π⊥
F we obtain Π⊥

F yi = Π⊥
FTh +Π⊥

Fni . At high SNR, an
estimate of the channel h is obtained by solving

Π⊥
F yi

∼= Π⊥
FTh (14.83)

10Given A, ΠA := A(AH A)−1 AH is the orthogonal projection matrix onto A, such that ΠA A = A and Π⊥
A :=

I −ΠA is the complement orthogonal projection matrix onto A such that Π⊥
A A = 0.

11The mapping �(.) can be generalized to treat the case of h = vec(H[0]T , . . . , H[L ]T ) for frequency-selective
channels.
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Combining Equations 14.82 and 14.83, we obtain the channel estimate as

h =
⎡
⎣Π⊥

FT

G̃
H

⎤
⎦
† [

Π⊥
F yi

0

]

Under certain constraints on (F , t) the additive noise term in Equation 14.80 is whitened and the
estimator resembles the well-known MUSIC estimator [50]. Let (F , t) be such thatFHF = I N RK , T H T =
I RK , and FH T = 0N RK×RK . Then, M becomes FH and the vk values are independent and identically
distributed (i.i.d), i.e., vk ∼ CN (0, σ 2

sshhH + σ 2
nn I RK ). Let C := [F , t] and c i = [cT

i1 · · · cT
i P ]T where c ik is

a K× 1 subvector of c i , the i-th column of C . The necessary and sufficient condition on (F , t) such that
they admit the above constraints is

P∑
m=1

c imc H
j m = δ(i − j )I k

For the special case of K = 1, C is semiunitary, i.e., C H C = I N+1.

14.4.2 Cramer--Rao Lower Bound

The CRB is a lower bound on the covariance matrix of any unbiased estimate of the deterministic parameters
we desire to estimate. It provides us a benchmark against which we can compare the performance of

the derived estimator. For a general structure matrix H , let Δ = vec(
∂ ln p(y i |H)

∂ H∗ ). We show that the
unconstrained Fisher information matrix (FIM) J has the following form:

J = E {ΔΔH } = (tt H + σ 4
ssFFH H H R−1 HFFH)T ⊗ R−1

Since the number of unknown parameters (P 2KR) is more than the number of known parameters (KP),
J is singular. To retrieve the invertibility, we use the a priori knowledge of block diagonal structure of H .
The general closed form of constrained CRB is derived in [51]. Let θ ∈ Rn×1 be the vector of deterministic
parameters to be estimated from the observation vector yi . Assume the estimator of θ, denoted by θ̂, is
unbiased. We establish k < n equality constraints on the elements of θ such that g(θ̂) = 0. The gradient
matrix G ∈ Rk×n is defined by

G(θ) = ∂g(θ)

∂θT

G is assumed to be full row rank for any θ satisfying the constraints. Consider U ∈ Rk×(n−k) whose
columns are the orthogonal basis for the null space of G so that GU = 0, where U T U = I . Let J be the
unconstrained FIM, which is singular. If U TJU is invertible, the constrained CRB is

E {(θ̂ − θ)(θ̂ − θ)T } ≥ U (U TJU )−1U T

For the specific case of H block diagonal, it is actually more convenient to use the structure of H directly.
For real parameter estimation, the general CRB expression of Gaussian observation is derived in [25].
Extending the result to the case of complex parameter estimation, we find the FIM as follows:

J c
kl = E

{
∂ ln p(yi |h)

∂h∗k

∂ ln p(yi |h)

∂hl

}
= [T H R−1T]kl + tr

(
R−1 ∂ R

∂h∗k
R−1 ∂ R

∂hl

)
︸ ︷︷ ︸

Σkl

Let Bk be Bk := ∂hhH

∂h∗k
= [0RK×(k−1) h 0RK×(RK−k)]. We express Σkl as

Σkl = σ 4
sstr
(

R−1F(I N ⊗ Bk)FH R−1F
(

I N ⊗ B H
l

)
FH) (14.84)
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Let D := FH R−1F . Using two trace properties tr(AH B) = vecH (AH )vec(B) and vec(ACB) =
(BT ⊗ A)vec(C), we can simplify Equation 14.84 as

Σkl = σ 4
ssvecH(I N ⊗ B H

k

)
(D∗ ⊗ D)vec

(
I N ⊗ B H

l

)
DefineB := [vec(I ⊗ B H

1 )vec(I ⊗ B H
2 )· · · vec(I ⊗ B H

RK )]. We can write Σ as Σ = σ 4
s BH (D∗ ⊗ D)B and

obtain the FIM expression

J c = T H R−1T + σ 4
s BH (D∗ ⊗ D)B

14.4.3 Numerical Results

We investigate the trade-off between the power allocated for training and for the information symbols by
comparing the average channel CRB and the MSE of the proposed estimator and the mutual information
between input and output of the channel I (xi , yi ). We assume that the total transmitted power P0 =
σ 2

s tr (FFH ) + ‖t‖2 is constant and the fraction of power assigned to training is ζ = ‖t‖2

P0
. We set K = 2,

R= 2, P = 8, N= 3 and σ 2
ss = 1. The simulation results are averaged over 500 sets of independent Rayleigh

fading channels. The training vector is t H = [1 0 0 1 zeros(1, 12)] and the Hermitian of the precoder F H

is a 3 × 16 matrix whose first row is [zeros(1, 4) 1 0 0 1 zeros(1, 8)] with the subsequent rows being the
right circulant shift of their preceding row by 4 places such that F H t = 0. Without loss of generality, we
assume that P0 = 1 and therefore the signal-to-noise ratio (SNR) is SNR = −10log10σ

2
n . For each SNR, t

and F are scaled such that the power constraint is satisfied.
Figure 14.5(a) and (b) illustrate the difference between MSE of the subspace and LS channel estimate

and compare their performance against CRB as training power changes. It is not surprising to observe that
increasingζ improves the estimation accuracy and therefore decreases the CRB. However, this improvement
comes at the expense of decreasing the maximum transmission rate. This is illustrated in Figure 14.5(d)
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FIGURE 14.5 (a) comparison between Subspace and Least Square estimator as function of ζ ; (b) comparison between
MSE and CRB for ζ = 0.1 and ζ = 0.7; (c) CRB as a function of ζ ; (d) upper bound on I (xi , yi ).
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where we show the upper bound on I (xi , yi ) derived in [34] as a function of covariance of channel
measurement error, assuming the error covariance is the CRB matrix derived in Section 14.4.2.

14.5 Conclusions

In this chapter we have looked at three principal aspects related to the design of linear precoders. We first
dealt with the optimal design of precoder and decoder under average and peak power type of constraints.
Simple closed-form solutions were obtained that are scalable with respect to the number of antennas, size
of the coding block, and transmit average/peak power. The performance of our MIMO system was analyzed
in the presence of random fading, and random matrix theory emerged as a useful tool for analysis. We also
analyzed the performance of precoding with superimposed training. We studied the trade-off between the
power allocated for training and for information symbols.
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[29] L. Li, A.M. Tulino, and S. Verdú, “Asymptotic Eigenvalue Moments for Linear Multiuser Detection,”
invited paper, in Conference on Information Sciences and Systems, Vol. 1, September 2001, pp. 273–
304.
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Abstract

This chapter presents exact results on the performance of wireless communications systems employing
multiple antennas at both the transmitter and receiver (known also as multiple-input multiple-output
(MIMO) systems), in terms of the channel capacity, capacity complementary cumulative distribution
function, outage probability, and average bit error rate. We study effects of various important factors,
such as the co-channel interference (CCI), the line-of-sight path (Rician fading), fading correlations, and
different levels of availability of channel state information (CSI) at the transmitter (perfect CSI, partial
CSI, and no CSI). Numerical examples are also provided and discussed to illustrate the mathematical
formalism and to show the impact of these factors.

∗This work was supported in part by the National Science Foundation Grant CCR-9983462.
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15.1 Introduction

Wireless communications systems equipped with multiple antennas at both the transmitter and the receiver
have been widely regarded as an important technology to improve performance. On the one hand, these
so-called multiple-input multiple-output (MIMO) systems can increase diversity to combat the fading
phenomenon inherent in wireless channels. The basic idea is that when a signal is transmitted through
a MIMO channel, multiple independently faded replicas of the signal can be obtained and combined at
the receiver to reduce the error probability and improve the reliability of the communication. On the
other hand, MIMO systems can accommodate a much higher data rate due to the increased degrees of
freedom for communications offered by the randomness of fading channels [1]. It was shown in [2] that
in a T × R (T antennas at the transmitter and R antennas at the receiver) independent and identically
distributed (i.i.d.) Rayleigh fading channel, the channel capacity increases linearly with min(T, R). This
capacity growing potential is remarkable since each 3-dB increase in signal-to-noise ratio (SNR) results
in a roughly min(T, R) bps/Hz capacity gain when the SNR is high, compared to 1 bps/Hz capacity gain
for traditional single-antenna systems. This gain is mainly due to the spatial multiplexing effect; that is,
multiple independent data streams can be simultaneously transmitted over parallel subchannels created
by the randomly faded path gains. One of the schemes to exploit this benefit is known as the vertical Bell
Labs space–time architecture, or V-BLAST [3].

The Shannon capacity of a channel defines its theoretical upper bound for the maximum rate of
data transmission at an arbitrarily small bit error probability, without any delay or complexity constraints.
Therefore, this capacity represents not only an optimistic upper bound but also a benchmark against which
to compare the spectral efficiency of all practical communications schemes. Performance limits of MIMO
systems, including the channel capacity, have been studied mainly in an i.i.d. Rayleigh fading environment
[1][4]. In particular, for the case when the receiver had perfect channel state information (CSI) but the
transmitter had neither instantaneous nor statistical CSI, the capacity of MIMO fading channels was
treated as a random variable and the capacity complementary cumulative distribution function (CCDF)
was studied by simulations [1]. The exact capacity mean was derived in [4]. An approximate capacity
characteristic function was obtained in [5]. In [6], it was observed that the capacity of MIMO channels is
approximately Gaussian; thus only the capacity mean and the variance are needed to obtain an accurate
approximation to the capacity CCDF. They then derived the capacity variance and Gaussian approximated
capacity CCDF for the i.i.d. Rayleigh fading scenario [6].

In a practical wireless communications system, fading conditions are usually more complicated. For
example, when there exists a line-of-sight path between the transmitter and the receiver, the channel is often
modeled as Rician faded. Furthermore, signals transmitted by or received at different antenna elements are
likely to be correlated in practice when, for example, antenna elements are not sufficiently separated [7]. In
the first part of this chapter, we study the effects of the Rician fading and fading correlations on the system
performance. We assume that the receiver has the perfect CSI and consider three levels of availability of
CSI at the transmitter, namely, no CSI, partial CSI through covariance feedback, and perfect CSI.

In the second part of this chapter, we study the effect of co-channel interference (CCI) on the system
performance, including the capacity. It is well known that wireless communications systems often adopt the
frequency reuse concept to improve the spectral efficiency of the cellular network. This introduces CCI that
ultimately limits the system performance. The effect of CCI has been studied for wireless communications
systems with multiple antennas only at the receiver (see, for example, [8]). Asymptotic studies have been
conducted in the context of code-division-multiple-access (CDMA) systems (see, for example, [9][10]),
and similar techniques were used to carry out the asymptotic study on the capacity of MIMO Rayleigh
fading channels in the presence of CCI [11]. In this chapter, we will present some exact results on the
capacity of MIMO fading channels in the presence of CCI. We assume that the receiver has perfect CSI of
both desired user and CCI, while the transmitter either has no CSI or has perfect CSI.

Due to the space limitation, most results are given directly without proof. Interested readers should refer
to [12] where, as an example of the calculations involved to obtain these results, the proof of Theorem 7
in Section 15.2.3 is given in detail.
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15.2 MIMO Systems without Co-Channel Interference

15.2.1 System Model and Problem Statement

In this section, we consider a single-user Gaussian channel with T antenna elements at the transmitter
and R antenna elements at the receiver. The discrete equivalent R× 1 received vector at the receiver can
be modeled as

y = Hx + n (15.1)

where n is the complex additive white Gaussian noise (AWGN) vector with zero mean and covariance
matrix σ 2

n I R , where I R is the R× R identity matrix. In Equation 15.1, H denotes the R× T channel
gain matrix with entries {H}i, j being the complex channel gain from the j th transmitter antenna element
to the i th receiver antenna element. x is the transmitted vector with the power constraint E (xH x)≤	,
where (·)H denotes the conjugate transpose operator and E (·) is the expected value. Conditioned on the
channel realization H , the MIMO channel capacity described above is well known to be given by [1]

C = max
K ,tr(K )≤	

log2

(
det

(
I R + 1

σ 2
n

H K H H

))
bps/Hz (15.2)

where K = E (xxH ), det(·) denotes the determinant operator, and tr(·) is the trace operator. The optimum
choice of K depends on how much CSI is available at the transmitter.

15.2.2 MIMO Channel Capacity without Channel State Information
at the Transmitter

If perfect CSI is assumed at the receiver while the transmitter has neither instantaneous nor statistical
channel information, the optimum choice of K to maximize the mutual information is to split the total
power equally among the transmitter antenna elements [1][4], i.e., K = 	

T I T .

15.2.2.1 Rician Fading

When there exists a line-of-sight path between the transmitter and the receiver, the channel fading can
be accurately described by the Rician model. When the channel experiences independent Rician type of
fading, the columns of H are independent complex Gaussian vectors with covariance matrix Σ = σ 2 I R

and mean matrix E (H)=M. The moment-generating function (MGF) of capacity is given by the following
theorem [13].

Theorem 15.1 Let E (H) = M, Σ = σ 2 I R, s = min(T, R), t = max(T, R), and 0 < λ1 < λ2 < · · · <
λs <∞ be s nonzero distinct eigenvalues of M HΣ−1 M, then the MGF of the capacity C,MC (τ ) = E (eτC ),
is given by

MC (τ ) = E (eτC )= e−tr(Λ)

(�(t − s + 1))s det(V)
det(Ψ(τ )) (15.3)

where �(·) is the gamma function [14, Equation 8.31.1], Λ = diag(λ1, . . . , λs ), V is an s × s matrix whose
determinant is a Vandermonde determinant given by

det(V)= det
(
λ

s− j
i

) = det

⎛
⎜⎜⎜⎜⎝

λs−1
1 λs−2

1 · · · 1

λs−1
2 λs−2

2 · · · 1
...

...
. . .

...

λs−1
s λs−2

s · · · 1

⎞
⎟⎟⎟⎟⎠ =

∏
1≤i< j≤s

(λi − λ j ) (15.4)
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and Ψ(τ ) is an s × s matrix function of τ whose entries are given by

{Ψ(τ )}i, j =
∫ ∞

0

yt−i (1+ ρy)τ/ ln(2)e−y
0 F1(t − s + 1, yλ j )dy,

i, j = 1, . . . , s (15.5)

where 0 F1 (·, ·) is the generalized hypergeometric function p Fq (a1, . . . , a p , b1, . . . , bq , z) defined in [14,

Equation 9.14.1] with the parameters p= 0 and q = 1, ln(·) is the natural logarithm function, and ρ= 	σ 2

σ 2
n T

is the normalized transmitting power per transmitter branch.

With the MGF in hand, the nth moment of C , E (C n), can now be obtained based on E (C n) =
dn(MC (τ ))

dτ n

∣∣
τ=0

, where the derivatives are taken by the product rule of the differentiation.

Theorem 15.2 The mean capacity E (C ) for the non-i.i.d. Rician case is given by

E (C )= e−tr(Λ)

ln(2)(�(t − s + 1))s det(V)

s∑
k=1

det (Θ(k)) (15.6)

where Θ(k), k= 1, . . . , s , are s × s matrices with entries

{Θ(k)}i, j =
{∫∞

0 yt−i ln(1+ ρy)e−y
0 F1(t − s + 1, yλ j )dy, j = k

�(t − i + 1)1 F1(t − i + 1, t − s + 1, λ j ), j �= k
(15.7)

where 1 F1(·, ·, ·) is the confluent hypergeometric function [14, Equation 9.210.1].

With the mean capacity in hand, to find the variance of the capacity Var(C) = E (C 2) − (E (C))2, we
just need to find the second moment of the capacity E (C 2), which we give in what follows.

Theorem 15.3 The second moment of the capacity for the non-i.i.d. Rician case is given by

E (C 2)= e−tr(Λ)

ln2(2)(�(t − s + 1))s det(V)

s∑
k=1

s∑
l=1

det (Δ(k, l)) (15.8)

where Δ(k, l), k, l = 1, . . . , s , are s × s matrices with entries

� k= l :

{Δ(k, l)}i, j =
{∫∞

0 yt−i ln2(1+ ρy)e−y
0 F1(t − s + 1, yλ j )dy, j = k = l

�(t − i + 1)1 F1(t − i + 1, t − s + 1, λ j ), otherwise
(15.9)

� k �= l :

{Δ(k, l)}i, j =
{∫∞

0 yt−i ln(1+ ρy)e−y
0 F1(t − s + 1, yλ j )dy, j = k or j = l

�(t − i + 1)1 F1(t − i + 1, t − s + 1, λ j ), otherwise
(15.10)

15.2.2.2 I.i.d. Rician Fading and i.i.d. Rayleigh Fading Channels

Note that in Theorem 1 non-i.i.d. Rician actually means that the noncentrality matrix M HΣ−1 M has s
nonzero distinct eigenvalues, although in many cases even when H has non-i.i.d. entries, the noncentrality
matrix may have some identical nonzero eigenvalues or may have less than s nonzero eigenvalues. However,
as we shall see later, all the cases when some of the eigenvalues of the noncentrality matrix are identical or
zeroes are simply the limiting cases of Theorem 1. We will explicitly derive the important special case when
H has i.i.d. entries, in which case M HΣ−1 M has only one nonzero eigenvalue, say λ1, in order to give an
example to illustrate the techniques involved. The result is summarized in the following corollary [13].

Copyright © 2005 by CRC Press LLC



Corollary 15.1 When M has η at each entry and Σ= σ 2 I R (i.i.d. Rician case), then M HΣ−1 M has
only one nonzero eigenvalue λ1= s t|η|2

σ 2 , where | · | denotes the modulus of a complex number. In this case,
the MGF of the capacity reduces to

MC (τ ) = E (eτC )= e−λ1

�(t − s + 1)λs−1
1

det (Ψiid(τ ))∏s−1
m=1 �(t −m)�(s −m)

(15.11)

where Ψiid(τ ) is an s × s matrix whose entries in the first column are the same as those of Ψ(τ ) defined
by Equation 15.5, i.e., {Ψiid(τ )}i,1={Ψ(τ )}i,1, i = 1, . . . , s , and the entries from the second column to the
s th column are given by

{Ψiid(τ )}i, j =
∫ ∞

0

(1+ ρy)τ/ ln(2) yt+s−i− j e−ydy

= ρ−(t+s−i− j+1)�(t + s − i − j + 1) U

(
t + s − i − j + 1, t + s − i − j + 2+ τ

ln(2)
,

1

ρ

)
,

i = 1, . . . , s , j = 2, . . . , s , (15.12)

where U(·, ·, ·) is the confluent hypergeometric function of the second kind [14, Equation. 9.210.2].

An important special case of Corollary 15.1 is when M= 0 (i.e., Rayleigh fading). In such case the MGF
can be shown to reduce to the result summarized in the following corollary [13].

Corollary 15.2 When E (H)= 0 (i.i.d. Rayleigh fading case), the MGF of the capacity reduces to

MC (τ ) = E (eτC )= det(Ψc(τ ))∏s
m=1 �(t −m+ 1)�(s −m+ 1)

(15.13)

where Ψc(τ ) is an s × s Hankel matrix function of τ with entries given by

{Ψc(τ )}i, j = ρ−(t+s−i− j+1)�(t + s − i − j + 1)

×U

(
t + s − i − j + 1, t + s − i − j + 2+ τ

ln(2)
,

1

ρ

)
,

i, j = 1, . . . , s (15.14)

Note that the capacity MGF for i.i.d. Rayleigh channels was also independently and simultaneously
obtained in [15] and [16] using a different approach from [13].

Figure 15.1 plots the mean capacity of MIMO channels vs. the scaled transmitting signal-to-noise ratio
(SNR) 	σ 2

σ 2
n

in decibel with T = R= 3 and σ 2= σ 2
n = 1. It indicates that more antenna elements will increase

the channel capacity. Figure 15.2 plots the mean capacity of MIMO channels vs. the transmitting SNR 	

σ 2
n

in decibel with T = R= 3 when σ 2
n = 1. We fix η2+σ 2= 1 to investigate the effect of Rician fading. In this

formulation, existence of a line-of-sight path, or the Rician fading, can be viewed as a fading condition
in between the Rayleigh fading (η= 0 and σ 2= 1) and the deterministic channel (η= 1 and σ 2= 0). It
can be seen that under this formulation, a stronger line-of-sight path decreases the channel capacity; i.e.,
MIMO systems can benefit from a richly scattering environment.

15.2.2.3 Correlated Rayleigh Fading Channels

If we assume that there exists correlated Rayleigh type of fading, then the channel matrix H is a complex
Gaussian random matrix with zero mean and covariance matrix Σ⊗ B, where⊗ stands for the Kronecker
product [17] and B: T × T , Σ: R× R are Hermitian positive-definite matrices. B can be viewed as the
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covariance matrix at the transmitter and Σ can be viewed as the covariance matrix at the receiver. The
probability density function (PDF) of H is well known to be given by [18, Equation 56]

π−TR det(Σ)−T det(B)−R exp(−tr(Σ−1 H B−1 H H )) (15.15)

where (·)−1 denotes the matrix inverse. In order to get easy-to-compute expressions and gain further
insight, we assume that antenna correlations exist only at either the transmitter or receiver but not both.
This assumption has its justification considering the fact that in a practical mobile system, the antenna
elements at the base station can be implemented far apart from each other to make the spatial correlations
among them small enough to be considered as uncorrelated, while the antenna elements at the mobile
unit are usually closer to each other due to the space limitation; thus, correlations among them are often
nonnegligible. Therefore, this assumption corresponds to the uplink or downlink communication between
the base station and mobile unit. We further assume for the moment that the transmitter has no knowledge
about the channel while perfect CSI is assumed at the receiver; thus, K = 	

T I T . The correlations among
antenna elements exist at either the transmitter or receiver but not both; i.e., either B or Σ is an identity
matrix while the other one is any Hermitian positive-definite matrix. We denote the covariance matrix
at the correlated side as Φ. We give here the general case when the eigenvalues of the covariance matrix
at the correlated side are distinct. (We call this case the general case since those cases when some of the
eigenvalues are equal can be obtained by taking the limit in the distinct eigenvalues case.) In [19], we also
explicitly derived the results for certain special correlation models of interest.

� MGF of capacity [19]

Theorem 15.4 Let s =min(T, R), t =max(T, R), and Φ the Hermitian positive-definite covari-
ance matrix for the correlated side, while the covariance matrix of the other side is assumed to be the
identity matrix. Then Φ is either a t × t matrix or an s × s matrix depending on whether the correlated
side has more or less antenna elements, and these two cases will result in slightly different results.

1. If Φ is an s × s Hermitian positive-definite matrix with distinct eigenvalues 0 < φ1 < · · · < φs ,
then the MGF of the channel capacity defined in Equation 15.2, MC (τ )= E (eτC ), is given
by

MC (τ ) = det(Ψ1)

det(V 1)
∏s

i=1 �(t − i + 1)
(15.16)

where P = 	

σ 2
n T

is the transmitting signal-to-noise ratio per transmitter antenna branch, Ψ1 is
an s × s matrix with entries given by

{Ψ1}i, j =
∫ ∞

0

(1+ P y)τ/ ln(2) yt−i e
− y

φ j dy, i, j = 1, . . . , s (15.17)

which can be evaluated in terms of hypergeometric functions using Equation 15.127, and V 1 is
an s × s matrix with the determinant to be given by

det(V 1)= det
(

(−1)s− j φ
t−s+ j
i

) =
(

s∏
i=1

φt
i

) ∏
1≤l<k≤s

(
1

φk
− 1

φl

)
(15.18)

2. If Φ is a t × t Hermitian positive-definite matrix with distinct eigenvalues 0 < φ1 < · · · < φt ,
then the MGF of the channel capacity defined in Equation 15.2,MC (τ ) = E (eτC ), is given by

MC (τ ) = (−1)s (t−s ) det(Ψ2)

det(V 2)
∏s

i=1 �(s − i + 1)
(15.19)
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where Ψ2 is a t × t matrix given by

Ψ2 =
(

Ψ2A

Ψ2B

)
(15.20)

where Ψ2A is a (t − s )× t matrix with entries given by

{Ψ2A}i, j =
(−1

φ j

)t−s−i

, i = 1, . . . , t − s , j = 1, . . . , t (15.21)

Ψ2B is an s × t matrix with entries given by

{Ψ2B }i, j =
∫ ∞

0

(1+ P y)τ/ ln(2) ys−i e
− y

φ j dy,

i = 1, . . . , s , j = 1, . . . , t (15.22)

which can be evaluated in terms of hypergeometric functions with the help of Equation 15.127,
and V 2 is a t × t matrix defined as

det(V 2)= det
(

(−1)t− j φ
s−t+ j
i

) =
(

t∏
i=1

φs
i

) ∏
1≤l<k≤t

(
1

φk
− 1

φl

)
,

i, j = 1, . . . , t (15.23)

Note that the case when t = s is included in case 1.

� Mean capacity

Theorem 15.5 The mean capacity with the MGF obtained in Theorem 15.4 is given by:

1. If Φ is an s × s Hermitian positive-definite matrix with distinct eigenvalues 0 < φ1 < · · · < φs ,
then the mean capacity E (C ) is given by

E (C ) =
∑s

k=1 det(Ψ1(k))

ln(2) det(V 1)
∏s

i=1 �(t − i + 1)
(15.24)

where V 1 is defined in Theorem 15.4 and Ψ1(k), k= 1, . . . , s , are s × s matrices with entries
given by

{Ψ1(k)}i, j =
⎧⎨
⎩
∫∞

0 ln(1+ P y)yt−i e
− y

φ j dy, if i = k

φt−i+1
j �(t − i + 1), if i �= k

(15.25)

where the integral in Equation 15.25 can be evaluated in terms of the complementary incomplete
gamma function with the help of Equation 15.128.

2. If Φ is a t × t Hermitian positive-definite matrix with distinct eigenvalues 0 < φ1 < · · · < φt ,
then the mean capacity E (C ) is given by

E (C ) = (−1)s (t−s )
∑s

k=1 det(Ψ2(k))

ln(2) det(V 2)
∏s

i=1 �(s − i + 1)
(15.26)

where Ψ2(k), k= 1, . . . , s , are t × t matrices with entries given by

Ψ2(k) =
(

Ψ2A

Ψ2B (k)

)
(15.27)
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where Ψ2A and V 2 are defined in Theorem 15.4 and Ψ2B (k), k= 1, . . . , s , are s × t matrices
with entries given by

{Ψ2B (k)}i, j =
{∫∞

0 ln(1+ P y)ys−i e
− y

φ j dy, if i = k

φs−i+1
j �(s − i + 1), if i �= k

(15.28)

where the integral in Equation 15.28 can be evaluated in terms of the complementary incomplete
gamma function with the help of Equation 15.128.

Note that the case when t = s is included in case 1.

� Capacity variance. With the mean capacity in hand, to find the variance of the capacity Var(C)=
E (C 2)− (E (C))2, we just need to find the second moments of the capacity E (C 2), which we give
as the following theorem.

Theorem 15.6

1. If Φ is an s × s Hermitian positive-definite matrix with distinct eigenvalues 0 < φ1 < · · · < φs ,
then the second moment of the capacity E (C 2) is given by

E (C 2) =
∑s

k=1

∑s
l=1 det(Ψ1(k, l))

ln2(2) det(V 1)
∏s

i=1 �(t − i + 1)
(15.29)

where Ψ1(k, l), k, l = 1, . . . , s , are s × s matrices with entries given by

{Ψ1(k, l)}i, j =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∫∞
0 ln2(1+ P y)yt−i e

− y
φ j dy, i = k = l∫∞

0 ln(1+ P y)yt−i e
− y

φ j dy, i = k or i = l , k �= l

φt−i+1
j �(t − i + 1), i �= k, i �= l

(15.30)

where the integrals in Equation 15.30 can be evaluated in terms of the Meijer’s G function or the
complementary incomplete gamma function with the help of Equation 15.128 or Equation 15.129.

2. If Φ is a t × t Hermitian positive-definite matrix with distinct eigenvalues 0 < φ1 < · · · < φt ,
then the second moment of the capacity E (C 2) is given by

E (C 2) = (−1)s (t−s )
∑s

k=1

∑s
l=1 det(Ψ2(k, l))

ln2(2) det(V 2)
∏s

i=1 �(s − i + 1)
(15.31)

where Ψ2(k, l), k, l = 1, . . . , s , are t × t matrices with entries given by

Ψ2(k, l) =
(

Ψ2A

Ψ2B (k, l)

)
(15.32)

where Ψ2A is defined in Theorem 15.4 and Ψ2B (k, l), k, l = 1, . . . , s , are s × t matrices with
entries given by

{Ψ2B (k, l)}i, j =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∫∞
0 ln2(1+ P y)ys−i e

− y
φ j dy, i = k = l∫∞

0 ln(1+ P y)ys−i e
− y

φ j dy, i = k or i = l , k �= l

φs−i+1
j �(s − i + 1), i �= k, i �= l

(15.33)

where the integrals in Equation 15.33 can be evaluated in terms of the Meijer’s G function or the
complementary incomplete gamma function with the help of Equation 15.128 or Equation 15.129.

Note that the case when t = s is included in case 1.
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FIGURE 15.3 Mean capacity E (C) in bits per second/herzt vs. the total transmitting SNR 	

σ 2
n

in decibel with the
number of transmit antenna elements T as a parameter when the number of receive antenna elements R= 3 and the
receiver correlation matrix Φ has eigenvalues 0.1, 0.5, and 2.4, compared with Monte Carlo simulations.

Figure 15.3 shows the mean capacity E (C ) in bits per second/herzt vs. the total transmitting SNR 	

σ 2
n

in decibel with the number of transmit antenna elements T as a parameter when the number of receive
antenna elements R= 3 and the receiver correlation matrix Φ has eigenvalues 0.1, 0.5, and 2.4 (arbitrarily
picked with the constraint that they add up to 3), compared with Monte Carlo simulations. Figure 15.4
shows the mean capacity E (C ) in bits per second/herzt vs. the total transmitting power–noise ratio 	

σ 2
n

in decibel with the intraclass1 correlation ξ as a parameter when the number of transmit/receive antenna
elements T = R= 3. The capacity results for the intraclass model a explicitly given in [19].

15.2.2.4 Capacity CCDF

In [6], Smith and Shafi showed that the MIMO channel capacity can be accurately approximated by a
Gaussian distributed random variable. Therefore, with the mean and variance in hand, the capacity CCDF
Cccdf, defined as the probability that the capacity exceeds an acceptable threshold Cth, can be obtained for
all above cases using

Cccdf = Pr(C ≥ Cth) = 1

2
erfc

(
Cth − E (C)√

2 Var(C)

)
(15.34)

where erfc(·) is the complementary error function defined by

erfc(x) = 2√
π

∫ ∞

x

exp(−t2)dt (15.35)

This function is a standard built-in function in many popular scientific computation softwares such as
Matlab and Mathematica. With the help of this Gaussian approximation method, the capacity CCDF of

1The intraclass correlation model is defined as E (xi x H
j )= 1 if i = j , and 0 < E (xi x H

j )= ξ < 1 if i �= j .
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in decibel
with the intraclass correlation ξ as a parameter when the number of transmit/receive antenna elements T = R= 3.

MIMO channels can be obtained for (1) non-i.i.d. Rician, (2) i.i.d. Rician, and (3) correlated Rayleigh
scenarios based on the means and variances obtained in this section. Figure 15.5 plots the Gaussian approx-
imated capacity CCDF vs. the capacity threshold Cth with different configurations of transmitter/receiver
antennas T = R for i.i.d. Rician fading when η= 2, σ 2= σ 2

n = 1, and 	= 12dB. It can be seen that the
Gaussian approximation works quite well even for a small number of antenna elements.
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FIGURE 15.5 Cccdf of of MIMO channels vs. the capacity threshold Cth with different configurations of transmitter/
receiver antennas T = R for i.i.d. Rician fading when η= 2, σ 2= σ 2

n = 1, and 	= 12 dB.
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15.2.3 Capacity/Outage Probability of MIMO MRC (Beam-Forming) Systems
with Perfect Channel State Information at the Transmitter

15.2.3.1 System Models and Problem Statement

If both the transmitter and receiver have perfect CSI, the well-known optimum transmitting strategy
to achieve MIMO channel capacity is to transmit independent Gaussian inputs along the eigenvectors
of H H H and allocate power to each data stream using the water-filling algorithm with respect to the
eigenvalues of H H H [1][20]. In this way the stronger modes will get more power while the weaker modes
will be allocated less or no power. However, similar to the case where the transmitter has no CSI, the capacity
is achieved with vector codes, and this increases significantly the decoding complexity at the receiver [21].
For this reason, instead of maximizing the capacity, one can maximize the output signal-to-noise ratio
using the so-called MIMO MRC scheme [12][22][23][24][25]. The transmitting strategy of such systems
is to allocate all power along the eigenvector corresponding to the largest eigenvalue of H H H , and thus this
MIMO MRC scheme is also called optimum beam forming. This MIMO MRC or beam-forming scheme is
interesting since it (1) provides the maximum output SNR at the receiver, (2) it only involves scalar codes,
which greatly reduces the complexity of both preprocessing and the detection, and (3) in some cases, the
capacity achieved by MRC or beam forming is very close to the water-filling capacity discussed in [21].
The performance of such systems in terms of the system outage probability (the CDF of the output SNR)
was studied by Dighe et al. in an i.i.d. Rayleigh fading environment [24] and later was extended to the
independent but not necessarily identically distributed Rician fading scenario by the authors in [12][25].
The CDF of the output SNR for the MIMO MRC systems over correlated Rayleigh channels was obtained
in [19]. First, we briefly describe the system model of the MIMO MRC or beam-forming scheme. The
received R× 1 vector is given by

y = Hw t s D + n (15.36)

where s D is the transmitted signal and n is the complex Gaussian noise vector with zero mean and covariance
matrix σ 2

n I R . Without loss of generality, we assume that s D has unit average power. In Equation 15.36,
w t represents the weight vector at the transmitter with ‖w t‖2=	D (i.e, the power of the vector w t is
restricted to be 	D , and again, H is the R× T channel gain matrix for the desired user, where {H}i, j is the
complex channel gain from the j th transmitter antenna element to the i th receiver antenna element. The
solution to maximize the output SNR is the so-called MRC scheme [22][23]. This scheme jointly chooses
transmit combining weight vector w t and the receive combining weight vector wr so that the combiner
output SNR is maximized . The jointly optimum weights are given by [23]

w t =
√

	U max

wr = H H U max (15.37)

where U max is the normalized eigenvector of H H H corresponding to its largest eigenvalue λmax. The
resulting maximum SNR μ at the MRC combiner output is given by

μ = 	

σ 2
n

λmax (15.38)

The outage probability of MIMO MRC systems is an important statistical measure to assess the quality of
service provided by the system. It is defined as the probability of failing to achieve a specified SNR value
μth sufficient for satisfactory reception. Therefore, the outage probability is simply the CDF of the output
SNR evaluated at μth. Specifically, the outage probability is defined by

Pout = Pr(μ < μth) = Pr

(
λmax <

σ 2
n

	
μth

)
(15.39)
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The channel capacity achieved by Gaussian input s D with the MRC or beam-forming scheme is given
by

C = log2 (1+ μ) bps/Hz (15.40)

where μ is the combiner output SNR given by Equation 15.38. Thus the capacity CCDF Cccdf is given
by

Cccdf = Pr(C ≥ Cth) = 1− Pr(μ < 2Cth − 1) (15.41)

i.e., the Cccdf is simply the CCDF of the output SNR evaluated at 2Cth − 1.

15.2.3.2 MIMO MRC Systems Outage Probability
� Non-i.i.d. Rician case

Theorem 15.7 [12][25]. If columns of H are independent R-variate complex Gaussian vectors with
covariance matrix Σ= σ 2 I R and E (H)=M (independent but not necessarily identically distributed,
or non-i.i.d., Rician), let s = min(T, R) and t = max(T, R). If the noncentrality matrix M HΣ−1 M
has s distinct nonzero eigenvalues 0 < λ1 < λ2 < · · · < λs , then the CDF of the output SNR μ

defined by Equation 15.38 is given by

Pr(μ ≤ μth) = e−tr (Λ)

det(V)(�(t − s + 1))s
det(Ψ(x)) (15.42)

where Λ= diag(λ1, . . . , λs ), x = σ 2
n

	σ 2 μth,

det(V) = det
(
λ

s− j
i

) = s∏
i< j

(λi − λ j ) (15.43)

and Ψ(x) is an s × s matrix function of x ∈ (0,∞) whose entries are given by

{Ψ(x)}i, j =
∫ x

0

yt−i e−y
0 F1(t − s + 1; yλ j )dy

= �(t − i + 1)1 F1(t − i + 1; t − s + 1; λ j )

− eλ j �(t − s + 1)
s−i+1∑

l=1

(s − i)!

(l − 1)!

(
t − i

t − s + l − 1

)

× λl−1
j Qt−s+l

(√
2λ j ,

√
2x
)− e−x�(t − s + 1)

×
s−i∑
l=1

s−i−l∑
k=0

2−l−k (s − i − 1− k)!

(l − 1)!

(
t − i

t − s + l + k

)

× (√2λ j

)s+l−t−1(√
2x
)t−s+2k+l+1

It−s+l−1

(
2
√

λ j x
)

,

i, j = 1, . . . , s (15.44)

where Q p(·, ·) is the pth-order generalized Marcum Q function [26] and I p(·) denotes the pth-order
modified Bessel function of the first kind [27, Equation 9.6.20].

� I.i.d. Rician and i.i.d. Rayleigh fading scenarios. The i.i.d. Rician fading and i.i.d. Rayleigh fading
scenarios can be treated as special cases of the above non-i.i.d. Rician scenario. The results were
explicitly given in [12][25] but are omitted here due to space limitations.

� One-sided correlated Rayleigh fading
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Theorem 15.8 [19]. Let H be the same as in Theorem 15.4, s = min(T, R), t = max(T, R),
x = σ 2

n

	
μth, and Φ be the Hermitian positive-definite covariance matrix for the correlated side while

the covariance of the other side is assumed to be the identity matrix. Then:

a. If Φ is an s × s Hermitian positive-definite matrix with distinct eigenvalues 0 < φ1 < · · · < φs ,
then the CDF of the output SNR μ defined in Equation 15.38 is given by

Pr(μ < μth) = det(Δ1(x))

det(V 1)
∏s

i=1 �(t − i + 1)
(15.45)

where V 1 is defined in Theorem 15.4 and Δ1(x) is an s × s matrix with entries given by

{Δ1(x)}i, j = φt−i+1
j γ (t − i + 1, x/φ j ),

i, j = 1, . . . , s (15.46)

where γ (·, ·) is the incomplete gamma function defined by [14, Equation 8.350.1].

b. If Φ is a t × t Hermitian positive-definite matrix with distinct eigenvalues 0 < φ1 < · · · < φt ,
then the CDF of the output SNR μ defined in Equation 15.38 is given by

Pr(μ < μth) = (−1)s (t−s ) det(Δ2(x))

det(V 2)
∏s

i=1 �(s − i + 1)
(15.47)

where Δ2(x) is a t × t matrix given by

Δ2(x) =
(

Ψ2A

Δ2B (x)

)
(15.48)

where V 2 and Ψ2A are defined in Theorem 15.4 and Δ2B (x) is an s × t matrix with entries
given by

{Δ2B (x)}i, j = φs−i+1
j γ (s − i + 1, x/φ j ),

i = 1, . . . , s ; j = 1, . . . , t (15.49)

Note that the case when t = s is included in case 1.

15.2.3.3 Capacity CCDF of MIMO MRC Systems

With the outage probability of MIMO MRC systems in hand, the capacity CCDF of such systems can be
easily deduced from Equation 15.41 for (1) non-i.i.d. Rician, (2) i.i.d. Rician, and (3) correlated Rayleigh
with an arbitrary one-sided covariance matrix. Figure 15.6 plots the capacity CCDF of a MIMO MRC
system when 	σ 2

σ 2
n
= 3 dB, {H}i, j are i.i.d. complex Gaussian random variables with mean 1 +√−1 and

σ 2 = 2, and σ 2
n = 2.

15.2.4 Water-Filling Capacity and Beam Forming Performance of Correlated
MIMO Rayleigh Channels with Covariance Feedback

15.2.4.1 Water-Filling Capacity

Finding the optimum transmitting strategy is equivalent to the optimization problem given by

C = max
K :tr(k)≤	

log2 det

(
I R + 1

σ 2
n

HKHH

)
(15.50)
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We assume that the transmit antennas are correlated with covariance B and the receive antennas are
uncorrelated. If we further assume that B is known at the transmitter, the optimum choice of K is
K =U B �K U B

H [21], where U B is the T × T unitary matrix composed of eigenvectors of B, i.e.,
ΛB =U B

H BU B , where ΛB = diag(λB ,1, λB ,2, . . . , λB ,T ) is the diagonal matrix composed of eigenval-
ues of B, λB ,1 ≥ λB ,2 ≥ · · · ≥ λB ,T ≥ 0, and ΛK = diag(p1, p2, . . . , pT ) is the diagonal power allocation
matrix given by the water-filling-like numerical searching algorithm.2 Note that ΛK may not be of full
rank. If we denote the rank of ΛK as L , then L ≤ T and thus the resulting ΛK = diag( p1, . . . , pL , 0 . . . , 0).
The resulting instantaneous water-filling capacity is given by

C = log2 det

(
I R + 1

σ 2
n

HU BΛK U B
H H H

)
bps/Hz (15.51)

Since H = Z B
1
2 , where Z is an R× T matrix whose entries are i.i.d. complex Gaussian random variables

with zero mean and variance 1, Equation 15.51 can be rewritten as

C = log2 det

(
I R + 1

σ 2
n

Z B
1
2 UBΛK UB

H B
1
2 Z H

)

= log2 det

(
I R + 1

σ 2
n

ZUBΛB
1
2 UB

H UBΛK UB
H UBΛB

1
2 UB

H Z H

)

= log2 det

(
I R + 1

σ 2
n

ZUBΛB
1
2 ΛK ΛB

1
2 UB

H Z H

)
(15.52)

2The solution to the optimization problem in the partial CSI case cannot be explicitly given and has to be obtained
by a numerical search algorithm [21]. But the solution will also allocate more power to the stronger eigenmodes, which
is in agreement with the water-filling principle [21]. Therefore, we refer to this numerical search algorithm as “water-
filling-like” and refer to the capacity achieved by this optimum power allocation scheme as “water-filling capacity.”
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Note that Z is invariant under unitary transformation; i.e., ZUB has the same distribution as Z. Therefore,
the capacity given by Equation 15.52 is statistically equivalent to

C = log2 det

(
I R + 1

σ 2
n

ZΛB
1
2 ΛK ΛB

1
2 Z H

)
(15.53)

Now it is easy to see that finding the statistics of water-filling capacity given by Equation 15.53 is exactly
the same problem as finding the statistics of the capacity of MIMO one-sided correlated Rayleigh channels
without CSI at the transmitter and which we studied in the previous section. Now the MGF, mean,
and second moment of water-filling capacity with covariance feedback can be deduced as the following
theorem [28].

Theorem 15.9 The MGF, mean, variance, and Gaussian-approximated CCDF of the water-filling capacity
with covariance feedback are given by Theorems 15.4, 15.5, and 15.6, respectively, with parameters T = L , P =

1
σ 2

n
, and Φ = ΛB

1
2 ΛK ΛB

1
2 .

15.2.4.2 Beam-Forming Performance

The beam-forming transmitting strategy with the covariance feedback is to transmit along the eigenvector
of B corresponding to the largest eigenvalue of B. We denote the largest eigenvalue of B as λB ,max and the
associated eigenvector as U B ,max. Now ΛK = diag(	, 0, . . . , 0), i.e., K is of rank 1. Substituting these into
Equation 15.53, we get the achieved capacity (with complex Gaussian input) of beam forming as

Cbf = log2 det

(
IR + λB ,max	

σ 2
n

zzH

)
bps/Hz (15.54)

where z is an R× 1 vector whose entries are i.i.d. complex Gaussian random variables with zero mean
and variance 1. Since det (I n + XY) = det(I m + Y X) for X: n×m and Y : m× n, Equation 15.54 can be
written as

Cbf = log2 det

(
1+ λB ,max	

σ 2
n

zH z

)
= log2

(
1+ λB ,max	

2σ 2
n

χ2
2R

)
(15.55)

where χ2
2R stands for χ2 random variable with 2R degrees of freedom. Note that Equation 15.55 is

equivalent to the capacity of a 1× R i.i.d. Rayleigh channel with transmitting power constraint 	λB ,max.
Therefore, the statistics of Cbf can now be easily obtained. For example, the CDF of the capacity is given
by

Pr(Cbf < Cth) = Pr

(
χ2

2R <
2σ 2

n

(
2Cth − 1

)
	λB ,max

=x

)
= γ (R, x/2)

�(R)
(15.56)

The PDF of capacity, fC (C ), is given by

fC (C)= σ 2
n 2C ln(2)

	λB ,max�(R)

(
σ 2

n (2C − 1)

	λB ,max

)R−1

exp

(
−σ 2

n (2C − 1)

	λB ,max

)
, C ≥ 0 (15.57)

The capacity mean can also be obtained as

E (C ) = eα

ln(2)

R∑
k=1

�(−R + k, α)αR−k (15.58)

where

α = σ 2
n

	λB ,max
(15.59)
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On the other hand, to obtain the statistics of the output SNR, we may model the beam-forming scheme
as

y = Hw t s D + n (15.60)

where w t =
√

	UB ,max for beam forming with respect to B. Therefore, Equation 15.60 becomes

y =
√

	s D HUB,max + n (15.61)

At the receiver side, since the receiver has perfect CSI and thus knows H and B, the receiving weight vector
wr is the matched filter to HUB,max. Therefore, the output of the receiver combiner output is

UB
H
,max H H y =

√
	UB

H
,max H H s D HUB +UB

H
,max H H n (15.62)

Hence, the instantaneous combiner output SNR μbf is given by

μbf =
	
∥∥UB

H
,max H H HUB ,max

∥∥2

σ 2
n

∥∥UB
H
,max H H

∥∥2 = 	

σ 2
n

UB
H
,max H H HUB ,max (15.63)

Noting that H = Z B
1
2 and that UB ,max is the eigenvector of B corresponding to λB ,max, we can write (in

the sense of statistical equivalence) μbf as

μbf = 	

σ 2
n

λB ,maxUB
H
,max Z H ZUB ,max (15.64)

Since ZUB ,max is an R× 1 vector whose entries are i.i.d. complex Gaussian random variables with zero
mean and variance 1, Equation 15.64 becomes

μbf = 	λB ,max

2σ 2
n

χ2
2R (15.65)

Therefore, all statistical properties of the beam-forming output SNR can be obtained from those of χ2

random variables. For example, the CDF of μbf is given by

Pr(μbf < μth)= Pr

(
χ2

2R <
2σ 2

n μth

	λB ,max

)
=

γ

(
R, σ 2

n μth

	λB ,max

)
�(R)

(15.66)

and the MGF of μbf is given by

Mμbf (τ ) = E (eτμbf ) =
(

1

1− 	λB ,max

σ 2
n

τ

)R

(15.67)

The average symbol error rate (SER) of M-ary phase-shift-keying (M-PSK) signals is given by [29, Sec-
tion 5.4.1, Equation 5.67] as

Ps (E ) = 1

π

∫ (M−1)π/M

0

Mμbf

(
− gpsk

sin2φ

)
dφ (15.68)

which can be evaluated as

Ps (E )= F1

(
R + 1

2
, R,

1

2
, R + 3

2
, sin2

(
(M − 1)π

M

)
,
− sin2

(
(M−1)π

M

)
α

gpsk

)

× αR sin2R+1((M − 1)π/M)

π(2R + 1)(gpsk)R
(15.69)
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where gpsk = sin2(π/M), α is defined in Equation 15.59, and F1(·, ·, ·, ·, ·, ·) is the Appell hypergeometric
function of two variables defined by [14, Equation 9.180.1]. The average bit error rate (BER) of binary
signals (M = (BFSK)) are special cases of Equation 15.69 with gpsk = 1 for binary PSK (BPSK), gpsk = 0.5
for orthogonal binary FSK (BFSK), and gpsk = 0.715 for BFSK with minimum correlation. Moreover,
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when M = 2, the average BER of binary signals reduces to

Pb(E )=
(

α

gpsk

)R
�(R + 1.5)

(2R + 1)�(R + 1)
√

π
2 F1

(
R + 0.5, R; R + 1;

−α

gpsk

)
(15.70)

where 2 F1(·, ·; ·; ·) is the Gaussian hypergeometric function [14, Equation 9.100]. Figure 15.7 shows the
mean capacity E (C) in bits per second/herzt vs. the transmitting SNR 	

σ 2
n

in decibel for (1) the water-
filling-like (WF) scheme and (2) the beam-forming (BF) scheme with covariance feedback. It shows that
more capacity gain can be achieved with the optimum power allocation when the transmitting SNR is
high. Figure 15.8 quantifies the average BER vs. the transmitting SNR 	

σ 2
n

in decibel for BPSK signals when
(1) R= 2 and (2) R= 4.

15.3 MIMO Systems in the Presence
of Co-Channel Interference

15.3.1 Problem Statement

We consider a wireless link equipped with T antenna elements at the transmitter and R antenna elements
at the receiver. It is assumed that there are L interfering users each equipped with Ti antenna elements,
i = 1, . . . , L . The received R× 1 vector at the desired user’s receiver can thus be modeled as

y = H D xD +
L∑

i=1

√
	i H i xi + n (15.71)

where H D : R× T and xD : T × 1 are the normalized channel matrix and the transmitted data vec-
tor for the desired user, respectively. Similarly, 	i , H i : R× Ti , and xi : Ti × 1 are the short-term aver-
age power, the normalized channel matrix, and the transmitted complex Gaussian vectors for the i th
co-channel interferer. The additive noise n: R× 1 is assumed to be a complex Gaussian vector with zero
mean and covariance matrix σ 2

n I R . The interference-plus-noise
∑L

i=1

√
	i H i xi + n, conditioned on H i ,

i = 1, . . . , L , is complex Gaussian with covariance matrix

B I =
L∑

i=1

	i H i K i H H
i + σ 2

n I R (15.72)

where K i = E (xi xH
i ). We further assume that the desired user has total transmitting power constraint

of 	D , i.e., K D = E (xD xH
D ) and tr(K D) ≤ 	D . Now we take a closer look at B I defined in Equation

15.72.

1. Let us assume that H i , i = 1, . . . , L , are zero-mean complex Gaussian matrices with i.i.d. rows, but
the columns are possibly correlated with covariance matrix Ai : Ti × Ti (semicorrelated Rayleigh
fading interferers), then H i can be represented as Zi A

1
2
i , where Zi : R× Ti denotes the complex

Gaussian matrix whose entries are i.i.d. complex Gaussian random variables with zero mean and
covariance 1. In this case, the term H i K i H H

i in B I can be written as Zi (A
1
2
i K i A

1
2
i )Z H

i ; i.e.,
this interferer can be viewed to be subject to i.i.d. Rayleigh fading but with the ‘effective’ signal
covariance (A

1
2
i K i A

1
2
i ). This means that the correlations among the transmitter antenna elements of

each interferer do not change the problem if we properly adjust the K i . The same arguments apply
to the correlations among different interferers. Therefore, it is sufficient to study the case when
H i , i = 1, . . . , L , are uncorrelated and each has i.i.d. complex Gaussian entries with zero mean
and covariance 1, even if there exist possible correlations among transmitter antenna elements of
each interferer or among different interferers.

2. Since the K i , i = 1, . . . , L , are positive-semidefinite, we can write K i = U i Λi U
H
i , where U i is

the unitary matrix consisting of the eigenvectors of K i , and Λi the diagonal matrix composed of
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the corresponding eigenvalues (real and nonnegative). Note that Λi is a Ti × Ti matrix but may
have rank ni ≤ Ti depending on the number of independent streams transmitted each time. Because
H i is invariant under the unitary transformation H i U i (i.e., they have the same distribution), it is
clear that assuming K i to be a diagonal matrix does not make us lose any generality. As such, from
now on we will assume that K i is diagonal.

3. Let this diagonal K i = diag(Ki,1, . . . , Ki,ni , 0, . . .), then 	i H i K i H H
i can be written as 	i H i K i

H H
i =

∑ni

l=1 	i Ki,l H i,l H H
i,l , where H i,l is the l th column of H i . Now we get B I =

∑L
i=1

∑ni

l=1 	i

Ki,l H i,l H H
i,l + σ 2

n I R . If we let
∑L

i=1 ni = NI and Pm, m = 1, . . . , NI , be the mth smallest 	i Ki,l

for i = 1, . . . , L and l = 1, . . . , ni , and H I be the R× NI matrix whose mth column is the channel
vector corresponding to Pm, we can write Equation 15.71 the matrix form

y = H D xD + H I P
1
2
I x I + n (15.73)

where P I = diag(P1, P2, . . . , PNI ) and B I becomes

B I = H I P I H H
I + σ 2

n I R (15.74)

Now that we obtained an equivalent model to Equation 15.71, this equivalent model Equation 15.73
can be viewed as a system with NI independent interferers; each has one transmitter antenna element, Pk

(k = 1, . . . , NI ) short-term average power, and transmits a normalized signal x I ,k over channel vector H I ,k .
But we should keep in mind that based on the previous arguments, we are in fact including in our analysis
the more general case where there are correlations among interferers’ transmitter antenna elements, among
different interferers, and among the interfering signals, as well as different numbers of transmit antenna
elements and transmitting strategies of interferers. We assume that a centralized mechanism does not exist;
thus, the joint optimization of the total system capacity for both the desired user and the interferers is
not possible. This is particularly true when some or all of the co-channel interferers are from neighboring
cells, in which case the transmitter has no control over the transmitting strategies of interferers. Therefore,
the desired user simply optimizes the capacity of its own link.

15.3.2 Capacity CCDF of MIMO Optimum Combining Scheme
with Perfect CSI at Transmitter

When the transmitter has perfect knowledge of the channels of the desired user and CCI, the optimum
transmitting strategy to maximize the single-link capacity is to transmit independent complex Gaussian
inputs along the eigenvectors of H H

D B−1
I H D and allocate power by performing the water-filling algorithm

on H H
D B−1

I H D . On the other hand, we can use the optimum combining (beam-forming) scheme, which
maximizes the output signal-to-interference-plus-noise ratio (SINR). This optimum combining scheme
transmits one stream each time and thus involves only scalar codes, which greatly decreases the detection
complexity at the receiver. For such optimum combining systems, we can rewrite the R× 1 received vector
at the receiver as

y = H Dw t s D + H I P
1
2
I x I + n (15.75)

where w t is the transmitting weight vector with w H
t w t = 	D and s D is the scalar information symbol of

the desired user with power 1. The joint optimum transmit/receive weight vectors to maximize the output
SINR were derived in [30] as

w t =
√

	DU max

wr = B−1
I H Dw t (15.76)

where U max (‖U max‖ = 1) denotes the eigenvector corresponding to the largest eigenvalue of the quadratic
form

F = H H
D B−1

I H D = H H
D

(
H I P I H H

I + σ 2
n I R

)−1
H D (15.77)
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and the maximum SINR is given by

μ=	Dλmax (15.78)

where λmax is the largest eigenvalue of the matrix F defined in Equation 15.77. The outage probability is
defined as the CDF of the output SINR evaluated at μth, i.e.,

Pout = Pr(μ < μth) = Pr

(
λmax <

μth

	D

=x

)
(15.79)

First, we study the problems concerning the distributions of eigenvalues of the quadratic form X(Y TY+
a I)−1 X, where X and Y are complex Gaussian matrices, T a Hermitian positive-semidefinite matrix, and
a a scalar. Specifically, we assume that the desired signal is subject to i.i.d. Rayleigh fading; i.e., the entries
of H D are all i.i.d. complex Gaussian random variables with zero mean and variance 1. H I is an R× NI

complex Gaussian matrix with zero mean. The outage probability of SINRμ can be obtained as follows [31].

15.3.2.1 Outage Probability

1. When R ≤ T and NI > R,

Pout = det(C 1(x))∏R
k=1 �(T − k + 1)�(R − k + 1) det

(
P j−1

i

) (15.80)

where �(·) is the gamma function, det(P j−1
i ) is the Vandermonde determinant defined by

det
(

P j−1
i

) = ∏
1≤l<k≤NI

(Pk − Pl ) (15.81)

and the NI × NI matrix C 1(x) is defined by

C 1 =
(

C 1A

C 1B(x)

)
(15.82)

where the (NI − R)× NI block C 1A is defined by

{C 1A}i, j = P i−1
j , i = 1, . . . , NI − R; j = 1, . . . , NI (15.83)

and the R× NI block C 1B(x) is defined by

{C 1B(x)}i, j = P NI−R−1
j e

σ2
n

P j �(T − i + 1)

[
P i

j �

(
i,

σ 2
n

P j

)

−
T−i∑
k=0

xk

k!

(
P j

1+ x P j

)k+i

�
(

k + i, (x + 1/P j )σ
2
n

)]
,

i = 1, . . . , R; j = 1, . . . , NI (15.84)

where �(·, ·) is the complementary incomplete gamma function defined by [14, Equation 8.350.2].
2. When R ≤ T and NI ≤ R,

Pout =

(∏NI

n=1 P−(R−NI+1)
n

) (
σ 2

n

)T(R−NI )
det(C 2(x))(∏R

k=1 �(T − k + 1)�(R − k + 1)
)

det
(

P j−1
i

) (15.85)
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where the R× R matrix C 2(x) is defined by

C 2(x) =
(

C 2A(x)

C 2B(x)

)
(15.86)

where the (R − NI )× R block C 2A(x) is given by

{C 2A(x)}i, j = (−1)i−1
(
σ 2

n

)−(T+i− j )
γ
(

T + i − j, σ 2
n x
)

,

i = 1, . . . , R − NI , j = 1, . . . , R (15.87)

where the NI × R block C 2B(x) is defined by

{C 2B(x)}i, j = e
σ2

n
Pi �(T − j + 1)

⎡
⎣P j

i �

(
j,

σ 2
n

Pi

)

−
T− j∑
k=0

xk

k!

(
Pi

1+ x Pi

)k+ j

�
(

k + j, (x + 1/Pi )σ
2
n

)]
,

i = 1, . . . , NI , j = 1, . . . , R (15.88)

3. When R > T and NI ≥ R,

Pout = (−1)T(R−T) det(C 3(x))(∏R
k=1 �(R − k + 1)

)(∏T
k=1 �(T − k + 1)

)
det
(

P j−1
i

) , (15.89)

where C 3(x) is an NI × NI matrix given by

C 3(x) =

⎛
⎜⎝

C 3A

C 3B

C 3B(x)

⎞
⎟⎠ (15.90)

where the (NI − R)× NI block C 3A is defined by

{C 3A}i, j = P i−1
j , i = 1, . . . , NI − R, j = 1, . . . , NI (15.91)

the (R − T)× NI block C 3B is defined by

{C 3B}i, j = P NI−R+T+i−1
j e

σ2
n

P j �

(
T + i,

σ 2
n

P j

)
,

i = 1, . . . , R − T, j = 1, . . . , NI (15.92)

and the T × NI block C 3B(x) is given by

{C 3B(x)}i, j = P NI−R−1
j e

σ2
n

P j �(T − i + 1)

[
P i

j �

(
i,

σ 2
n

P j

)

−
T−i∑
k=0

xk

k!

(
P j

1+ x P j

)k+i

�
(

k + i, (x + 1/P j )σ
2
n

)]
,

i = 1, . . . , T, j = 1, . . . , NI (15.93)
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4. When R ≥ NI > T ,

Pout =
(−1)T(R−T)

(
σ 2

n

)T(R−NI )(∏T
k=1 �(T − k + 1)

) det(C 4(x))(∏NI

k=1 �(R − k + 1)P R−NI+1
k

)
det
(

P j−1
i

) (15.94)

where C 4(x) is an NI × NI matrix given by

C 4(x) =
(

C 4A

C 4B(x)

)
(15.95)

where the (NI − T)× NI block C 4A is defined by

{C 4A}i, j =
T∑

k=0

(
T

k

)(
σ 2

n

)T−k
P R−NI+i+k

j �(R − NI + i + k),

i = 1, . . . , NI − T, j = 1, . . . , NI (15.96)

and the T × NI block C 4B is defined by

{C 4B(x)}i, j = e
σ2

n
P j �(T − i + 1)

[
P i

j �

(
i,

σ 2
n

P j

)

−
T−i∑
k=0

xk

k!

(
P j

1+ x P j

)k+i

γ
(

k + i, (x + 1/P j )σ
2
n

)]

−
R−NI−1∑

k=0

(−1)k

k!
(
σ 2

n

)T−i+k+1 �
(

T − i + k + 1, σ 2
n x
)

×
T∑

m=0

(
T

m

)(
σ 2

n

)T−m
P k+m+1

j �(k +m+ 1),

i = 1, . . . , T, j = 1, . . . , NI (15.97)

5. When R ≥ T and NI < T ,

Pout =
(−1)T(R−T)

(
σ 2

n

)T(R−NI )(∏T
k=1 �(T − k + 1)

)(∏T
k=1 �(R − k + 1)

)
× det(C 5(x))(∏NI

k=1 P R−NI+1
k

)
det
(

P j−1
i

) (15.98)

where C 5(x) is a T × T matrix given by

C 5(x) = (C 5A(x) C 4B(x)) (15.99)

where the T × (T − NI ) block C 5A(x) is defined by

{C 5A(x)}i, j = (−1)R−T+ j−1(
σ 2

n

)R−i+ j γ
(

R − i + j, σ 2
n x
)

,

i = 1, . . . , T, j = 1, . . . , T − NI (15.100)

and the T × NI block C 4B(x) is defined in Equation 15.97.
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FIGURE 15.9 Outage probability of MIMO optimum combining systems vs. the normalized threshold 	D

μth
in decibel

with T as a parameter when R = 4, NI = 7, σ 2
n = 0.5, and the average interfering powers are i.i.d. uniform (0, 1) and

normalized so that the total interfering power is NI .

15.3.2.2 Capacity of Optimum Combining

The channel capacity achieved by the complex Gaussian input s D with the optimum combining or beam-
forming scheme is given by C = log2 (1+ μ) bps/Hz, where μ is the combiner output SINR given by
Equation 15.78. Thus the capacity CCDF is Cccdf = Pr(C ≥ Cth) = 1 − Pr(μ < 2Cth − 1); i.e., the Cccdf

is simply the complementary CDF of the output SINR evaluated at 2Cth − 1. Figure 15.9 plots the outage
probability of MIMO optimum combining systems vs. the normalized threshold 	D

μth
in decibel with T as

a parameter when R = 4, NI = 7, σ 2
n = 0.5, and the average interfering powers are i.i.d. uniform (0, 1)

and normalized so that the total interfering power is NI . Note also the good match between the analytical
curves and the Monte Carlo simulations.

15.3.3 Statistics of the MIMO Capacity with Co-Channel Interference
and without Feedback

15.3.3.1 Problem Statement

In this section, we will consider the impact of co-channel interference on the capacity of MIMO channels
modeled as Equation 15.73 (which is the equivalent simplified model of Equation 15.71). Similar to the
previous subsection, we assume that a centralized mechanism does not exist; thus, the joint optimization
of the total system capacity for both the desired user and the interferers is not possible. The instantaneous
mutual information (MI) between the input and output of the desired user, after whitening y by B

− 1
2

I , can
be expressed as [32]

I (xD ; (y, K I ))= log2

(
det
(

I R + H D K D H H
D B−1

I

))
(15.101)

The optimization problem is to choose K D to maximize the mutual information given to B I subject to
the total transmitting power constraint 	D , i.e.,

C = max
tr(K D )≤	D

log2

(
det
(

I R + H D K D H H
D B−1

I

))
(15.102)

Copyright © 2005 by CRC Press LLC



When the receiver has perfect CSI of both the desired user and CCI while the transmitter has no CSI about
H D and H I , the optimum choice of K D = 	D

T I T , i.e., transmitting T independent complex Gaussian
inputs with equal powers. The resulting capacity is given by [32]

C = log2

(
det

(
I R + 	D

T
H D H H

D B−1
I

))

=
min(T,R)∑

k=1

log2

(
1+ 	D

T
φk

)
(15.103)

where 0 < φ1 < φ2 < · · · < φmin(T,R) are the nonzero eigenvalues of (B
− 1

2
I H D)(B

− 1
2

I H D)H . Note that

(B
− 1

2
I H D)(B

− 1
2

I H D)H has the same nonzero eigenvalues as those of

F = H H
D B−1

I H D = H H
D

(
H I P I H H

I + σ 2
n I R

)−1
H D (15.104)

When the transmitter has perfect knowledge of the channels of both the desired user and the interferers,
the optimum capacity-achieving strategy is to transmit independent complex Gaussian inputs along the
eigenvectors of F and allocate powers based on the water-filling principle, i.e., pk = (ψ − 1

φk
)+ with

(·)+ defined as (y)+ = max(y, 0), where ψ is a constant depending on the total power constraint 	D ,
i.e.,
∑

pk =	D . From the water-filling power allocation, we expect that when 	D is low, the water-
filling algorithm tends to allocate all power to a single data stream along the eigenmode corresponding
to the largest eigenvalue of F , which is equivalent to the optimum combining scheme studied in the
previous section. However, when 	D increases, the power allocation will allow more than one data stream
to be transmitted each time, and when the 	D is high enough, all subchannels will transmit and the
power difference among different data streams becomes negligible and thus very close to the equal-power
allocation when the CSI is not available at the transmitter when T ≤ R (there is a capacity loss when T > R
without CSI feedback, since in this case the total power is divided among T antenna elements but there
are only R subchannels). Since the water-filling principle is the optimum strategy, the above analysis tells
us that when the transmitting SNR is very low, the CSI becomes critical and the capacity achieved by the
optimum combining scheme is very close to the optimum water-filling capacity, which uses vector codes.
On the other hand, when the SNR is high enough, the CSI feedback does not provide significant capacity
gain over the equal-power allocation scheme where no CSI at the transmitter is needed when T ≤ R, and
the capacity of the optimum combining scheme will be significantly lower than the equal-power allocation
scheme. We now focus on the case when the CSI is not available at the transmitter and further assume that
the desired user is subject to i.i.d. Rayleigh fading; thus, H D has i.i.d. entries of complex Gaussian random
variables with zero mean and variance 1. The channel matrix of CCI H I , as justified before, is also an i.i.d.
zero-mean complex Gaussian matrix with i.i.d. entries with variance 1. The MGF of the capacity can be
obtained as follows [31].

15.3.3.2 Capacity MGF E (eτC )

1. When R ≤ T and NI > R,

E (eτC ) = det(G 1)∏R
k=1 �(T − k + 1)�(R − k + 1) det

(
P j−1

i

) (15.105)

where the NI × NI matrix G 1 is defined by

G 1 =
(

C 1A

G 1B

)
(15.106)
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where the (NI − R)× NI block C 1A is defined by Equation 15.83 and the R× NI block G 1B is
defined by

{G 1B}i, j = P NI−R−1
j eσ 2

n /P j

∫ ∞

0

(1+ ρy)τ/ ln(2) yT−i

(1/P j + y)T+1

×�
(

T + 1, σ 2
n (1/P j + y)

)
dy,

i = 1, . . . , R, j = 1, . . . , NI (15.107)

where ρ = 	D

T
2. When R ≤ T and NI ≤ R,

E (eτC )=

(∏NI

n=1 P−(R−NI+1)
n

) (
σ 2

n

)T(R−NI )
det(G 2)(∏R

k=1 �(T − k + 1)�(R − k + 1)
)

det
(

P j−1
i

) (15.108)

where the R× R matrix G 2(x) is defined by

G 2 =
(

G 2A

G 2B

)
(15.109)

where the (R − NI )× R block G 2A is given by

{G 2A}i, j = (−1)i−1 �(T + i − j )

ρT+i− j
U

(
T + i − j, T + i − j + 1+ τ/ ln(2),

σ 2
n

ρ

)
,

i = 1, . . . , R − NI , j = 1, . . . , R (15.110)

where U (·, ·, ·) is the confluent hypergeometric function of the second kind [14, Equation 9.210.2]
and the NI × R block G 2B(x) is defined by

{G 2B}i, j = eσ 2
n /Pi

∫ ∞

0

(1+ ρy)τ/ ln(2) yT− j

(1/Pi + y)T+1
�
(

T + 1, σ 2
n (1/Pi + y)

)
dy,

i = 1, . . . , NI , j = 1, . . . , R (15.111)

3. When R > T and NI ≥ R,

E (eτC ) = (−1)T(R−T)(∏R
k=1 �(R − k + 1)

) det(G 3)(∏T
k=1 �(T − k + 1)

)
det
(

P j−1
i

) (15.112)

where G 3 is an NI × NI matrix given by

G 3 =

⎛
⎜⎝

C 3A

C 3B

G 3C

⎞
⎟⎠ (15.113)

where the (NI − R)× NI block C 3A is defined by Equation 15.91, the (R − T)× NI block C 3B is
defined by Equation 15.92, and the T × NI block G 3C is given by

{G 3B}i, j = P NI−R−1
j eσ 2

n /P j

∫ ∞

0

(1+ ρy)τ/ ln(2) yT−i

(1/P j + y)T+1

×�
(

T + 1, σ 2
n (1/P j + y)

)
dy,

i = 1, . . . , T, j = 1, . . . , NI (15.114)
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4. When R ≥ NI > T ,

E (eτC ) = (−1)T(R−T)
(
σ 2

n

)T(R−NI )(∏T
k=1 �(T − k + 1)

) det(G 4)(∏NI

k=1 �(R − k + 1)P R−NI+1
k

)
det
(

P j−1
i

) (15.115)

where G 4 is an NI × NI matrix given by

G 4 =
(

C 4A

G 4B

)
(15.116)

where the (NI − T)× NI block C 4A is defined by Equation 15.96 and the T × NI block G 4B is
defined by

{G 4B}i, j = eσ 2
n /P j

∫ ∞

0

(1+ ρy)τ/ ln(2) yT−i

(1/P j + y)T+1
�
(

T + 1, σ 2
n (1/P j + y)

)
dy

−
R−NI−1∑

k=0

(−1)k

k!

�(T + i + k + 1)

ρT+i+k+1

T∑
m=0

(
T

m

)(
σ 2

n

)T−m

× P k+m+1
j �(k +m+ 1)U

(
T + i + k + 1, T + i + k + 2+ τ/ ln(2),

σ 2
n

ρ

)
i = 1, . . . , T, j = 1, . . . , NI (15.117)

5. When R ≥ T and NI < T ,

E (eτC )= (−1)T(R−T)
(
σ 2

n

)T(R−NI )(∏T
k=1 �(T − k + 1)

)(∏T
k=1 �(R − k + 1)

)
× det(G 5)(∏NI

k=1 P R−NI+1
k

)
det
(

P j−1
i

) (15.118)

where G 5 is a T × T matrix given by

G 5 = (G 5A G 4B ) (15.119)

where the T × (T − NI ) block G 5A is defined by

{G 5A}i, j = (−1)R−T+ j−1 �(R − i + j )

ρ R−i+ j
U

(
R − i + j, R − i + j + 1+ τ/ ln(2),

σ 2
n

ρ

)
,

i = 1, . . . , T, j = 1, . . . , T − NI (15.120)

and the T × NI block G 4B is defined in Equation 15.117.

The expressions of the mean and variance of the capacity are given explicitly in the journal version of
[31] but are omitted here due to space limitations. An approximated capacity CCDF can also be obtained.
Figure 15.10 plots the mean capacity of MIMO Rayleigh/Rayleigh channels without CSI at the transmitter
vs. the total transmitting power 	D in decibel with the number of interferers NI as a parameter when
T = R = 3, σ 2

n = 1, and interfering powers are the NI largest numbers from the set {1.5, 1.6, 1.8, 2.0}.
Copyright © 2005 by CRC Press LLC
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FIGURE 15.10 Mean capacity of MIMO Rayleigh/Rayleigh channels vs. the total transmitting power 	D in decibel
with the number of interferers NI as a parameter when T = R = 3, σ 2

n = 1, and interfering powers are the NI largest
numbers from the set {1.5, 1.6, 1.8, 2.0}.

15.3.4 Rician/Rayleigh Fading Scenarios in an
Interference-Limited Environment

In microcell mobile communications systems, a typical scenario consists of a direct line-of-sight path
for the desired user accompanied by multiple diffuse interferers. This can be appropriately modeled by
a desired user subject to Rician type of fading and the co-channel interferers subject to Rayleigh fading,
which we refer to as the Rician/Rayleigh fading scenario. In this case, H D : R× T and H I : R× NI are
independent matrices whose columns are i.i.d. complex multivariate Gaussian vectors with covariance
matrix Σ, E (H D)=M, and E (H I )= 0. To make the problem mathematically tractable, we assume that
the system is interference limited; thus, the thermal noise can be neglected. This assumption (which is
going to be validated later by numerical results) is more valid when the signal-to-noise ratio and the
interference-to-noise ratio are high or when the system operates in an interference-rich (NI is reasonably
large) environment. We further assume that the interfering signals come from the same distance from
the receiver and the shadowing effects are small, and thus 	I ,1= · · · =	I ,NI

=	I . Now B I given by
Equation 15.74 reduces to B I = H I H H

I and is positive-definite with probability 1 when NI ≥ R (Therefore
B I is invertible with probability 1), and F defined by Equation 15.77 reduces to F 1= 1

	I
H H

D (H I H I )−1 H D ,
which is a Hermitian nonnegative-definite matrix. The MGFs of the capacity without feedback can be
obtained for these cases, and due to space limitations, the results are just summarized without proof
in what follows [33]. Note that the CDF of the signal-to-interference ratio (and therefore the capacity
CCDF) of the MIMO optimum combining scheme with perfect CSI at the transmitter was also obtained
in [34][35][36] under the same assumptions.

1. Distinct eigenvalues case: Let H D : R× T and H I : R× NI , NI ≥ R, be independent matrices
whose columns are independent R-variate complex normal vectors with covariance matrix Σ,
E (H D) = M, and E (H I ) = 0. Let s = min(T, R), t = max(T, R), and r = min(NI , NI+T−R).
If M HΣ−1 M has s nonzero distinct eigenvalues 0 < λ1 < λ2 < · · · < λs , then the MGF of the

Copyright © 2005 by CRC Press LLC



capacity E (eτC ) is given by

E (eτC ) = c1 det(Ψnc ) (15.121)

where c1 = e−tr(Λ)

det(V)

∏s
l=1

�(r+t−s+1)
�(t−s+1)�(r−l+1) , Λ = diag(λ1, . . . , λs ) and det(V) is the Vandermonde

determinant consisting of λ1, . . . , λs , i.e., {V}i, j = λ
s− j
i , with det(V) = ∏s

i< j (λi − λ j ), and Ψnc

is an s × s matrix whose entry at the i th row and j th column is given by

{Ψnc }i, j =
∫ ∞

0

(1+ ρ2 y)τ/ ln(2) yt−i

(1+ y)t+r−s+1 1 F1

(
t + r − s + 1; t − s + 1;

yλ j

1+ y

)
dy

=
r∑

m=0

(−r )m(−λ j )m

(t − s + 1)mm!
B

(
t − i +m+ 1, r − s + i + τ

ln(2)

)

×�1

(
t − i +m+ 1,− τ

ln(2)
, r + t − s +m+ τ

ln(2)
, (1− ρ2), λ j

)
(15.122)

where ρ2 = 	D

	I T , (a)n = a(a+1) · · · (a+n−1) with (a)0 = 1, B(·, ·) the beta function defined in
[14, Equation 8.380.1], and �1(·, ·, ·, ·, ·) is the confluent hypergeometric function of two variables
defined in [14, Equation 9.261.1].

2. Central case: When E (H D) = 0 and E (H I ) = 0, the capacity MGF E (eτC ) is given by

E (eτC ) = c2 det(Ψc) (15.123)

where c2 =
∏s

n=1
�(t+r−n+1)

�(t−n+1)�(r−n+1)�(s−n+1) and Ψc is an s × s matrix with entries given by

{Ψc}i, j = B(t + s − i − j + 1, r − s + i − τ/ ln(2))

× 2 F1

(
− τ

ln(2)
, t + s − i − j + 1; t + r − j + 1− τ

ln(2)
; 1− ρ2

)
,

i, j = 1, . . . , s (15.124)

Note that Equation 15.123 is applicable to any positive-definite covariance matrix Σ due to the
fact that in the central case, F 1 is invariant under simultaneous transformations of Σ− 1

2 H D and
Σ− 1

2 H I .
3. I.i.d. Rician/Rayleigh case: When {H D}i, j are i.i.d. complex Gaussian random variables with mean

η and variance σ 2, i.e., {H D}i, j ∼ CN (η, σ 2), and {H I }i, j are i.i.d. with {H I }i, j ∼ CN (0, σ 2),

then M HΣ−1 M has only one nonzero eigenvalue λ1 = s t|η|2
σ 2 , where | · | denotes the modulus of a

complex number. In these conditions, the capacity MGF reduces to

E (eτC ) = c3 det(Ψiid) (15.125)

where

c3 = e−λ1

λs−1
1

�(r + t − s + 1)�(s )�(t)

�(t − s + 1)�(t + r )

s∏
n=1

�(t + r − n + 1)

�(t − n + 1)�(r − n + 1)�(s − n + 1)
(15.126)

where the first column ( j = 1) of Ψiid is the same as that of Ψnc, and the second column to the
s th column (i.e., j = 2, . . . , s ) of Ψiid is the same as that of Ψc.
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	I
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n
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when T = R = 3 and NI = 4 for (1) analytical curves without noise and (2) simulation curves with additive noise
when the interference-to-noise ratio is 6 dB.

In Figure 15.11, we compare the capacity mean obtained under the assumption that the system is inter-
ference limited with the simulations of a more realistic system where the noise is nonnegligible (we use
an interference-to-noise ratio of 6 dB). We can see that our analytical results tightly upper-bound the
simulation results and can therefore be used as a good estimate of the capacity of MIMO systems in the
presence of CCI.

Appendix A: Some Integral Identities

1. In the MGF of capacity formulas, one can use [14, Equation 3.383.5]:

∫ ∞

0

(1+ ax)−ν xq−1e−pxdx = a−q �(q)U

(
q , q + 1− ν,

p

a

)
(15.127)

where Re q > 0, Re p > 0, Re a > 0, and ν is a complex number. In Equation 15.127, �(·) is the
gamma function [14, Equation 8.310.1] and U (·, ·, ·) is the confluent hypergeometric function of
the second kind [14, Equation 9.210.2].

2. In the mean capacity formulas, one can use [37, Equation 78]:

∫ ∞

0

ln(1+ ay)yn−1e−cydy = �(n)ec/a
n∑

k=1

�(−n + k, c/a)

c kan−k
(15.128)

where �(·, ·) is the complementary incomplete gamma function [14, Equation 8.350.2].
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3. In the capacity variance formulas, one can use

∫ ∞

0

ln2(1+ ay)yn−1e−cydy = 2ec/a

an

n−1∑
m=0

(
n − 1

m

)

× (−1)mG 4 0
3 4

(
c

a

∣∣∣m−(n−1), m−(n−1), m−(n−1)

0, m−n, m−n, m−n

)
(15.129)

where G m n
p q (x|a1,..., a p

b1,..., bq
) is the Meijer’s G function defined by [14, Equation 9.301].
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16.1 Introduction

Due to the distortive character of the propagation environment, transmitted data symbols will spread out
in time and will interfere with each other, a phenomenon called intersymbol interference (ISI). The degree
of ISI depends on the data rate: the higher the data rate, the more ISI is introduced. On the other hand,
changes in the propagation environment, e.g., due to mobility in wireless communications, introduce
channel time variation, which could be very harmful. Mitigating these fading channel effects, also referred
to as channel equalization, constitutes a major challenge in current and future communication systems.

In order to design a good channel equalizer, a practical channel model has to be derived. First, we
can write the overall system as a symbol rate single-input multiple-output (SIMO) system, where the
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multiple outputs are obtained by multiple receive antennas and fractional sampling. Then, looking at a
fixed time window, we can distinguish between time-invariant (TIV) and time-variant (TV) channels. For
TIV channels, we will model the channel by a TIV finite impulse response (FIR) channel, whereas for TV
channels, it will be convenient to model the channel time variation by means of a basis expansion model
(BEM), leading to a BEM FIR channel [13], [32], [39].

For TIV channels, channel equalizers have been extensively studied in literature (see, for instance, [11],
[14, Chapter 5], [18, Chapter 10], [29, Chapter 10] and references therein). For TV channels, on the other
hand, they have only been introduced recently. Instead of focusing on complex maximum likelihood (ML)
or maximum a posteriori (MAP) equalizers, we will discuss more practical finite-length linear and decision
feedback equalizers. We derive minimum mean square error (MMSE) solutions, which strike an optimal
balance between ISI removal and noise enhancement. By setting the signal power to infinity, these MMSE
solutions can easily be transformed into zero-forcing (ZF) solutions that completely remove the ISI. We
mainly focus on equalizer design based on channel knowledge, and briefly mention channel estimation
algorithms and direct equalizer design algorithms, which do not require channel knowledge.

In this chapter, we distinguish between block equalizers and serial equalizers (as already mentioned,
only practical finite-length versions will be considered). Block equalizers treat both TIV and TV channels
in a similar fashion, and will therefore be described in a unified way. Block linear equalizers (BLEs) [15],
[33], as well as block decision feedback equalizers (BDFEs) [15], [36], will be discussed.

What the serial equalizers are concerned, we will focus on both serial linear equalizers (SLEs) and serial
decision feedback equalizers (SDFEs). It will be convenient to use the same models for the serial equalizer
and for the channel. Hence, for a TIV FIR channel, we will use a TIV FIR serial equalizer [1], [41], whereas
for a BEM FIR channel, we will use a BEM FIR serial equalizer [2], [3], [19]. For an SDFE, this means that
both the feedforward and the feedback filters are modeled this way. Note that in the past a TIV FIR serial
equalizer has been employed to equalize a BEM FIR channel, but this requires a symbol rate SIMO channel
with many outputs for the linear ZF solution to exist [23]. However, when a BEM FIR serial equalizer is
used to equalize a BEM FIR channel, only a symbol rate SIMO channel with two outputs is required for
the linear ZF solution to exist [3], [19]. We will discuss serial equalization for TIV and TV channels in
parallel, in order to show the similarities between the two approaches.

Finally, for TIV channels, it is also possible to adopt frequency-domain (FD) equalization, which can be
viewed as a structured block equalization. We will discuss FD linear equalizers (FDLEs) [6], [10], [31] as
well as FD decision feedback equalizers (FDDFEs) [4], [10].

Note that throughout this chapter, we will mainly focus our attention on wireless communications.
However, most of the proposed techniques can also be adopted for other types of communications, i.e.,
wireline communications, optical communications, underwater communications, etc.

Notation: We use upper- and lowercase bold-faced letters to denote matrices and column vectors,
respectively. Superscripts∗, T , and H represent complex conjugate, transpose, and Hermitian, respectively.
We denote the Kronecker delta by δ[n] and the Kronecker product by ⊗. The convolution operation is
represented by %. We denote the N × N identity matrix as IN and the M × N all-zero matrix as 0M×N .
For a column vector x, diag{x} denotes the diagonal matrix with x on the diagonal, whereas for a square
matrix X, diag{X} denotes the diagonal matrix with the diagonal of X on the diagonal. Next, [x]i1:i2 denotes
the subvector of x containing entries i1 to i2 (if i1 : i2 is replaced by i , only the i th entry is considered),
and [X]r1:r2,c1:c2 denotes the submatrix of X on the intersection of rows r1 to r2 and columns c1 to c2 (if
r1 : r2 (c1 : c2) is replaced by r (c), only the r th row (c th column) is considered; if r1 and r2 (c1 and c2)
are omitted, all rows (columns) are considered). Finally, Q{·} represents a decision device that optimally
maps soft symbol estimates into hard symbol estimates.

16.2 Wireless Channel Model

In this section, we discuss the channel model, which is, of course, a crucial ingredient when deriving means
to mitigate fading channel effects. As already mentioned, we will focus our attention on wireless channels,
but note that the proposed channel model also holds for many other applications. More specifically, we
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consider a baseband description of a wireless system with one transmit and M receive antennas. For the
mth receive antenna, the symbol sequence x[n] is filtered by the transmit filter g tr(t), distorted by the
physical channel g (m)

ch (t; τ ), corrupted by additive noise v (m)(t), and finally filtered by the receive filter
g rec(t). The received signal at the mth receive antenna y(m)(t) can then be written as

y(m)(t) =
∞∑

n=−∞
g (m)(t; t − nT)x[n]+ w (m)(t)

where T is the symbol period, w (m)(t) := g rec(t) % v (m)(t) is the additive noise signal at the mth receive
antenna, and [12, Chapter 1]

g (m)(t; τ ) :=
∫ ∞

−∞

∫ ∞

−∞
g rec(s )g tr(τ − θ − s )g (m)

ch (t − s ; θ)dsdθ (16.1)

is the composite channel for the mth receive antenna. Note that the larger the number of receive antennas
M, the smaller the probability that at some time all M channels are in a deep fade. As a result, the larger the
number of receive antennas M, the better the performance. This phenomenon is known as receive antenna
diversity [28].

Symbol rate sampling, i.e., sampling the M receive antennas at rate 1/T , is one option, but when the
channel bandwidth is larger than 1/(2T), the rate 1/T is lower than the Nyquist rate. This causes aliasing,
which could deteriorate the performance. Fractional sampling, i.e., sampling the M receive antennas at
rate P/T with P > 1, can solve this problem [38], [42]. However, note that since the channel bandwidth
is never significantly larger than 1/T , the performance will not increase much when increasing P beyond
P = 2.

Focusing on the general case, where the M receive antennas are sampled at rate P/T with P ≥ 1, each
rate P/T received sequence can be split into P rate 1/T received sequences. The pth rate 1/T received
sequence at the mth receive antenna y(mP+p)[n] := y(m)((nP + p)T/P ) can be written as

y(mP+p)[n] :=
∞∑

ν=−∞
g (mP+p)[n; ν]x[n − ν]+ w (mP+p)[n] (16.2)

where w (mP+p)[n] := w (m)((nP+ p)T/P ) and g (mP+p)[n; ν] := g (m)((nP+ p)T/P ; (ν P + p)T/P ). Hence,
we obtain a symbol rate single-input multiple-output system with A = MP outputs, which are obtained
by multiple receive antennas and fractional sampling.

Most wireless links experience multipath propagation, where clusters of reflected or scattered rays
arrive at the receiver. All the rays within the same cluster experience the same delay, but each of them is
characterized by its own complex gain and frequency offset. Hence, we can express the physical channel
g (m)

ch (t; τ ) as [5, Chapter 3], [9], [12, Chapter 1], [16, Chapter 1]

g (m)
ch (t; τ ) =

∑
c

δ
(
τ − τ (m)

c

)∑
r

G (m)
c ,r e j 2π f (m)

c ,r t (16.3)

where τ (m)
c is the delay of the c th cluster related to the mth receive antenna, and G (m)

c ,r and f (m)
c ,r are the

respective complex gain and frequency offset of the r th ray of the c th cluster related to the mth receive
antenna. Assuming the time variation of the physical channel g (m)

ch (t; τ ) over the span of the receive filter

g rec(t) is negligible, we can replace g (m)
ch (t − s ; θ) by g (m)

ch (t; θ) in Equation 16.1, leading to

g (m)(t; τ )=
∫ ∞

−∞

(∫ ∞

−∞
g rec(s )g tr(τ − θ − s )ds

)
g (m)

ch (t; θ)dθ

=
∫ ∞

−∞
ψ(τ − θ)g (m)

ch (t; θ)dθ

=
∑

c

ψ
(
τ − τ (m)

c

)∑
r

G (m)
c ,r e j 2π f (m)

c ,r t
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where ψ(t) := g rec(t) % g tr(t). This means that the channel g (mP+p)[n; ν] can be expressed as

g (mP+p)[n; ν]= g (m)((nP + p)T/P ; (ν P + p)T/P )

=
∑

c

ψ
(

(ν P + p)T/P − τ (m)
c

)∑
r

G (m)
c ,r e j 2π f (m)

c ,r (nP+p)T/P (16.4)

The above channel model has a rather complex structure, which complicates, if not prevents, the
development of a low-complexity equalization structure that blends well with the channel structure.
Moreover, the above channel model contains a large number of parameters, which causes a major problem
when trying to estimate the channel. Hence, we will have to look for other channel models that are well
structured and contain a smaller number of parameters. Therefore, we will look at a limited time window
t ∈ (0, NT), which corresponds to n ∈ {0, 1, . . . , N−1}. Depending on the ratio of NT over 1/ fmax, where
fmax is the overall Doppler spread of all M channels,

fmax := max
m,c ,r

{∣∣ f (m)
c ,r

∣∣}
we call the channel related to the ath output g (a)[n; ν] time-invariant or time-variant (note that a ∈
{0, 1, . . . , A− 1}).

16.2.1 TIV Channels

We refer to a channel as TIV if the channel time variation over NT is negligible, i.e., if NT is much smaller
than 1/ fmax. Assuming that each composite channel satisfies g (m)(t; τ ) = 0 for τ /∈ [0, (L + 1)T], each
TIV channel g (a)[n; ν] can be modeled for n ∈ {0, 1, . . . , N − 1} by a so-called TIV FIR channel:

h(a)[n; ν] =
L∑

l=0

δ[ν − l]h(a)
l (16.5)

The above TIV FIR channel is well structured and contains a small number of parameters. Hence, we have
obtained a practical channel model.

From Equation 16.2, the TIV FIR input–output relation for n ∈ {0, 1, . . . , N− 1} can be written as (see
also Figure 16.1)

y(a)[n] =
L∑

l=0

h(a)
l x[n − l]+ w (a)[n] (16.6)

16.2.2 TV Channels

We refer to a channel as TV if the channel time variation over NT is not negligible, i.e., if NT is not much
smaller than 1/fmax. Assuming that each composite channel satisfies g (m)(t; τ ) = 0 for τ /∈ [0, (L + 1)T],

x [n]

h0
(a) h1

(a) h2
(a) hL

(a)
w (a)[n]

y (a)[n]

FIGURE 16.1 TIV FIR input–output relation ( represents a unit delay).
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each TV channel g (a)[n; ν] can be modeled for n ∈ {0, 1, . . . , N − 1} by a so-called TV FIR channel:

h(a)[n; ν] =
L∑

l=0

δ[ν − l]h(a)
l [n] (16.7)

Like the TIV FIR channel, the TV FIR channel is well structured, but in contrast to the TIV FIR channel,
the TV FIR channel contains a large number of parameters, which is objectionable. The key in finding
a TV channel model that is well structured and contains a small number of parameters is to model the
channel time variation using a so-called basis expansion model [13], [32], [39].

Assuming each composite channel satisfies g (m)(t; τ )= 0 for τ /∈ [0, (L + 1)T], each TV channel
g (a)[n; ν] can be modeled for n ∈ {0, 1, . . . , N − 1} by a so-called BEM FIR channel:

h(a)[n; ν] =
L∑

l=0

δ[ν − l]

Q/2∑
q=−Q/2

h(a)
q ,l e j 2πqn/K (16.8)

where the parameters Q and K should be selected such that Q/(2KT)≈ fmax. Note that in general Q
can be kept very small as long as NT is smaller than 1/(2 fmax), as illustrated in the next example. Hence,
we have again obtained a practical channel model that is well structured and contains a small number of
parameters.

From Equation 16.2, the BEM FIR input–output relation for n ∈ {0, 1, . . . , N − 1} can be written as
(see also Figure 16.2)

y(a)[n] =
L∑

l=0

Q/2∑
q=−Q/2

h(a)
q ,l e j 2πqn/K x[n − l]+ w (a)[n] (16.9)

Example: Consider a channel g (0)
ch (t) consisting of five clusters of 100 reflected or scattered rays. The delay

of the c th cluster is given by τc = c T/2 (c ∈ {0, 1, 2, 3, 4}). Assuming that g tr(t) and g rec(t) are rectangular
functions over (0, T) with height 1/T , and thus ψ(t)= g rec(t) % g tr(t) is a triangular function over (0, 2T)
with height 1, we can assume that L = 3. The complex gain and frequency offset of the r th ray of the

c th cluster are given by G (0)
c ,r = e jθ (0)

c ,r /
√

100 and f (0)
c ,r = cos(φ(0)

c ,r ) fmax, where θ (0)
c ,r and φ(0)

c ,r are uniformly
distributed over (0, 2π). Assuming that fmax= 1/(400T), we now show that the BEM FIR channel is
very accurate when Q and K are selected such that Q/(2KT)≈ fmax= 1/(400T). To illustrate that Q
can be kept very small as long as NT is smaller than 1/(2 fmax), we consider the extreme case of Q= 2
and NT= 1/(2 fmax)= 200T . To satisfy Q/(2KT)≈ fmax= 1/(400T), we then take K = 400. Assuming
fractional sampling with a factor P = 2, Figure 16.3 shows the modulus of the eight TV channel taps

x[n]

h(a)
−Q/2,0

h(a)
Q/2,0

h(a)
−Q/2,1

h(a)
Q/2,1

h(a)
−Q/2,2

h(a)
Q/2,2

h(a)
−Q/2,L

h(a)
Q/2,L e j 2p(Q/ 2 )n/K

e j 2p(−Q/ 2 )n/K

w(a)[n]

y (a)[n]

FIGURE 16.2 BEM FIR input–output relation ( represents a unit delay).
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2 |g(1)[n;1]|
|h(1)[n;1]|
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0

1

2

n

|g(1)[n;3]|
|h(1)[n;3]|

0 100 200 300
0

1

2

n

|g(0)[n;3]|
|h(0)[n;3]|

0 100 200 300
0

1

2 |g(0)[n;2]|
|h(0)[n;2]|

0 100 200 300
0

1

2 |g(1)[n;2]|
|h(1)[n;2]|

FIGURE 16.3 Illustration of the tight fit of the BEM FIR channel.

{{g (a)[n; l]}1a = 0}3l=0 and the modulus of the eight BEM FIR channel taps {{h(a)[n; l]}1a=0}3l=0 obtained by
least squares fitting over n ∈ {0, 1, . . . , 199}. Clearly the approximation for n ∈ {0, 1, . . . , 199} is very good.

16.3 System Model

From now on we will adopt the TIV FIR channel of Equation 16.5 for TIV channels and the BEM FIR channel
of Equation 16.8 for TV channels. We restrict our attention to outputs y(a)[n] for n ∈ {0, 1, . . . , N − 1}.

Defining the (N+ L )× 1 data symbol block x := [x[−L ], . . . , x[N− 1]]T , the N× 1 received sample
block at the ath output y(a) := [y(a)[0], . . . , y(a)[N − 1]]T can be written as

y(a) = H(a)x+ w(a) (16.10)

where w(a) is similarly defined as y(a) and H(a) is an N × (N + L ) channel matrix. The definition of
the latter depends on whether we are dealing with TIV or TV channels. In either case, defining y :=
[y(0)T , . . . , y(A−1)T ]T , we obtain

y = Hx+ w

where w is similarly defined as y and H := [H(0)T , . . . , H(A−1)T ]T . Note that throughout this chapter we
will assume perfect knowledge of H. In Section 16.10, we will give a few hints on how to estimate H in
practice.
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16.3.1 TIV Channels

In case of TIV channels, the N × (N + L ) channel matrix H(a) is given by

H(a) =
L∑

l=0

h(a)
l Zl (16.11)

where Zl := [0N×(L−l), IN , 0N×l ]. Substituting Equation 16.11 into Equation 16.10, the N× 1 received
sample block at the ath output can then be written as

y(a) =
L∑

l=0

h(a)
l Zl x+ w(a) (16.12)

16.3.2 TV Channels

In case of TV channels, the N × (N + L ) channel matrix H(a) is given by

H(a) =
L∑

l=0

Q/2∑
q=−Q/2

h(a)
q ,l Dq Zl (16.13)

where Dq := diag{[1, e j 2πq/K , . . . , e j 2πq(N−1)/K ]T } and Zl := [0N×(L−l), IN , 0N×l ]. Substituting Equation
16.13 into Equation 16.10, the N× 1 received sample block at the ath output can then be written as

y(a) =
L∑

l=0

Q/2∑
q=−Q/2

h(a)
q ,l Dq Zl x+ w(a) (16.14)

16.4 Block Equalization

For block equalization, we will assume that x= [01×L , sT , 01×L ]T , where s is an (N − L )× 1 data symbol
block. This corresponds to zero padding-based block transmission where L zeros are padded after each
data symbol block of length N − L . The received sample block at the ath output can then be written as

y(a) = H̄(a)s+ w(a) (16.15)

where H̄(a) := [H(a)]:,L+1:N . We further obtain

y = H̄s+ w

where H̄ := [H̄(0)T , . . . , H̄(A−1)T ]T

Zero padding can be viewed as a special case of known symbol padding, where the same L known
symbols are padded after each data symbol block of length N − L . When not all zero, these known
symbols can aid synchronization and channel estimation (for TIV channels this has been discussed in [7],
[20], [30]). However, for the sake of simplicity, we will stick to zero padding. All results presented for zero
padding can easily be modified for the more general known symbol padding case.

Zero padding can also be viewed as a special case of linear precoding [33], [34]. Actually, for TIV
channels, zero padding turns out to be the best type of linear precoding in terms of performance at high
SNR [33], [34]. For TV channels, on the other hand, this is not the case, and other linear precoding
strategies with a better performance have been suggested [25] (see also [22] for a multiuser scenario).
However, since we do not want to focus on linear precoder design, we will stick to zero padding. All results
presented for zero padding can easily be modified for the more general linear precoding case.
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ŝ

FIGURE 16.4 Block linear equalization.

We could also adopt cyclic prefix-based block transmission [31]. However, as we will show later on,
zero padding-based block transmission is closely related to cyclic prefix-based block transmission. Hence,
we will not discuss it in this chapter. A comprehensive overview of different types of block transmission is
presented in [45].

16.4.1 Block Linear Equalization

In this section, we discuss block linear equalization [15], [33] (see also [17], [24] for a similar approach
in the CDMA context). We consider zero padding-based block transmission (see Equation 16.15). As
illustrated in Figure 16.4, we adopt a block linear equalizer consisting of a block filter F(a) for the ath
output, in order to find an estimate of s:

ŝ =
A−1∑
a=0

F(a)y(a) =
(

A−1∑
a=0

F(a)H̄(a)

)
s+

A−1∑
a=0

F(a)w(a)

Defining F := [F(0), . . . , F(A−1)], we then obtain

ŝ = Fy = FH̄s+ Fw

Let us focus on the MMSE BLE, which minimizes the MSE J = E{‖s− ŝ‖2}. Defining the data and noise
covariance matrices as Rs := E{ssH } and Rw := E{wwH }, respectively, the MSE can be expressed as

J = tr{F(H̄Rs H̄H + Rw )FH − 2�{Rs H̄H FH } + Rs }
Solving ∂J/∂F = 0, we obtain

FMMSE = Rs H̄H (H̄Rs H̄H + Rw )−1

= (H̄H R−1
w H̄+ R−1

s

)−1
H̄H R−1

w

where the second equality is obtained by using the matrix inversion lemma. Assuming that H̄ has full
column rank, the corresponding ZF BLE can be obtained by setting the signal power to infinity (R−1

s = 0):

FZF =
(

H̄H R−1
w H̄
)−1

H̄H R−1
w

Assuming the data sequence and additive noises are mutually uncorrelated and white with variance σ 2
s

and σ 2
v , respectively, the data and noise covariance matrices can be computed in closed form:

Rs = σ 2
s IN−L

Rw = σ 2
v IM ⊗

⎡
⎢⎢⎣

ΦN,0 · · · ΦN,P−1

...
...

ΦN,−P+1 · · · ΦN,0

⎤
⎥⎥⎦
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FIGURE 16.5 Block decision feedback equalization.

where ΦI ,p is the I × I matrix defined as

[ΦI ,p]i,i ′ :=
∞∫

−∞

g rec(τ )g rec(τ + (i ′ − i)T + pT/P )dτ

16.4.2 Block Decision Feedback Equalization

In this section, we discuss block decision feedback equalization [15], [36] (see also [8], [17] for a similar
approach in the CDMA context). We again consider zero padding-based block transmission (see Equation
16.15). As illustrated in Figure 16.5, we adopt a block decision feedback equalizer consisting of a block
feedforward filter F(a) for the ath output and a block feedback filter B, in order to find an estimate of s:

ŝ =
A−1∑
a=0

F(a)y(a) − Bš =
(

A−1∑
a=0

F(a)H̄(a)

)
s− Bš+

A−1∑
a=0

F(a)w(a) (16.16)

where š :=Q{ŝ}. In order to feedback decisions in a causal way, we require B to be a zero diagonal upper
triangular matrix. Defining F := [F(0), . . . , F(A−1)], and assuming past decisions are correct (a common
assumption in DFE design), i.e., š = s, we obtain

ŝ = Fy− Bs = FH̄s− Bs+ Fw

Let us focus on the MMSE BDFE, which minimizes the MSE J = E{‖s− ŝ‖2}. In a fashion similar to that
for the BLE, the MSE can be expressed as

J = tr{F(H̄Rs H̄H + Rw )FH − 2�{(B+ IN−L )Rs H̄H FH } + (B+ IN−L )Rs (B+ IN−L )H } (16.17)

Solving ∂J/∂F = 0, we obtain

FMMSE = (B+ IN−L )Rs H̄H (H̄Rs H̄H + Rw )−1 (16.18)

= (B+ IN−L )
(

H̄H R−1
w H̄+ R−1

s

)−1
H̄H R−1

w (16.19)

where the second equality is again obtained by using the matrix inversion lemma. Next, substituting
Equation 16.18 into Equation 16.17 results, after some calculation, in

J = tr{(B+ IN−L )RMMSE(B+ IN−L )H }
where RMMSE = (H̄H R−1

w H̄+ R−1
s )−1. Solving ∂J/∂B = 0 under the constraint that B is a zero diagonal

upper triangular matrix, we finally obtain

BMMSE = diag{chol{RMMSE}}−1chol{RMMSE} − IN−L
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where chol{A} represents the upper triangular matrix that satisfies the following Cholesky decomposition:
A = chol{A}H chol{A}. To summarize, the MMSE BDFE is given by

FMMSE = (BMMSE + IN−L )
(

H̄H R−1
w H̄+ R−1

s

)−1
H̄H R−1

w

RMMSE =
(

H̄H R−1
w H̄+ R−1

s

)−1

BMMSE = diag{chol{RMMSE}}−1chol{RMMSE} − IN−L

Assuming H̄ has full column rank, the corresponding ZF BDFE can again be obtained by setting the signal
power to infinity (R−1

s = 0):

FZF = (BZF + IN−L )
(

H̄H R−1
w H̄
)−1

H̄H R−1
w

RZF =
(

H̄H R−1
w H̄
)−1

BZF = diag{chol{RZF}}−1chol{RZF} − IN−L

16.5 Serial Linear Equalization

In this section, we discuss serial linear equalization. We do not focus on zero padding-based block trans-
mission, but rather on the serial transmission model (see Equations 16.12 and 16.14). Hence, we assume
that all entries of x contain data symbols. Note, however, that we will not estimate the edges of x and only
estimate the middle part of x (denoted as x %). The edges are either estimated in a previous step (top entries
of x) or will be estimated in a next step (bottom entries of x).

We adopt a serial linear equalizer consisting of a serial filter f (a)[n; ν] for the ath output, in order to
find an estimate of x[n − d] (see Figure 16.6):

x̂[n − d] =
A−1∑
a=0

∞∑
ν=−∞

f (a)[n; ν]y(a)[n − ν] (16.20)

where d represents the synchronization delay. To discuss the structure of this SLE in more detail, we
distinguish between TIV and TV channels. Both cases will give rise to a related data model, which allows
us to treat the equalizer design in a joint fashion.

16.5.1 TIV Channels

Since for a TIV channel, the TIV FIR channel of Equation 16.5 was applied, it is also convenient to use
a TIV FIR serial filter f (a)[n; ν] [41]. In other words, we design each serial equalizer f (a)[n; ν] to have

x[n]

h(0)[n;n] f (0)[n;n]

x[n − d]ˆ

w (0)[n]

y (0)[n]

w (A−1)[n]

y (A−1)[n]
h(A−1)[n;n] f (A−1)[n;n]

FIGURE 16.6 Serial linear equalization.
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L ′ + 1 TIV taps:

f (a)[n; ν] =
L ′∑

l ′=0

δ[ν − l ′] f (a)
l ′

An estimate of x[n − d] is then computed as

x̂[n − d] =
A−1∑
a=0

L ′∑
l ′=0

f (a)
l ′ y(a)[n − l ′] (16.21)

Defining the l ′th time-shifted received sequence related to the ath output as

y(a)
l ′ := Z̄l ′y

(a)

where Z̄l ′ := [0(N−L ′)×(L ′−l ′), IN−L ′ , 0(N−L ′)×l ′], and introducing

x % := [x[L ′ − d], . . . , x[N − d − 1]]T

an estimate of x % is obtained as

x̂T
% =

A−1∑
a=0

f (a)T Y(a)

where f (a) is the (L ′ + 1)× 1 vector given by f (a) := [ f (a)
L ′ , . . . , f (a)

0 ]T and Y(a) is the (L ′ + 1)× (N − L ′)
matrix given by Y(a) := [y(a)

L ′ , . . . , y(a)
0 ]T .

Let us now rewrite Y(a) as a function of the TIV FIR channel parameters and data symbols. The l ′th
time-shifted received sequence related to the ath output can be written as

y(a)
l ′ := Z̄l ′y

(a)

=
L∑

l=0

h(a)
l Z̄l ′Zl x+ w(a)

l ′

=
L∑

l=0

h(a)
l Z̃l+l ′x+ w(a)

l ′

where w(a)
l ′ is defined similarly as y(a)

l ′ and Z̃k := [0(N−L ′)×(L+L ′−k), IN−L ′ , 0(N−L ′)×k]. Introducing k := l + l ′

and defining xk := Z̃k x (note that x % = x d ), we can also write this as

y(a)
l ′ =

L+L ′∑
k=0

h(a)
k−l ′xk + w(a)

l ′

Defining X := [xL+L ′ , . . . , x0]T , Y(a) can then be expressed as

Y(a) =H(a)X+W(a)

where W(a) is defined similarly as Y(a) andH(a) is the (L ′ + 1)× (L + L ′ + 1) Toeplitz matrix given by

H(a) :=

⎡
⎢⎣

h(a)
L . . . h(a)

0 0
. . .

. . .

0 h(a)
L . . . h(a)

0

⎤
⎥⎦
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Defining Y := [Y(0)T , . . . , Y(A−1)T ]T , we then obtain

Y =HX+W (16.22)

where W is defined similarly as Y andH := [H(0)T , . . . ,H(A−1)T ]T . Hence, we obtain

x̂T
% =

A−1∑
a=0

f (a)T Y(a) = fT Y = fTHX+ fT W (16.23)

where f := [f (0)T , . . . , f (A−1)T ]T

16.5.2 TV Channels

Since for a TV channel the BEM FIR channel of Equation 16.8 is applied, it is also convenient to use a BEM
FIR serial filter f (a)[n; ν] [3], [19]. In other words, we design each serial filter f (a)[n; ν] to have L ′ + 1
TV taps, where the time variation of each tap is modeled by Q′ + 1 complex exponentials:

f (a)[n; ν] =
L ′∑

l ′=0

δ[ν − l ′]
Q′/2∑

q ′=−Q′/2

e j 2πq ′n/K f (a)
q ′ ,l ′

An estimate of x[n − d] is then computed as

x̂[n − d] =
A−1∑
a=0

L ′∑
l ′=0

Q′/2∑
q ′=−Q′/2

e j 2πq ′n/K f (a)
q ′ ,l ′ y

(a)[n − l ′]

Defining the q ′th frequency-shifted and l ′th time-shifted received sequence related to the ath output as

y(a)
q ′ ,l ′ := D̄q ′ Z̄l ′y

(a)

where D̄q ′ := diag{[1, e j 2πq ′/K , . . . , e j 2πq ′(N−L ′−1)/K ]T } and Z̄l ′ := [0(N−L ′)×(L ′−l ′), IN−L ′ , 0(N−L ′)×l ′], and
introducing

x % := [x[L ′ − d], . . . , x[N − d − 1]]T

an estimate of x % is obtained as

x̂T
% =

A−1∑
a=0

f (a)T Y(a)

where f (a) is the (L ′ + 1)(Q′ + 1)× 1 vector given by f (a) := [ f (a)
Q′/2,L ′ , . . . , f (a)

Q′/2,0, . . . , f (a)
−Q′/2,0]T and Y(a)

is the (L ′ + 1)(Q′ + 1)× (N− L ′) matrix given by Y(a) := [y(a)
Q′/2,L ′ , . . . , y(a)

Q′/2,0, . . . , y(a)
−Q′/2,0]T .

Let us now rewrite Y(a) as a function of the BEM FIR channel parameters and data symbols. Using the
property Z̄l ′Dq = e j 2πq(L ′−l ′)/K D̄q Z̄l ′ , the q ′th frequency-shifted and l ′th time-shifted received sequence
related to the ath output can be written as

y(a)
q ′ ,l ′ := D̄q ′ Z̄l ′y

(a)

=
L∑

l=0

Q/2∑
q=−Q/2

h(a)
q ,l e j 2πq(L ′−l ′)/K D̄q ′D̄q Z̄l ′Zl x+ w(a)

q ′ ,l ′

=
L∑

l=0

Q/2∑
q=−Q/2

e j 2πq(L ′−l ′)/K h(a)
q ,l D̄q+q ′ Z̃l+l ′x+ w(a)

q ′ ,l ′
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where w(a)
q ′ ,l ′ is defined similarly as y(a)

q ′ ,l ′ and Z̃k := [0(N−L ′)×(L+L ′−k), IN−L ′ , 0(N−L ′)×k]. Introducing k :=
l + l ′ and p := q + q ′, and defining xp,k := D̄pZ̃k x (note that x % = x0,d ), we can also write this as

y(a)
q ′ ,l ′ =

L+L ′∑
k=0

(Q+Q′)/2∑
p=−(Q+Q′)/2

e j 2π(p−q ′)(L ′−l ′)/K h(a)
p−q ′ ,k−l ′xp,k + w(a)

q ′ ,l ′

Defining X := [xQ/2+Q′/2,L+L ′ , . . . , xQ/2+Q′/2,0, . . . , x−Q/2−Q′/2,0]T , Y(a) can then be expressed as

Y(a) =H(a)X+W(a)

where W(a) is defined similarly as Y(a) and H(a) is the (Q′ + 1)(L ′ + 1) × (Q + Q′ + 1)(L + L ′ + 1)
matrix given by

H(a) :=

⎡
⎢⎢⎣

ΩQ/2H(a)
Q/2 . . . Ω−Q/2H(a)

−Q/2 0

. . .
. . .

0 ΩQ/2H(a)
Q/2 . . . Ω−Q/2H(a)

−Q/2

⎤
⎥⎥⎦

withH(a)
q the (L ′ + 1)× (L + L ′ + 1) Toeplitz matrix given by

H(a)
q :=

⎡
⎢⎢⎣

h(a)
q ,L . . . h(a)

q ,0 0

. . .
. . .

0 h(a)
q ,L . . . h(a)

q ,0

⎤
⎥⎥⎦

and Ω := diag{[1, e j 2π/K , . . . , e j 2π L ′/K ]T }. Defining Y := [Y(0)T , . . . , Y(A−1)T ]T , we then obtain

Y =HX+W (16.24)

where W is defined similarly as Y andH := [H(0)T , . . . ,H(A−1)T ]T . Hence, we obtain

x̂T
% =

A−1∑
a=0

f (a)T Y(a) = fT Y = fTHX+ fT W (16.25)

where f := [f (0)T , . . . , f (A−1)T ]T

16.5.3 Equalizer Design

Noticing the equivalence between Equation 16.23 and Equation 16.25 (although with different ma-
trix/vector definitions), we can now proceed with the SLE design for TIV and TV channels in a joint
fashion.

Let us focus on the MMSE SLE, which minimizes the MSE J = E{‖x % − x̂ %‖2}. Defining the data and
noise covariance matrices as RX := E{XXH } and RW = E{WWH }, respectively, the MSE can be expressed
as

J = fT (HRXHH + RW)f ∗ − 2�{eT RXHH f ∗} + eT RX e∗

For TIV channels, e is the (L + L ′ + 1)× 1 unit vector with a 1 in position d + 1. For TV channels, e is
the (Q + Q′ + 1)(L + L ′ + 1) × 1 unit vector with a 1 in position (Q + Q′)(L + L ′ + 1)/2 + d + 1.
Solving ∂J/∂f = 0, we obtain

fT
MMSE = eT RXHH (HRXHH + RW)−1

= eT
(
HH R−1

W H+ R−1
X

)−1HH R−1
W (16.26)
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where the second equality is obtained by using the matrix inversion lemma. Assuming that H has full
column rank, the corresponding ZF SLE can be obtained by setting the signal power to infinity (R−1

X = 0):

fT
ZF = eT

(
HH R−1

W H
)−1HH R−1

W (16.27)

Assuming the data sequence and the additive noises are mutually uncorrelated and white with variances
σ 2

x and σ 2
v , respectively, the data and noise covariance matrices can be computed in closed form. For TIV

channels, the data and noise covariance matrices are given by

RX = σ 2
x IL+L ′+1

RW = σ 2
v IM ⊗

⎡
⎢⎣

ΦL ′+1,0 · · · ΦL ′+1,P−1

...
...

ΦL ′+1,−P+1 · · · ΦL ′+1,0

⎤
⎥⎦

For TV channels, the data and noise covariance matrices are given by

RX = σ 2
x JQ+Q′+1 ⊗ IL+L ′+1

RW = σ 2
v IM ⊗

⎡
⎢⎣

JQ′+1 ⊗ΦL ′+1,0 · · · JQ′+1 ⊗ΦL ′+1,P−1

...
...

JQ′+1 ⊗ΦL ′+1,−P+1 · · · JQ′+1 ⊗ΦL ′+1,0

⎤
⎥⎦

where JI is the I × I matrix defined as

[JI ]i,i ′ =
N−L ′−1∑

n=0

e j 2π(i−i ′)n/K

16.6 Serial Decision Feedback Equalization

In this section, we discuss serial decision feedback equalization. As before, we do not focus on zero
padding-based block transmission, but rather on the serial transmission model (see Equations 16.12 and
16.14).

We adopt a serial decision feedback equalizer consisting of a serial feedforward filter f (a)[n; ν] for the
ath output and a serial feedback filter b[n; ν], in order to find an estimate of x[n − d] (see Figure 16.7):

x̂[n − d] =
A−1∑
a=0

∞∑
ν=−∞

f (a)[n; ν]y(a)[n − ν]−
∞∑

ν=−∞
b[n; ν]x̌[n − d − ν]

x[n]

h(0)[n;n] f (0)[n;n]

w (0)[n]

y(0)[n]

w (A−1)[n]

y (A−1)[n]
h(A−1)[n;n] f (A−1)[n;n]

x [n − d ]x̂[n − d ]

−b[n;n]

ˇ

FIGURE 16.7 Serial decision feedback equalization.
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where d again represents the synchronization delay and x̌[n] :=Q{x̂[n]}. To discuss the structure of this
SDFE in more detail, we again distinguish between TIV and TV channels. Both cases will again give rise
to a related data model, which allows us to treat the equalizer design in a joint fashion.

16.6.1 TIV Channels

Since for a TIV channel, the TIV FIR channel of Equation 16.5 is applied, it is also convenient to use a TIV
FIR serial feedforward filter f (a)[n; ν] and a TIV FIR serial feedback filter b[n; ν] [1]. In other words, we
design each serial feedforward filter f (a)[n; ν] to have L ′ + 1 TIV taps:

f (a)[n; ν] =
L ′∑

l ′=0

δ[ν − l ′] f (a)
l ′ (16.28)

and the serial feedback filter b[n; ν] to have L ′′ + 1 TIV taps:

b[n; ν] =
L ′′∑

l ′′=0

δ[ν − l ′′]bl ′′ (16.29)

where in order to feedback decisions in a causal way, we require b0 = 0. An estimate of x[n − d] is then
computed as

x̂[n − d] =
A−1∑
a=0

L ′∑
l ′=0

f (a)
l ′ y(a)[n − l ′]−

L ′′∑
l ′′=1

bl ′′ x̌[n − d − l ′′] (16.30)

Using the notation introduced in Section 16.5.1, and assuming that past decisions are correct, we can
write this as

x̂T
% =

A−1∑
a=0

f (a)T Y(a) − bT PX= fT Y− bT PX

= fTHX− bT PX+ fT W (16.31)

where b is the (L ′′ + 1) × 1 vector given by b = [bL ′′ , . . . , b1, 0]T and P is the (L ′′ + 1) × (L + L ′ + 1)
selection matrix given by

P := [0(L ′′+1)×(L+L ′−L ′′−d), IL ′′+1, 0(L ′′+1)×d ]

16.6.2 TV Channels

Since for a TV channel, the BEM FIR channel of Equation 16.8 is applied, it is also convenient to use a BEM
FIR serial feedforward filter f (a)[n; ν] and a BEM FIR serial feedback filter b[n; ν] [2]. In other words, we
design each serial feedforward filter f (a)[n; ν] to have L ′ + 1 TV taps, where the time variation of each
tap is modeled by Q′ + 1 complex exponentials:

f (a)[n; ν] =
L ′∑

l ′=0

δ[ν − l ′]
Q′/2∑

q ′=−Q′/2

e j 2πq ′n/K f (a)
q ′ ,l ′ (16.32)

and the serial feedback filter b[n; ν] to have L ′′ +1 TV taps, where the time variation of each tap is modeled
by Q′′ + 1 complex exponentials:

b[n; ν] =
L ′′∑

l ′′=0

δ[ν − l ′′]
Q′′/2∑

q ′′=−Q′′/2

e j 2πq ′′n/K bq ′′ ,l ′′ (16.33)

Copyright © 2005 by CRC Press LLC



where in order to feedback decisions in a causal way, we require b−Q′′/2,0 = · · · = bQ′′/2,0 = 0. An estimate
of x[n − d] is then computed as

x̂[n−d] =
A−1∑
a=0

L ′∑
l ′=0

Q′/2∑
q ′=−Q′/2

e j 2πq ′n/K f (a)
q ′ ,l ′ y

(a)[n−l ′]−
L ′′∑

l ′′=1

Q′′/2∑
q ′′=−Q′′/2

e j 2πq ′′n/K bq ′′ ,l ′′ x̌[n−d−l ′′] (16.34)

Using the notation introduced in Section 16.5.2, and assuming that past decisions are correct, we can
write this as

x̂T
% =

A−1∑
a=0

f (a)T Y(a) − bT PX= fT Y− bT PX

= fTHX− bT PX+ fT W (16.35)

where b is the ((Q′′ + 1)L ′′ + 1)× 1 vector given by b = [bQ′′/2,L ′′ , . . . , bQ′′/2,1, . . . , b1,1, b0,L ′′ , . . . , b0,1, 0,
b−1,L ′′ , . . . , b−1,1, . . . , b−Q′′/2,1]T and P is the ((Q′′ + 1)L ′′ + 1) × (Q + Q′ + 1)(L + L ′ + 1) selection
matrix given by

P :=

⎡
⎢⎣

IQ′′/2 ⊗ P1

0α×β P2 0α×β

IQ′′/2 ⊗ P1

⎤
⎥⎦

withα := (Q′′ + 1)L ′′ + 1,β := (Q+ Q′ − Q′′)(L + L ′ + 1)/2, P1 := [0L ′′×(L+L ′−L ′′−d), IL ′′ , 0L ′′×(d+1)], and
P2 := [0(L ′′+1)×(L+L ′−L ′′−d), IL ′′+1, 0(L ′′+1)×d ].

16.6.3 Equalizer Design

As in Section 16.5.3, noticing the equivalence between Equation 16.31 and Equation 16.35, we can proceed
with the SDFE design for TIV and TV channels in a joint fashion.

Let us focus on the MMSE SDFE, which minimizes the MSE J = E{‖x % − x̂ %‖2}. In a fashion similar
to that for the SLE, the MSE can be expressed as

J = fT (HRXHH + RW)f ∗ − 2�{(b+ e)T PRXHH f ∗} + (b+ e)T PRX PH (b+ e)∗ (16.36)

For TIV channels, e is the (L ′′ + 1)× 1 unit vector with a 1 in position L ′′ + 1. For TV channels, e is the
((Q′′ + 1)L ′′ + 1)× 1 unit vector with a 1 in position Q′′L ′′/2+ L ′′ + 1. Solving ∂J/∂f = 0, we obtain

fT
MMSE = (b+ e)T PRXHH

(
HRXHH + RW

)−1
(16.37)

= (b+ e)T P
(
HH R−1

W H+ R−1
X

)−1HH R−1
W (16.38)

where the second equality is again obtained by using the matrix inversion lemma. Next, substituting
Equation 16.37 into Equation 16.36 results, after some calculation, in

J = (b+ e)T RMMSE(b+ e)∗

where RMMSE = P(HH R−1
W H + R−1

X )−1PH . Solving ∂J/∂b = 0 under the constraint that eT b = 0, we
finally obtain

bT
MMSE =

eT R−1
MMSE

eT R−1
MMSEe

− eT
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To summarize, the MMSE SDFE is given by

fT
MMSE = (bMMSE + e)T P

(
HH R−1

W H+ R−1
X

)−1HH R−1
W

RMMSE = P
(
HH R−1

W H+ R−1
X

)−1
PH

bT
MMSE =

eT R−1
MMSE

eT R−1
MMSEe

− eT

AssumingH has full column rank, the corresponding ZF SDFE can again be obtained by setting the signal
power to infinity (R−1

X = 0):

fT
ZF = (bZF + e)T P

(
HH R−1

W H
)−1HH R−1

W

RZF = P
(
HH R−1

W H
)−1

PH

bT
ZF =

eT R−1
ZF

eT R−1
ZF e

− eT

16.7 Frequency-Domain Equalization for TIV Channels

For TIV channels, a popular method to reduce the implementation complexity of block equalization
is based on frequency-domain processing. To explain this FD equalization, we resort again to the zero
padding-based block transmission applied for block equalization.

Rewriting the data model for zero padding Equation 16.15 as

y(a) = H(a)
c u+ w(a) (16.39)

where u := [sT , 01×L ]T and H(a)
c := [[H(a)]:,L+1:N , [H(a)]:,1:L + [H(a)]:,N+1:N+L ], we observe a similarity

with the data model for cyclic prefix-based block transmission [31], with the exception that the symbols in
the cyclic prefix are now zero. Hence, for TIV channels, where H(a)

c is circulant, we can simplify Equation
16.39 using fast Fourier transform (FFT) operations, as for cyclic prefix-based block transmission [45].

Defining the N-point normalized FFT of u as ũ :=Gu and the N-point normalized FFT of y(a) as
ỹ(a) :=Gy(a), we obtain

ỹ(a) = GH(a)
c GH ũ+ w̃(a)

= H̃(a)ũ+ w̃(a) (16.40)

where w̃(a) is defined similarly as ỹ(a) and H̃(a) := diag{√NG[h(a)
0 , . . . , h(a)

L , . . . , 0]T }. Defining ỹ :=
[ỹ(0)T , . . . , ỹ(A−1)T ]T , we then obtain

ỹ = H̃ũ+ w̃ (16.41)

where w̃ is defined similarly as ỹ and H̃ := [H̃(0)T , . . . , H̃(A−1)T ]T . This data model will allow us to use
simplified FD processing, as illustrated next. Once an estimate ˆ̃u of ũ is obtained, an estimate of s can be
computed as

ŝ = [IN−L , 0(N−L )×L ]GH ˆ̃u

Note that ŝ also implies an estimate x̂[n] of x[n].
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u~

H(0)~

H(A−1)~

F(0)~

w(0)~

w(A−1)~

y(0)~

F(A−1)~y(A−1)~

û~

FIGURE 16.8 Frequency-domain linear equalization.

16.7.1 FD Linear Equalization

As illustrated in Figure 16.8, an FD linear equalizer computes an estimate of ũ using an FD filter F̃(a) for
the ath output [6], [10], [31]:

ˆ̃u =
A−1∑
a=0

F̃(a)ỹ(a) =
(

A−1∑
a=0

F̃(a)H̃(a)

)
ũ+

A−1∑
a=0

F̃(a)w̃(a)

Defining F̃ := [F̃(0), . . . , F̃(A−1)], we then obtain

ˆ̃u = F̃ỹ = F̃H̃ũ+ F̃w̃

Let us focus on the MMSE FDLE, which minimizes the MSEJ = E{‖ũ− ˆ̃u‖2}. Defining the FD data and
noise covariance matrices as Rũ := E{ũũH } and Rw̃ := E{w̃w̃H }, respectively, the MSE can be expressed as

J = tr{F̃(H̃diag{Rũ}H̃H + diag{Rw̃ })F̃H − 2�{diag{Rũ}H̃H F̃H } + diag{Rũ}}
Solving ∂J/∂F̃ = 0, we obtain

F̃MMSE = diag{Rũ}H̃H (H̃diag{Rũ}H̃H + diag{Rw̃ })−1

= (H̃H diag{Rw̃ }−1H̃+ diag{Rũ}−1)−1H̃H diag{Rw̃ }−1

where the second equality is obtained by using the matrix inversion lemma. Assuming H̃ has full column
rank, the corresponding ZF FDLE can be obtained by setting the signal power to infinity (R−1

ũ = 0):

F̃ZF = (H̃H diag{Rw̃ }−1H̃)−1H̃H diag{Rw̃ }−1

Assuming the data sequence and additive noises are mutually uncorrelated and white with variances σ 2
s

and σ 2
v , respectively, the FD data and noise covariance matrices can be computed in closed form:

Rũ = σ 2
s G

[
IN−L 0(N−L )×L

0L×(N−L ) 0L×L

]
GH

Rw̃ = σ 2
v IM ⊗

⎡
⎢⎣

GΦN,0GH · · · GΦN,P−1GH

...
...

GΦN,−P+1GH · · · GΦN,0GH

⎤
⎥⎦

16.7.2 FD Decision Feedback Equalization

Due to the inherent delay of FD processing, the feedback part of any FD decision feedback equalization
approach has to be implemented in the time domain, e.g., by means of a serial filter. Therefore, as illustrated
in Figure 16.9, an FD decision feedback equalizer computes an estimate of ũ using an FD feedforward filter
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S/P
u~

~
H(0)

~
H(A−1)

~
F(0)

~
F(A−1)

~w(0)

~w(A−1)

~y(0)

~y(A−1)

GH
x[n]ˆ x [n]ˇ

−b[n;n]

FIGURE 16.9 Frequency-domain decision feedback equalization.
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F̃(a) for the ath output and a serial feedback filter b[n; ν] [4], [10]:

ˆ̃u=
A−1∑
a=0

F̃(a)ỹ(a) −
N−1∑
n=0

[G]:,n+1

∞∑
ν=−∞

b[n; ν]x̌[n − ν]

=
(

A−1∑
a=0

F̃(a)H̃(a)

)
ũ−

N−1∑
n=0

[G]:,n+1

∞∑
ν=−∞

b[n; ν]x̌[n − ν]+
A−1∑
a=0

F̃(a)w̃(a)

where x̌[n] = Q{x̂[n]}. In order to avoid overlap with the previous symbol block and allow for a simple
computation, we design the serial feedback filter b[n; ν] as a TIV FIR filter with L + 1 taps:

b[n; ν] =
L∑

l=0

δ[ν − l]bl

where in order to feedback decisions in a causal way, we require b0 = 0. Hence, we can write

ˆ̃u=
(

A−1∑
a=0

F̃(a)H̃(a)

)
ũ−

N−1∑
n=0

[G]:,n+1

L∑
l=1

bl x̌[n − l]+
A−1∑
a=0

F̃(a)w̃(a)

Defining F̃ := [F̃(0), . . . , F̃(A−1)], and assuming past decisions are correct, i.e., x̌[n] = x[n], we then obtain

ˆ̃u = F̃ỹ− GBc u = F̃H̃ũ− GBc GH ũ+ F̃w̃

where Bc is a circulant matrix with first column [bT , 01×(N−L−1)]T , where b := [0, b1, . . . , bL ]T . Let us
focus on the MMSE FDDFE, which minimizes the MSE J = E{‖ũ− ˆ̃u‖2}. In a fashion similar to that for
the FDLE, the MSE can be expressed as

J = tr{F̃(H̃diag{Rũ}H̃H + diag{Rw̃ })F̃H − 2�{G(Bc + IN)GH diag{Rũ}H̃H F̃H }
+G(Bc + IN)GH diag{Rũ}G(Bc + IN)H GH } (16.42)

where Bc + IN is a circulant matrix with first column [(b+ e)T , 01×(N−L−1)]T , where e is the (L + 1)× 1
unit vector with a 1 in the first position. Solving ∂J/∂F̃= 0, we obtain

F̃MMSE = G(Bc + IN)GH diag{Rũ}H̃H (H̃diag{Rũ}H̃H + diag{Rw̃ })−1 (16.43)

= G(Bc + IN)GH (H̃H diag{Rw̃ }−1H̃+ diag{Rũ}−1)−1H̃H diag{Rw̃ }−1 (16.44)

where the second equality is again obtained by using the matrix inversion lemma. Next, substituting
Equation 16.43 into Equation 16.42 results, after some calculation, in

J = tr{G(Bc + IN)GH (H̃H diag{Rw̃ }−1H̃+ diag{Rũ}−1)−1G(Bc + IN)H GH }
= (b+ e)T RMMSE(b+ e)∗

where RMMSE= N[GT (H̃H diag{Rw̃ }−1H̃ + diag{Rũ}−1)−1G∗]1:L+1,1:L+1. Solving ∂J/∂b= 0 under the
constraint eT b= 0, we finally obtain

bT
MMSE =

eT R−1
MMSE

eT R−1
MMSEe

− eT

To summarize, the MMSE FDDFE is given by

F̃MMSE = G(Bc ,MMSE + IN)GH (H̃H diag{Rw̃ }−1H̃+ diag{Rũ}−1)−1H̃H diag{Rw̃ }−1

RMMSE = N[GT (H̃H diag{Rw̃ }−1H̃+ diag{Rũ}−1)−1G∗]1:L+1,1:L+1

bT
MMSE =

eT R−1
MMSE

eT R−1
MMSEe

− eT
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Assuming H̃ has full column rank, the corresponding ZF FDDFE can again be obtained by setting the
signal power to infinity (R−1

ũ = 0):

F̃ZF = G(Bc ,ZF + IN)GH (H̃H diag{Rw̃ }−1H̃)−1H̃H diag{Rw̃ }−1

RZF = N[GT (H̃H diag{Rw̃ }−1H̃)−1G∗]1:L+1,1:L+1

bT
ZF =

eT R−1
ZF

eT R−1
ZF e

− eT

16.8 Existence of Zero-Forcing Solution

Comparing the MMSE with the ZF solution, the MMSE solution always leads to a better performance
than the ZF solution. However, the existence of the ZF solution generally gives a good indication of the
performance at high SNR. For instance, when the ZF solution does not exist with probability 1, e.g., when
it never exists because certain dimensionality conditions are not satisfied, the performance will saturate
at high SNR. When the ZF solution exists with probability 1, the performance will always increase with
increasing SNR. The smaller the region for which one comes close to a channel realization for which the ZF
solution does not exist, the steeper the slope of the performance curve (or the higher the collected diversity).
We will now briefly discuss the existence of the ZF solution for the different equalizers introduced previously.

16.8.1 Linear Equalizers

Let us first focus on the LEs. The ZF BLE exists if and only if the channel matrix H̄ has full column rank,
which requires that H̄ has at least as many rows as columns. Since H̄ has AN rows and N − L columns,
this is always the case. However, this does not mean that H̄ always has full column rank. The latter is only
true for TIV channels. On the other hand, judging from Equation 16.27, one would think that the ZF SLE
exists if and only if the channel matrixH has full column rank. However, this is only true ifH is column
reduced (see [35] for TIV channels and [2], [19] for TV channels). Assuming this is the case, the existence
of the ZF SLE is equivalent withH having full column rank, which requires thatH has at least as many
rows as columns. For TIV channels, this happens when A(L ′ + 1)≥ L + L ′ + 1, whereas for TV channels,
this happens when A(Q′ + 1)(L ′ + 1)≥ (Q+ Q′ + 1)(L + L ′ + 1). Clearly, these inequalities can only be
satisfied if A≥ 2 with a sufficiently large L ′ for TIV channels and a sufficiently large Q′ and L ′ for TV
channels. Hence, we need at least two outputs, which can, for instance, be achieved by sampling M= 2
receive antennas at rate 1/T (P = 1) or sampling M= 1 receive antenna at rate 2/T (P = 2). More detailed
sufficient conditions for the ZF SLE to exist can be found in [35] for TIV channels and [2], [19] for TV
channels. As already discussed, for TIV channels we can also adopt FD processing. The ZF FDLE exists if
and only if H̃ has full column rank, which requires that H̃ has at least as many rows as columns. Since H̃
has AN rows and N columns, this is again always the case. However, in contrast to H̄, H̃ does not always
have full column rank for TIV channels. It becomes singular when all A channels have a common zero on
the N-point FFT grid, i.e., when H̃ has a zero column.

16.8.2 Decision Feedback Equalizers

As far as DFEs are concerned, note that the MMSE and ZF DFEs that we have proposed earlier assume
that past decisions are correct, which basically makes the DFEs look linear. Only in this context do the
statements we made at the beginning of this section hold. Judging from the equations we presented for
the different ZF DFEs, we would tend to think that a ZF DFE exists if and only if the corresponding
ZF LE exists. However, other (more complicated) equations could be derived from which we could see
that a ZF DFE can also exist when the corresponding ZF LE does not exist. Suffice it to illustrate this
for the SDFE. Defining P⊥ as the orthogonal complement of P, i.e., P⊥T P= 0, it is clear from Equation
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16.31 and Equation 16.35 that ISI is completely removed and thus a ZF SDFE is obtained if fTHP⊥T = 0,
fTHe= 1, and (b+ e)T = fTHP. A sufficient condition for this to be satisfied is that [HP⊥T ,He] has
full column rank, which requires that [HP⊥T ,He] has at least as many rows as columns. For TIV chan-
nels, this happens when A(L ′ + 1)≥ (L + L ′ + 1)− L ′′, whereas for TV channels, this happens when
A(Q′ + 1)(L ′ + 1)≥ (Q+ Q′ + 1)(L + L ′ + 1)− (Q′′ + 1)L ′′. Again, these inequalities can be satisfied if
A≥ 2, but this time they can also be satisfied if A= 1, i.e., when the ZF SLE does not exist.

16.9 Complexity

In this section, we discuss some complexity issues of the above equalization structures. We can distinguish
between design complexity and implementation complexity. The design complexity is the computational
cost to design the equalizer, whereas the implementation complexity is the computational cost to equalize
the channel once the equalizer has been designed. The block size N will play an important role in these
complexities. In the following, we always assume that N is chosen large enough such that blind channel
estimation becomes feasible or the overhead of the training symbols for training-based channel estimation
does not decrease the data transmission rate too much (this basically boils down to choosing N >> L + 1
for TIV channels and N >> (Q + 1)(L + 1) for TV channels).

16.9.1 Design Complexity

Although many equalizer design procedures are possible (see Section 16.10), we will consider equalizer
design based on channel knowledge. For the sake of simplicity, we will not exploit the band structure of
H̄(a) or the special structure ofH(a) in the design complexity calculations. Let us first take a look at the
linear equalization approaches. To design a BLE, we have to compute the inverse of an (N− L )× (N− L )
matrix, which requires O((N − L )3) flops. On the other hand, to compute an SLE, we need the inverse
of a D × D matrix, where D = L + L ′ + 1 for TIV channels and D = (Q + Q′ + 1)(L + L ′ + 1) for
TV channels, which requires O(D3) flops. As will be illustrated in Section 16.11, with a D that is much
smaller than N − L , the performance of the SLE can approach the performance of the BLE for A > 1.
As a result, the SLE can have a much smaller design complexity than the BLE, without a significant loss
in performance for A > 1. For A= 1, there is a loss in performance at high SNR, since in contrast to the
performance of the BLE, the performance of the SLE saturates at high SNR.

Let us now focus on decision feedback equalization approaches. To design the feedback part of a BDFE,
we have to compute the Cholesky decomposition of an (N − L ) × (N − L ) matrix. Hence, next to the
O((N − L )3) flops to design the feedforward part (similar to the complexity to design a BLE), we have an
extra cost ofO((N − L )3) flops to design the feedback part. On the other hand, to compute the feedback
part of an SDFE, we need the inverse of a D′′ × D′′ matrix, where D′′ = L ′′ + 1 for TIV channels and
D′′ = (Q′′ + 1)L ′′ + 1 for TV channels. Hence, next to the O(D3) flops to design the feedforward part
(similar to the complexity to design a SLE), we have an extra cost ofO(D′′3) flops to design the feedback
part. As will be illustrated in Section 16.11, with a D that is much smaller than N−L and a D′′ that is about
half the size of D (and thus also much smaller than N − L ), the performance of the SDFE can approach
the performance of the BDFE. As a result, the SDFE can have a much smaller design complexity than the
BDFE, without a significant loss in performance. This even holds for A = 1, since like the performance of
the BDFE, the performance of the SDFE does not saturate at high SNR.

Adopting an FDLE (FDDFE) for TIV channels, the FFT processing is computationally the most expensive
and results in a complexity ofO(N log2 N) flops. Hence, the FDLE (FDDFE) for TIV channels has a much
smaller design complexity than the BLE (BDFE), while their performances are comparable, as will be
illustrated in Section 16.11. The comparison with the design complexity of the SLE (SDFE) for TIV
channels depends on the specific scenario.
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16.9.2 Implementation Complexity

The implementation complexity will be defined here as the number of multiply–add (MA) operations
required to estimate the transmitted data symbols. For the BLE, estimating the transmitted data symbols
requires N(N− L ) MA operations per output, with an extra (N− L )(N− L−1)/2 MA operations for the
BDFE. On the other hand, for the SLE, estimating the transmitted data symbols requires (N − L ′)D′ MA
operations per output, with an extra (N − L ′)(D′′ − 1) MA operations for the SDFE, where D′ = L ′ + 1
for TIV channels and D′ = (Q′ + 1)(L ′ + 1) for TV channels, and D′′ is defined as before. Previously, we
mentioned that with a D (and thus also a D′) that is much smaller than N − L , the performance of the
SLE can approach the performance of the BLE for A > 1. Hence, the SLE can also have a much smaller
implementation complexity than the BLE, without a significant loss in performance for A > 1. Above, we
also mentioned that with a D (and thus also a D′) that is much smaller than N − L and a D′′ that is
about half the size of D (and thus much smaller than (N − L − 1)/2), the performance of the SDFE can
approach the performance of the BDFE. Hence, the SDFE can also have a much smaller implementation
complexity than the BDFE, without a significant loss in performance.

Like the design complexity, the implementation complexity of the FDLE (FDDFE) for TIV channels
is completely determined by the complexity of the FFT processing, which is again much smaller than
the implementation complexity of the BLE (BDFE). As before, the comparison with the implementation
complexity of the SLE (SDFE) for TIV channels depends on the specific scenario. However, we should
keep in mind that FD processing is only useful for TIV channels.

16.10 Channel Estimation and Direct Equalizer Design

Until now we have focused on equalizer design based on channel knowledge. In practice, however, the
channel has to be estimated. There are basically two ways to estimate the channel: training-based or blind
(intermediate so-called semiblind approaches are also possible). When training-based channel estimation
is adopted, training symbols are inserted in x for serial transmission or in s for zero padding-based block
transmission. We refer the interested reader to [44] for TIV channels and [26] for TV channels. When
blind channel estimation is adopted, no training symbols are inserted. For serial transmission over TIV
channels, many blind channel estimation algorithms have been proposed based on the data model in
Equation 16.22 [11], [27], [41]. For serial transmission over TV channels, most of these algorithms can be
extended by observing the similarity between the data models in Equations 16.22 and 16.24 [21]. Instead
of only working with time-shifted versions of the received sequences, one then has to make use of time-
and frequency-shifted versions of the received sequences. For zero padding-based block transmission over
TIV channels, an interesting blind channel estimation algorithm has been developed in [34]. For zero
padding-based block transmission over TV channels, this algorithm can be extended by employing a
special type of linear precoding as described in [37].

Next to equalizer design based on channel knowledge, there also exist direct equalizer design algorithms,
which do not require channel knowledge. They have mainly been developed for SLEs and can easily be
extended to SDFEs. Again, one can distinguish between training-based and blind approaches. Training-
based approaches are fairly easy to develop. Looking at Equation 16.23 and Equation 16.25, training-based
direct equalizer design algorithms basically try to estimate f based on knowledge of Y and partial knowledge
of x % via least squares fitting, for instance. Blind approaches are more difficult to derive. For TIV channels,
many blind direct equalizer design algorithms have been proposed based on the data model in Equation
16.22 [11], [40], [41], [43], [46]. For TV channels, most of these algorithms can again be extended by
observing the similarity between the data models in Equations 16.22 and 16.24. As before, instead of
only working with time-shifted versions of the received sequences, one then has to make use of time-
and frequency-shifted versions of the received sequences. Such direct equalizer design algorithms for TV
channels are currently under investigation.
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16.11 Performance Results

In this section, we compare the performances of the different equalizers discussed in this chapter. We only
focus on the MMSE equalizers, which have a better performance than the ZF equalizers. We generate M
(M = 1, 2) channels g (m)

ch (t) consisting of five clusters of 100 reflected or scattered rays. The delay of the c th
cluster is given by τc = c T/2 (c ∈ {0, 1, 2, 3, 4}). Assuming that g tr(t) and g rec(t) are rectangular functions
over (0, T) with height 1/T , and thus ψ(t) = g rec(t) % g tr(t) is a triangular function over (0, 2T) with
height 1, we can thus assume that L = 3. The complex gain and frequency offset of the r th ray of the c th
cluster are given by G (m)

c ,r = e jθ (m)
c ,r /
√

100 and f (m)
c ,r = cos(φ(m)

c ,r ) fmax, where θ (m)
c ,r and φ(m)

c ,r are uniformly
distributed over (0, 2π). We further consider fractional sampling with a factor of P = 1, 2. The modulation
we use is quadrature phase shift keying (QPSK) with unit modulus. We assume the data sequence and the
additive noises are mutually uncorrelated and white. The SNR is defined as SNR= 5/σ 2

v , where σ 2
v is the

variance of the additive noise. The factor 5 is due to the fact that we consider 5 clusters. For TIV channels,
we fit the TIV FIR channel of Equation 16.5 to the true channel for n ∈ {0, 1, . . . , N − 1}, whereas for TV
channels, we fit the BEM FIR channel of Equation 16.8 to the true channel for n ∈ {0, 1, . . . , N − 1}. In
both cases, we use the obtained channel model parameters to design our equalizer. In practice, we have to
estimate the channel model parameters of Equation 16.5 or Equation 16.8 using some channel estimation
method. This can be a training-based method or a blind method (see Section 16.10). Although we make
abstraction of this channel estimation procedure in this chapter, it will determine the block size N that we
adopt in the simulations.

16.11.1 TIV Channels

For the TIV channels case, we consider fmax= 0, and use the TIV FIR channel of Equation 16.5 with
L = 3 to design our equalizers. Since fmax= 0, the TIV FIR assumption will hold for any block size N.
We consider a block size N= 64. This block size is large enough such that blind channel estimation
becomes feasible or the overhead of the training symbols for training-based channel estimation does not
decrease the data transmission rate too much. Moreover, it is also the block size that has been adopted
for the IEEE 802.11a and HIPERLAN/2 WLAN (wireless local area network) standards (in the context of
OFDM (orthogonal frequency division multiplexing)). Let us first compare the block equalizers with the
frequency-domain equalizers for TIV channels. Figure 16.10 shows the performance of the BLE, BDFE,
FDLE, and FDDFE in TIV channels for M= 1, 2 and P = 1, 2. We observe that the performance of the
FDLE (FDDFE) approaches the performance of the BLE (BDFE) for all cases. However, we see that when
fractional sampling is employed (P = 2), the FDLE (FDDFE) is not capable of improving the performance
as much as the BLE (BDFE) does, but the difference between the two approaches is still rather small. Let
us next compare the block equalizers with the serial equalizers for TIV channels. For the serial equalizers,
we take L ′ = 7, d = (L + L ′)/2= 5, and L ′′ = L + L ′ − d = 5. Figure 16.11 shows the performance of the
BLE, BDFE, SLE, and SDFE in TIV channels for M= 1, 2 and P = 1, 2. We observe that the performance
of the SLE approaches the performance of the BLE, except for the case M= P = 1 at high SNR, and the
performance of the SDFE approaches the performance of the BDFE for all cases.

As mentioned before, the design complexity of the BLE isO{(N−L )3} flops, with an extraO{(N−L )3}
flops for the BDFE, where (N − L )3≈ 227, 000. On the other hand, the design complexity of the
SLE is O{D3} flops, with an extra O{D′′3} flops for the SDFE, where D3= (L + L ′ + 1)3≈ 1300 and
D′′3= (L ′′ + 1)3≈ 200. Hence, the design complexity of the SLE (SDFE) is clearly much smaller than the
design complexity of the BLE (BDFE). A similar observation holds for the implementation complexity. The
BLE requires N(N − L )= 3904 MA operations per output, with an extra (N − L )(N − L − 1)/2= 1830
MA operations for the BDFE, whereas the SLE requires (N − L ′)D′ = (N − L ′)(L ′ + 1)= 456 MA op-
erations per output, with an extra (N − L ′)(D′′ − 1)= (N − L ′)L ′′ = 285 MA operations for the SDFE.
The major computational cost of designing or implementing the FDLE (FDDFE) is the FFT processing,
which results in O{N log2 N} flops, where N log2 N= 384. Hence, compared to the BLE (BDFE), the

Copyright © 2005 by CRC Press LLC



0 5 10 15 20 25

100

10−1

10−2

10−3

10−4

SNR

B
E

R

M=1, P=1

BLE
BDFE
FDLE
FDDFE

M=1, P=2

BLE
BDFE
FDLE
FDDFE

0 5 10 15 20 25

SNR

10−4

10−3

10−2

10−1

100

B
E

R

0 5 10 15 20 25
10−4

10−3

10−2

10−1

100

SNR

B
E

R

M=2, P=1

BLE
BDFE
FDLE
FDDFE

0 5 10 15 20 25
10−4

10−3

10−2

10−1

100

SNR

B
E

R

M=2, P=2

BLE
BDFE
FDLE
FDDFE

FIGURE 16.10 Comparison of different block and frequency-domain equalizers in TIV channels for M = 1, 2 and
P = 1, 2.
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FIGURE 16.11 Comparison of different block and serial equalizers in TIV channels for M = 1, 2 and P = 1, 2.
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design and implementation complexities of the FDLE (FDDFE) are much smaller. Compared to the SLE
(SDFE), they are comparable for the chosen block size N. However, they would be larger for a larger block
size N.

16.11.2 TV Channels

For the TV channels case, we consider fmax= 1/(400T), and use the BEM FIR channel of Equation 16.8
with L = 3 to design our equalizers. We know that in the best-case scenario we can take Q= 2, and then
the number of channel model parameters that would have to be estimated in practice is three times as large
as in the TIV channels case. Hence, it would then make sense to take N about three times as large as in
the TIV channels case. Let us, for instance, take N= 200. In that case, NT= 200T ≤ 1/(2 fmax)= 200T ,
which means that Q can be kept small to obtain a good BEM FIR approximation, as mentioned in Section
16.2.2. Therefore, we can indeed take Q= 2 as assumed above. To satisfy Q/(2KT)≈ fmax= 1/(400T),
we then take K = 400. As illustrated in Example 1, these parameters lead to a tight fit of the BEM FIR
channel to the true channel. Since frequency-domain equalizers are not useful for TV channels, we only
compare the block equalizers with the serial equalizers for TV channels. For the serial equalizers, we take
L ′ = 7, d = (L + L ′)/2= 5, L ′′ = L + L ′ − d = 5, Q′ = 6, and Q′′ = (Q + Q′)/2= 4. Figure 16.12 shows
the performance of the BLE, BDFE, SLE, and SDFE in TV channels for M= 1, 2 and P = 1, 2. As for the
TIV channels, we observe that the performance of the SLE approaches the performance of the BLE, except
for the case M= P = 1 at high SNR, and the performance of the SDFE approaches the performance of the
BDFE for all cases.

Let us again take a look at the design and implementation complexities of the different methods. For the
BLE and BDFE, N has changed compared to the TIV channels case. In other words, the design complexity
now depends on (N − L )3≈ 7, 645, 400. For the SLE and SDFE, D and D′′ have changed compared to
the TIV channels case. More specifically, we now have D3= ((L + L ′ + 1)(Q + Q′ + 1))3≈ 970, 300 and
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FIGURE 16.12 Comparison of different block and serial equalizers in TV channels for M = 1, 2 and P = 1, 2.
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D′′3= ((Q′′ + 1)L ′ + 1)3≈ 17, 600. As for the TIV channels case, we observe that the design complexity
of the SLE (SDFE) is much smaller than the design complexity of the BLE (BDFE). A similar observation
holds for the implementation complexity. The BLE requires N(N − L )= 39, 400 MA operations per
output, with an extra (N − L )(N − L − 1)/2= 19, 306 MA operations for the BDFE, whereas the SLE
requires (N − L ′)D′ = (N − L ′)(Q′ + 1)(L ′ + 1)= 10, 808 MA operations per output, with an extra
(N − L ′)(D′′ − 1)= (N − L ′)(Q′′ + 1)L ′′ = 4825 MA operations for the SDFE. Note, however, that the
relative difference between the design or implementation complexity of the SLE (SDFE) and the BLE
(BDFE) is smaller than for the TIV channels case. One could argue that for a smaller block size N, the
difference would even disappear, but then the block size would not be large enough such that blind channel
estimation becomes feasible or the overhead of the training symbols for training-based channel estimation
does not decrease the data transmission rate too much.

16.12 Summary

In this chapter, we have presented different practical finite-length equalization structures for TIV and TV
channels. We have investigated linear and decision feedback block equalizers, linear and decision feedback
serial equalizers, and linear and decision feedback frequency-domain equalizers (the latter only apply to
TIV channels).

All these channel equalizers are based on a practical channel model. Writing the overall system as a
symbol rate SIMO system, where the multiple outputs are obtained by multiple receive antennas and
fractional sampling, we can distinguish between TIV and TV channels by looking at the channel time
variation over a fixed time window. For TIV channels, we have modeled the channel by a TIV FIR channel,
whereas for TV channels, it has been convenient to model the channel time variation by means of a basis
expansion model, leading to a BEM FIR channel. Note that for the serial equalizers, we have used the same
model for the equalizer as for the channel. Hence, for a TIV FIR channel, we have adopted a TIV FIR
serial equalizer, whereas for a BEM FIR channel, we have adopted a BEM FIR serial equalizer. Note that in
contrast with equalizing a BEM FIR channel with a TIV FIR serial equalizer, which requires a symbol rate
SIMO channel with many outputs for the linear ZF solution to exist, equalizing a BEM FIR channel with
a BEM FIR serial equalizer only requires a symbol rate SIMO channel with two outputs for the linear ZF
solution to exist.

A complexity analysis and some illustrative simulation results have indicated that the SLE can have a
much smaller design and implementation complexity than the BLE, without a significant loss in perfor-
mance for a system with multiple outputs. For a system with a single output, there is a loss in performance
at high SNR, since in contrast to the performance of the BLE, the performance of the SLE saturates at
high SNR. Similarly, the SDFE can have a much smaller design and implementation complexity than the
BDFE, without a significant loss in performance. This even holds for a system with a single output, since
like the performance of the BDFE, the performance of the SDFE does not saturate at high SNR. Finally, the
FDLE (FDDFE) for TIV channels has a much smaller design and implementation complexity than the BLE
(BDFE), while their performances are comparable. The comparison with the design and implementation
complexities of the SLE (SDFE) for TIV channels depends on the specific scenario. However, note that FD
processing can only be applied for TIV channels.
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Abstract

Switched diversity offers one of the lowest-complexity solutions to mitigate the effect of fading in wireless
communication systems. In this chapter, starting from traditional dual-branch switch and stay combining
(SSC) schemes, we develop and analyze several switching-based diversity combining schemes. More specif-
ically, we first present a Markov chain-based analytical framework for the performance analysis of various
switching strategies used in conjunction with dual-branch SSC systems. This analysis leads to a thorough
comparison and trade-off study between different SSC strategies. Then we generalize switched diversity
to a multibranch scenario. We show that while SSC does not benefit from additional diversity paths, the
performance of switch and examine combining (SEC) improves with additional branches. Finally, not-
ing the deficiency of pure switched diversity schemes in taking advantage of available diversity paths, we
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propose generalized switch and examine combining (GSEC) as a good candidate combining scheme for
diversity-rich environments. A description of the GSEC mode of operation shows that this scheme con-
serves a fixed complexity as the number of diversity paths increases, and offers a considerable complex-
ity savings compared to traditional maximum ratio combining (MRC) and even other low-complexity
schemes such as generalized selection combining (GSC). For all of these schemes, we present closed-form
expressions for the statistics of the combiner output, including the moment-generating function, cumu-
lative distribution function, and probability density function. The resulting expressions allow for accurate
performance analysis of these diversity techniques over most fading models of interest. As an illustration of
the mathematical formalism, selected numerical examples are provided together with some related discus-
sions and interpretations. It is observed that compared with the more popular selection-based combining
schemes, switching-based combining schemes lead to simpler receiver structure, less signal processing,
and lower power consumption at the cost of certain performance loss.

17.1 Introduction

Multipath fading has a deleterious impact on the performance of wireless communications systems. To
support high-quality multimedia communication services, future wireless systems must efficiently mitigate
the fading effect. Diversity combining techniques represent one of the most effective solutions to fading
mitigation [1]. They can significantly improve the performance of wireless communications systems by
means of multiple transmission and reception and appropriate combining of the differently faded replicas
of the same information-bearing signal.

Among different combining schemes, there is a trade-off between performance and complexity [2,
Chapter 12]. From a performance perspective, the optimal combining solution is the well-known maximum
ratio combining (MRC). However, the implementation of MRC is complex, and this complexity grows as
the number of diversity paths increases. Indeed, MRC not only requires the same number of radio frequency
(RF) chains as the number of available diversity paths, but also mandates the complete and simultaneous
knowledge of the channel condition for each diversity path. On the other hand, selection combining
(SC) [3, Section 6.2] has much lower complexity. It uses only the best diversity paths of all available ones.
This nevertheless requires the estimation and comparison of the quality indicators of all diversity paths.

Switch and stay combining (SSC) is another low-complexity combining scheme [1], [4]– [10]. It further
reduces the complexity by eliminating the need for checking the path quality of all diversity paths. In
particular, with SSC, the receiver uses the current branch as long as it is acceptable (e.g., the path quality
is above a fixed threshold). Whenever the current branch becomes unacceptable, the receiver switches and
stays on another branch regardless of its quality. As such, the receiver with SSC needs only to monitor
the quality of the currently used branch. In addition, SSC only requires comparisons between a channel
estimate and a fixed threshold where the receiver with SC needs to compare quality estimates of different
diversity paths. Therefore, SSC also mandates simpler comparison circuitry than SC.

Many switching strategies have been proposed and analyzed for dual-branch SSC systems over the past
four decades. For example, Blanco and Zdunek first introduced a specific discrete-time strategy of SSC [4,5].
Subsequently, Abu-Dayya and Beaulieu proposed a simplified SSC strategy [6,7]. While considerable work
has been carried out on the performance analysis of these two SSC schemes, to the best knowledge of
the authors, the difference and trade-off between them have not been addressed so far. In this chapter,
we present a Markov chain-based analytical framework for the performance analysis of various switching
strategies used in conjunction with dual-branch SSC systems [11]. Aside from putting under the same
umbrella all of the previously known performance results regarding SSC systems, it also allows solving for
the outage probability and average error rate performance, as well as switching rate of different strategies
in very general fading scenarios. As a result, we are able to conduct a thorough comparison and highlight
the main differences and trade-offs involved between these various SSC strategies.

In general, the more the available diversity paths, the larger the potential diversity benefit. Consequently,
emerging wireless communications systems tend to employ physical-layer solutions operating in a diversity-
rich environment, i.e., with a large number of diversity paths. Examples include ultrawideband (UWB)
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systems, wideband code division multiple-access (CDMA) systems [12,13], millimeter-wave systems [14],
and multiple-input-multiple-output (MIMO) systems [15]. However, previous works on SSC have focused
on the dual-branch case. In this chapter, we generalize switched diversity to the multibranch scenario and
investigate its operation and performance [16]. In particular, we present closed-form expressions for
the statistics of the combiner output, including the cumulative distribution function (CDF), probability
density function (PDF), and moment-generating function (MGF). These expressions allow for accurate
performance analysis of multibranch switched combining schemes over most fading models of interest.
We show that while SSC does not benefit from additional diversity paths, the performance of switch and
examine combining (SEC) improves with additional branches.

The complexity savings of switched combining schemes over the optimal MRC scheme come at the cost
of considerable performance loss, especially in a diversity-rich environment. Similar to SC, the performance
of SEC is limited by the fact that only one antenna branch is used for data reception. Recently, to bridge the
performance gap between MRC and SC, the so-called generalized selection combining (GSC) scheme, also
known as hybrid selection/maximum ratio combining (H-S/MRC), was proposed and extensively studied
(see, for example, [12], [14], [17]– [21] and references therein). With GSC, the receiver applies MRC to the
L c strongest (with highest received signal power) paths among the L available ones, where L c is usually
much smaller than L . Since only L c , instead of L , paths need to be processed in the fashion of MRC, GSC
provides considerable complexity savings over conventional MRC. However, its operation requires the
estimation and full ranking of all L diversity paths, which entails a certain complexity, especially when L
is large. In this chapter, by following the hybrid combining approach, we propose generalized switch and
examine combining (GSEC) as a good candidate combining scheme for diversity-rich environments [22].
A description of the GSEC mode of operation shows that this scheme conserves a fixed complexity as
the number of diversity paths increases and offers a considerable complexity savings over traditional
MRC and even the competing low-complexity GSC scheme. We study the performance of GSEC over
independent and identically distributed (i.i.d.) diversity paths. We also provide a thorough trade-off study
of performance vs. complexity between GSEC and GSC.

The rest of this chapter is organized as follows. Section 17.2 contains the general description of the system
and channel model under consideration. Section 17.3 addresses the analysis and comparison of different
SSC schemes, while Section 17.4 studies the operation and performance of multibranch switched com-
bining schemes. The new GSEC scheme is presented and investigated in Section 17.5. Finally, Section 17.6
provides some concluding remarks. In all sections, as an illustration of the mathematical formalism,
selected numerical examples are provided together with some related discussions and interpretations.

17.2 System and Channel Models

17.2.1 System Model

In this work, we consider receiver space diversity systems, as shown in Figure 17.1. In particular, multiple
antennas are used at the receiver to create different faded replicas of the transmitted signal. The schemes
presented in this work can be easily adapted to be applicable to transmit diversity systems, MIMO systems,
CDMA systems, and UWB systems. For example, in CDMA and UWB systems, the antenna branches
may correspond to different resolvable multipaths. We assume that the diversity combining schemes are

Transmitter

...

Receiver
2

L

1

Diversity

Combiner

FIGURE 17.1 Block diagram of receiver space diversity systems.
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TABLE 17.1 Statistics of the Faded Signal Power s for the Three Fading Models under
Consideration
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implemented in a discrete-time fashion. More specifically, short guard periods are periodically inserted
into the transmitted signal. During these guard periods, the receiver performs a series of operations,
including channel estimations and necessary comparisons, to reach the appropriate diversity combining
decision.

17.2.2 Channel Model

We adopt a block fading channel model. More specifically, the data burst is assumed to experience roughly
the same fading as its preceding guard period. The fading conditions during different guard periods and
data burst pairs are assumed to be independent. Let si (n) be the received signal power of the i th branch
during the nth guard period. We denote by S(n) the overall received signal power after switched diversity
is applied. Therefore, if the i th branch is used for the nth data burst, we have S(n) = si (n).

We assume that the received signal on each antenna branch follows either the Rayleigh, Rice, or
Nakagami-m fading model. In Table 17.1, we summarize the PDF, p(x); CDF, P (x); and MGF, M(t) =∫∞

0 etx px (x)dx of the faded signal power s for the three fading models under consideration. The signal-
to-noise ratio (SNR) γ is proportional to the faded signal power. Therefore, Table 17.1 also gives the
statistics of the SNR for single branch case. In Table 17.1, 	 is the average fading power, �(·) is the Gamma
function [23, Section 8.31], I0(·) is the modified Bessel function of the first kind with zero order [23, Sec-
tion 8.43], �(·, ·) is the incomplete Gamma function [23, Section 8.35], and Q1(·, ·) is the first-order
Marcum Q function [24].

17.3 Dual-Branch Switch and Stay Combining

In this section, we focus on low-complexity combining schemes for dual-branch diversity systems, i.e.,
L = 2 in Figure 17.1. Both SC and SSC can be used with dual-branch systems. With SC, the receiver
always uses the better branch, usually the one with the highest received signal power. Therefore, during
each guard period, the receiver using SC needs to estimate the received signal power of both diversity
paths and compare the two power estimates. With SSC, however, the receiver uses the current branch
until it becomes unacceptable, and then it switches and stays on the other branch regardless of its quality.
The branch acceptance is determined by comparing the current power estimate with a preselected fixed
threshold, which can be implemented with a threshold detector. Note that the major complexity savings
of SSC over SC is that SSC needs only the power estimate of the current path and simpler comparison to
reach a combining decision.

Many switching strategies have been proposed and analyzed for SSC over the past four decades [4]–[7].
In this section, we first provide detailed descriptions for different dual-branch SSC schemes. We then
present a Markov chain-based analytical framework for the performance analysis and comparison of
various SSC schemes. Based on this framework, a thorough comparison and trade-off study between
different SSC systems is carried out [11].
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TABLE 17.2 Complexity Comparison of SC and Three SSC Schemes in Terms of
Operations Needed for Combining Decision

No. of Power Estimations Type of Comparison No. of Comparisons

SC 2 Two estimates 1
SSC-A 1 An estimate and a fixed value 1
SSC-B 1 or 2 An estimate and a fixed value 1 or 2
SSC-C 1 An estimate and a fixed value 1

17.3.1 Dual-Branch SSC Schemes

In what follows, we describe the mode of operation of various SSC strategies and briefly discuss their
hardware implementation complexity. The comparison result of hardware complexity of SC and different
SSC strategies is also summarized in Table 17.2. In particular, we used two criteria in the complexity
comparison of different schemes: the number of power estimation and the type and number of comparisons
needed during the guard period for each scheme.

1. Type 1 SSC (SSC-A) [6]: The most popular SSC strategy, denoted in what follows by SSC-A, was
originally proposed and studied by Abu-Dayya and Beaulieu in [6]. With SSC-A, the receiver estimates the
channel and switches to the other branch if and only if the estimate is less than the switching threshold. With
SSC-A, the combined signal power sequence S(n) is governed by the following mathematical relationship:

if S(n − 1) = si (n − 1)

then S(n) =
{

si (n), if si (n) ≥ sTi

s ī (n), if si (n) < sTi

(17.1)

where the overbar on the i subscript means that if i = 1, then ī = 2 and vice versa, and sTi is the switching
threshold of the i th branch (i = 1, 2). Note that unlike previous works on SSC, we now allow that different
antenna branches have different switching thresholds. This may require additional complexity. However,
if the antenna branches are not identically faded, to achieve the best performance in terms of minimizing
the average error rate, we need to use different switching thresholds for different antenna branches [11].
Using a common switching threshold results into a certain amount of performance degradation. Note that
we can accommodate different thresholds by using two different threshold detectors. In any guard period,
only one channel is estimated and only one comparison between the channel estimate and a constant for
the currently used branch is necessary.

2. Type 2 SSC (SSC-B) [4]: Blanco and Zdunek analyzed an alternative discrete-time realization of SSC
in [4]. We denote it by SSC-B in what follows. In SSC-B, the receiver makes its switching decision based
on the channel estimations of the currently used branch in two consecutive guard periods, the current and
the one immediately previous to it. A switch is initiated whenever a downward crossing of the switching
threshold occurs. Mathematically speaking, this strategy can be described by

if S(n − 1) = si (n − 1)

then S(n) =

⎧⎪⎨
⎪⎩

si (n), if si (n − 1) < sTi

or si (n − 1) ≥ sTi and si (n) ≥ sTi

s ī (n), if si (n − 1) ≥ sTi and si (n) < sTi

(17.2)

Implicitly, this strategy requires the estimation of the switch-to branch in the same guard period so that
the receiver always has enough information for the switching decision in the next guard period. So, besides
requiring one bit of memory for the comparison result in the previous guard period, this strategy may
also need to perform one (when branch switching does not occur) or two (when branch switching does
occur) estimations and comparisons between an estimated quantity and a constant in each guard period.

3. Type 3 SSC (SSC-C): If we relax the implicit requirement of SSC-B dealing with the channel estimate
in a previous guard period and if we do not allow branch switching when the receiver does not have
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enough information, a simpler strategy results, denoted by SSC-C. Again, a switch is initiated whenever a
downward crossing of the switching threshold occurs. This strategy can be mathematically described by

if S(n − 1)= si (n − 1)

then S(n) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

si (n), if si (n − 1) < sTi

or si (n − 1) ≥ sTi and si (n) ≥ sTi

or si (n − 1) unknown

s ī (n), if si (n − 1) ≥ sTi and si (n) < sTi

(17.3)

It is easy to see that this strategy requires only one channel estimation and one comparison between an
estimated quantity and a constant in each guard period, in addition to one bit of memory.

17.3.2 Markov Chain-Based Analysis

With the assumption of block fading channel, all SSC strategies satisfy the Markovian property. More
specifically, future switches depend only on the currently used antenna branch and its fading condition.
A Markov chain can be built based on the switching strategy of the chosen scheme. In particular, with the
appropriate definition of the state space, the transition probability matrix P [25, Chapter 4] of the Markov
chain can be obtained in terms of the statistics of each branch.

1. SSC-A: In [10], a two-state Markov chain has been used for SSC-A to determined the probability of
usage of each branch at any data burst. In particular, State i corresponds to “Antenna i is used when the
estimation is performed” [10, Section II], i = 1, 2. Here, we use a different state space definition. More
specifically, the state space is defined in the following manner:

State 1 ⇔ S(n) = s1(n) and s1(n) < sT1 State 2 ⇔ S(n) = s1(n) and s1(n) ≥ sT1

State 3 ⇔ S(n) = s2(n) and s2(n) < sT2 State 4 ⇔ S(n) = s2(n) and s2(n) ≥ sT2

Accordingly, based on the switching strategy of SSC-A, the transition probability matrix, P a , for this
Markov chain is given by

P a =

⎡
⎢⎢⎢⎣

0 0 q2 1− q2

q1 1− q1 0 0

q1 1− q1 0 0

0 0 q2 1− q2

⎤
⎥⎥⎥⎦

4× 4

(17.4)

where
qi = Pr[si (n) < sTi ] = Pi (sTi ), i = 1, 2 (17.5)

and Pi (·) is the CDF of the received signal power for the i th antenna, as given in Table 17.1 for some
popular fading channel models. As will be seen in subsequent sections, this definition of the Markov chain
leads to the most general statistical description of SSC-A output statistics. Its generalization will render
similar general results for SSC-B and SSC-C possible for various fading scenarios.

2. SSC-B: For SSC-B, since the switching decision is based on two consecutive comparison results, we
define the state space of the Markov chain using two comparison results. As a result, we end up with a
six-state Markov chain whose state space is defined as

State 1⇔ S(n) = s1(n) and s1(n − 1) ≥ sT1 and s1(n) < sT1

State 2⇔ S(n) = s1(n) and s1(n − 1) < sT1

State 3⇔ S(n) = s1(n) and s1(n − 1) ≥ sT1 and s1(n) ≥ sT1

State 4⇔ S(n) = s2(n) and s2(n − 1) ≥ sT2 and s2(n) < sT2

State 5⇔ S(n) = s2(n) and s2(n − 1) < sT2

State 6⇔ S(n) = s2(n) and s2(n − 1) ≥ sT2 and s2(n) ≥ sT2
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Correspondingly, based on the switching strategy of SSC-B, the transition probability matrix, P b , of
this Markov chain is given by

P b =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0

(
1− q12

q1

)
q2

q12

q1

(
1− q12

q1

)
(1− q2)

(1− q1) q1 q1 (1− q1)2 0 0 0

q1 0 1− q1 0 0 0(
1− q12

q2

)
q1

q12

q2

(
1− q12

q2

)
(1− q1) 0 0 0

0 0 0 (1− q2) q2 q2 (1− q2)2

0 0 0 q2 0 1− q2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

6× 6

where

q12 = Pr [s1(n) < sT1 and s2(n) < sT2 ] = P1,2(sT1 , sT2 ) (17.6)

where P1,2(·, ·) is the joint CDF of the received signal powers of the two diversity paths, which is available
in closed form in terms of first-order Marcum Q function for the Rayleigh fading environment [26,
Appendix A] and in terms of an infinite series for the Nakagami fading environment [27]. When the fading
is independent over two diversity paths, q12 = P1,2 (sT1 , sT2 ) = q1q2, where qi is defined in Equation 17.5
for i = 1, 2.

3. SSC-C: As expected, the state space definition for SSC-C is very similar to that for SSC-B. However,
we need to include an additional pair of states, which corresponds to the situation that a branch has just
been switched to and hence not enough information for a switching decision is available. In this case, the
receiver has to wait for another guard period to decide whether to switch. We define an eight-state Markov
chain for SSC-C as

State 1⇔ S(n) = s1(n) and s1(n − 1) ≥ sT1 and s1(n) < sT1

State 2⇔ S(n) = s1(n) and s1(n − 1) < sT1

State 3⇔ S(n) = s1(n) and s1(n − 1) ≥ sT1 and s1(n) ≥ sT1

State 4⇔ S(n) = s1(n) and s1(n − 1) unknown

State 5⇔ S(n) = s2(n) and s2(n − 1) ≥ sT2 and s2(n) < sT2

State 6⇔ S(n) = s2(n) and s2(n − 1) < sT2

State 7⇔ S(n) = s2(n) and s2(n − 1) ≥ sT2 and s2(n) ≥ sT2

State 8⇔ S(n) = s2(n) and s2(n − 1) unknown

Accordingly, based on the switching strategy of SSC-C, the transition probability matrix, P c , of this
Markov chain is given by

P c =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 1

(1− q1) q1 q1 (1− q1)2 0 0 0 0 0

q1 0 1− q1 0 0 0 0 0

(1− q1) q1 q1 (1− q1)2 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 (1− q2) q2 q2 (1− q2)2 0

0 0 0 0 q2 0 1− q2 0

0 0 0 0 (1− q2) q2 q2 (1− q2)2 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

8× 8

where again qi is defined in Equation 17.5 for i = 1, 2.
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17.3.3 Statistics of Overall Combiner Output

Let M denote the size of the state space of the Markov chains (i.e., M = 4 for SSC-A, M = 6 for SSC-B,
and M = 8 for SSC-C). Conditioning on the current state of the receiver, the overall CDF of the combiner
output for all three SSC schemes, Pssc(·), can be written as

Pssc(x) =
M∑

i=1

πi P (i)(x) (17.7)

where P (i)(·) are the state-dependent CDFs of the combiner output and πi are the stationary probabilities
of the i th state.

Based on Markov chain theory, we can obtain πi in closed form by solving the following system of linear
equations: {

	π P = 	π ;∑M
i=1 πi = 1

(17.8)

where P is the transition probability matrix of the Markov chains and 	π is the row vector defined as
	π = [π1, π2, . . . , πM]. For example, after substituting Equation 17.4 into Equation 17.8 and solving
Equation 17.8 for 	π , we obtain the stationary probability vector for SSC-A, 	πa , as

	πa =
[

q1q2

q1 + q2
,

(1− q1)q2

q1 + q2
,

q1q2

q1 + q2
,

(1− q2)q1

q1 + q2

]
(17.9)

where qi is defined as in Equation 17.5.
It can be shown that all the state-dependent CDFs P (i)(·) for the three SSC schemes take three simple

general forms. In particular, for States 2 and 5 of SSC-B and States 2, 4, 6, and 8 of SSC-C, P (i)(·) takes
the form of a single-branch CDF:

P (x) = Pi (x) (17.10)

For States 2 and 4 of SSC-A, States 3 and 6 of SSC-B, and States 3 and 6 of switch and stay combining-B,
P (i)(·) takes the form of a truncated single-branch CDF:

P (x) = Pi (x)− Pi (sTi )

1− Pi (sTi )
, x ≥ sTi (17.11)

Finally, for States 1 and 3 of SSC-A, States 1 and 4 of switch and stay combining-B, and States 1 and 5 of
SSC-B, P (i)(·) takes the form of a conditional CDF:

P (x) = Pi, j (sTi , x)

Pi (sTi )
=⇒ P j (x) if independent paths (17.12)

As an example, after appropriate substitutions of Equations 17.9 to 17.12 into Equation 17.7 and some
manipulations, the CDF of the combiner output for SSC-A is obtained, in the most general case, as

P a
ssc(x)=

4∑
i=1

πa
i P (i)(x)

=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

A, x < sT2

A+ (1− q2) q1

q1 + q2

P2(x)− q2

1− q2
, sT2 ≤ x < sT1

A+ (1− q1) q2

q1 + q2

P1(x)− q1

1− q1
+ (1− q2) q1

q1 + q2

P2(x)− q2

1− q2
, sT1 ≤ x

(17.13)
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where

A = q1q2

q1 + q2

(
P1,2 (sT1 , x)

q1
+ P1,2 (x , sT2 )

q2

)
(17.14)

Note that this formula generalizes previous results by allowing unequal switching thresholds on the two
branches. For instance, if sT1 = sT2 , Equation 17.13 combined with Equation 17.14 reduces to [10, Equa-
tion 4]. If sT1 = sT2 = sT and the branches are correlated but identically distributed, Equation 17.13 com-
bined with Equation 17.14 reduces to [7, Equation 6]. If sT1 = sT2 = sT and the branches are independent
but not identically distributed, Equation 17.13 combined with Equation 17.14 reduces to [9, Equation 62].

With the CDF of the combiner output available, the overall PDF and MGF of the combiner output of
all three SSC schemes, pssc(·) and Mssc(·), can be routinely calculated as

pssc(x) =
M∑

i=1

πi
dP(i)(x)

dx
(17.15)

and

Mssc(t) =
M∑

i=1

πi

∫ ∞

0

dP(i)(x)

dx
e xt dx (17.16)

Since all state-dependent CDFs for different SSC strategies take three general simple forms, the state-
dependent PDFs and MGFs can be easily obtained. For example, the PDF and MGF of the SSC-B combiner
output over generically correlated and unbalanced Rayleigh paths can be obtained as

pb
ssc(x)=

6∑
i=1

π b
i p(i)(x)

=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

B , x < sT2

B + π b
6

1− q2

1

	2
exp

(
− x

	2

)
, sT2 ≤ x < sT1

B + π b
3

1− q1

1

	1
exp

(
− x

	1

)
+ π b

6

1− q2

1

	2
exp

(
− x

	2

)
, sT1 ≤ x

(17.17)

where

B = π b
2

	1
exp

(
− x

	1

)
+ π b

5

	2
exp

(
− x

	2

)

+ π b
1

q1	1
exp

(
− x

	1

)[
1− Q1

(√
2ρx

(1− ρ)	1
,

√
2sT2

(1− ρ)	2

)]

+ π b
4

q2	2
exp

(
− x

	2

)[
1− Q1

(√
2ρx

(1− ρ)	2
,

√
2sT1

(1− ρ)	1

)]
(17.18)

and

Mb
ssc(t)=

6∑
i=1

π b
i M(i)(t)

= (1−	1t)−1

[
π b

2 +
π b

3

1− q1
exp

(
−(1−	1t)

sT1

	1

)
+ π b

4

q1
exp

(
− sT1

	1

1−	2t

1− (1− ρ)	2t

)]

+ (1−	2t)−1

[
π b

5 +
π b

6

1− q2
exp

(
−(1−	2t)

sT2

	2

)
+ π b

1

q2
exp

(
− sT2

	2

1−	1t

1− (1− ρ) 	1t

)]

(17.19)
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respectively. π b
i , i = 1, . . . , 6, are the stationary probabilities for SSC-B, given by

	π b =
[

(1− q1) q1(1− q2) q2

(q1 + q2)(1+ q1q2 + q12)− (q1 + q2)2 − 2q1q2q12
,

q1q12 (1− q2)

(q1 + q2)(1+ q1q2 + q12)− (q1 + q2)2 − 2q1q2q12
,

(1− q1)2(1− q2) q2

(q1 + q2)(1+ q1q2 + q12)− (q1 + q2)2 − 2q1q2q12
,

(1− q1) q1(1− q2) q2

(q1 + q2)(1+ q1q2 + q12)− (q1 + q2)2 − 2q1q2q12
,

(1− q1) q12q2

(q1 + q2)(1+ q1q2 + q12)− (q1 + q2)2 − 2q1q2q12
,

(1− q1) q1(1− q2) q2

(q1 + q2)(1+ q1q2 + q12)− (q1 + q2)2 − 2q1q2q12

]
(17.20)

If the branches are i.i.d., Equation 17.17 combined with Equation 17.18 reduces to [4, Equation 2.15].

17.3.4 Application to Performance Analysis and Comparisons

Based on the Markov chain-based analytical framework, we now conduct a thorough comparison between
various SSC strategies. In particular, the trade-off of performance and switching rate among different SSC
schemes is accurately quantified and illustrated.

1. Performance comparison: With the generic formulas for the statistics of the combiner output with the
three switch-combining strategies in hand, the performance analysis of these strategies can now be carried
out. Note that since performance measures such as bit error rate (BER) and SNR are usually averaged
quantities over combiner output, they can also be expressed as weighted sums of their corresponding
state-dependent quantities. Thus, the performance analysis of different SSC schemes is also simplified and
unified.

In particular, with the MGF of the combiner output obtained in many situations, we can evaluate the
average bit and symbol error rate of different modulation schemes over various fading channel scenarios
using the MGF-based approach [28]. For example, for binary differential phase shift keying (BDPSK) and
binary frequency shift keying (BFSK) modulations, the average BER is given by Pb(E ) = Mssc(−g )/2,
where g = 1 for BDPSK and g = 1/2 for BFSK. Also, for most of the other modulation schemes, a
single finite-interval integration suffices for direct computation of the desired average error rate [28]. For
example, the average symbol error probability, PS (E ), of M-ary phase shift keying (PSK) modulation is
given by

PS (E ) = 1

π

∫ (M−1)π
M

0

Mssc

(
− gPSK

sin2 φ

)
dφ (17.21)

where gPSK = sin2( π
M ), while average symbol error probability of M-ary quadrature amplitude modulation

(QAM) is given by

PQAM(E )=
(

1− 1√
M

)
4

π

∫ π/2

0

Mssc

( gQAM

sin2 θ

)
dθ

−
(

1− 1√
M

)2
4

π

∫ π/4

0

Mssc

( gQAM

sin2 θ

)
dθ (17.22)

where gQAM = 3 log2(M)
2(M−1) .

Figure 17.2 shows the BER performance of the three SSC schemes for BPSK as a function of the common
switching threshold γT over i.i.d. Rayleigh branches. It is clear that while the BER of these three SSC schemes
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FIGURE 17.2 Average BER of BPSK for three SSC schemes over i.i.d. Rayleigh branches as a function of common
switching threshold, γT , with γ̄1 = γ̄2 = 10 dB.

has a similar behavior as switching threshold varies, SSC-A always outperforms the other two schemes and
SSC-C leads to the worst performance. Note also that the optimal choice of switching thresholds exists for
all three SSC schemes, but if the switching threshold becomes too small or too large, all three SSC schemes
give exactly the same performance.

Intuitively, if the switching threshold is too small, the currently used branch is always acceptable. There-
fore, there is no branch switching and thus no diversity. If the switching threshold is too high, for SSC-A,
the receiver will always be switching branches, while for SSC-B and SSC-C, there will be no switching since
it is difficult to have downward crossing. Both of these situations lead to the no-diversity case. Since the
average BER is a continuous function of the switching threshold γT , there exists an optimal choice of γT

in terms of minimizing the average BER. This optimal value γ ∗T is a solution of the equation

dPb(E )

dγT
|γT=γ ∗T = 0 (17.23)

Because the average BER is usually a complicated function of γT , it is difficult to obtain a compact ex-
pression for γ ∗T by solving Equation 17.23, except for certain simple special cases [28, Section 9.8.1.4].
In the remainder of this chapter, unless otherwise noted, the optimal switching thresholds are obtained
through numerically minimizing the average BER expression, as given in Equation 17.21 while using an
appropriate MGF, for a given average SNR value.

Figure 17.3 compares the BER performance of three SSC schemes for BPSK in an i.i.d. Rayleigh fading
environment with optimal switching threshold. For comparison purposes, the error performances of no-
diversity and SC cases are also plotted. It can be seen that SSC-A and SSC-B have approximately the same
performance and both of them outperform SSC-C by approximately 1 dB. Note also that while the three
SSC schemes do not provide as good a performance as SC, they still offer a considerable diversity benefit
over the no-diversity case.

Outage probability is an important performance measure for wireless communications systems. It is
typically defined as the probability that the combined SNR γ fails to meet a required SNR threshold γth.
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average SNR, γ̄ , with optimal switching thresholds.

Hence, it corresponds to the CDF of the combined SNR evaluated at γth. Noting that SNR is proportional
to signal power, with the CDF of the combiner output signal power obtained, we can easily calculate
the outage probability for the three SSC schemes by using the appropriate outage threshold. Figure 17.4
compares the outage probability of three SSC schemes over an independent Nakagami fading environment.
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FIGURE 17.4 Outage probability (or equivalently the CDF) for three SSC schemes over independent Nakagami
branches as a function of outage threshold, γth, with γ̄1 = 8 dB, γ̄2 = 12 dB, γT1 = 7 dB, and γT2 = 11 dB.
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It can be seen that similar to BER performance, SSC-A always outperforms the other two schemes and
SSC-C leads to the worst performance. Note also that as the Nakagami parameter m increases, the outage
performance improves for all three schemes and at the same time the performance of SSC-B approaches
that of SSC-A from that of SSC-C.

2. Switching rate comparison: The execution of switching branches will not only consume power, but
also reduce the data throughput in a transmit switched diversity configuration [29]. As such, reducing
the rate of switches and eliminating unnecessary switches is of great importance, especially for mobile
terminals with limited battery lifetime. The trade-off of switching rate and performance between three
SSC strategies is fundamental in the design process. Therefore, we now accurately quantify the switching
rate for the three SSC strategies.

With the Markov chain built for three SSC strategies, we can easily compute their average switching
rates. More specifically, since for SSC-A branch switching occurs with a probability of 1 if the receiver is
in States 1 and 3, the probability of switching at any guard period, P a

s , is given by

P a
s =

2q1q2

q1 + q2
(17.24)

where qi is defined in Equation 17.5 for i = 1, 2. Similarly, the switching probabilities for SSC-B, P b
s , and

for SSC-C, P c
s , are given by

P b
s =

2q1(1− q1) q2(1− q2)

(q1 + q2)(1+ q1q2 + q12)− (q1 + q2)2 − 2q1q2q12
(17.25)

and

P c
s =

2q1(1− q1)q2(1− q2)

q1(1− q1)+ q2(1− q2)
(17.26)

respectively. Correspondingly, given the frequency of guard period 1/T , the switching rate can be easily
obtained as Ps/T .

Figure 17.5 compares the switching rates of the three combining strategies over independent Nakagami
branches. It can be seen that as switching threshold γT increases, the switching rate of SSC-A monotonely
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FIGURE 17.5 Switching rate for three SSC schemes over independent Nakagami branches as a function of common
switching threshold, γT , with γ̄1 = 8 dB and γ̄2 = 12 dB.
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TABLE 17.3 Average BER and Switching Rate of Three SSC
Schemes in Rayleigh Fading While Using the Optimal
Switching Threshold (γ̄1 = 8 and γ̄2 = 12 dB)

SSC-A SSC-B SSC-C

Optimal switching threshold, in dB 2.65 2.07 1.28
Average BER 0.0058 0.0062 0.0083
Switching rate 0.1530 0.1317 0.1007

increases, whereas those of SSC-B and SSC-C will decrease after reaching their corresponding maximum
values. Note that SSC-C always gives the smallest switching rate among all three SSC schemes, as expected.
Note also that as the Nakagami parameter m increases, the switching rate for all schemes decreases for the
low and moderate choices of switching thresholds.

It is also of interest to see how much the switching rates of three SSC schemes differ when the optimal
switching thresholds in terms of minimizing the average BER are used. For this purpose, in Table 17.3, we
present the BERs and switching rates of three SSC schemes while using the optimal switching threshold
over Rayleigh fading branches. As we can see, the performance advantage of SSC-A comes at the cost of
higher power consumption even with the optimal switching threshold.

17.4 Multibranch Switched Diversity

In this section, we consider low-complexity combining schemes for L -branch diversity systems. The
generalization of SC to the L -branch scenario is straightforward. The receiver now needs to select the best
branch among all L available ones. As a result, although only one branch will be used for data reception,
the receiver with SC needs to estimate all L diversity paths and perform L − 1 comparisons in each guard
period before reaching the combining decision.

Noting that the complexity savings of dual SSC schemes over SC are less channel estimation and fewer and
simpler comparisons, we consider the operation and performance of switching-based combining schemes
in an L -branch scenario in this section [16]. After proving that SSC does not benefit from additional
diversity paths, we focus on the performance analysis of switch and examine combining. In particular, the
closed-form expressions for the CDF, PDF, and MGF of the SEC combiner output are derived and applied
to its performance analysis over various fading models of interest.

17.4.1 L -Branch SSC

While all three SSC schemes can be used in an L -branch scenario, we only consider the operation and
performance of SSC-A in the following presentation. As we will see, the observations obtained in this
section apply to all three SSC schemes.

We assume that the receiver can cyclically switch between the L antenna branches. Branch switching
occurs only when the received signal power of the currently used branch is below the switching threshold
sT ,1 and as such, this branch becomes unacceptable. With SSC, the receiver settles on the next antenna
branch no matter what the channel condition corresponding to that branch is. The mode of operation of
the SSC scheme can be described mathematically by the sequence S(n) given by

S(n) = si (n) iff

⎧⎨
⎩

S(n − 1) = si (n − 1) and si (n) ≥ sT

or
S(n − 1) = s((i−1))L (n − 1) and s((i−1))L (n) < sT

(17.27)

1For simplicity, we now use the same switching threshold for all diversity paths.
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FIGURE 17.6 Outage probability (or equivalently the CDF) of SSC for three scenarios with identical Rayleigh
branches (	i = 0 dB, i = 0, . . . , L−1): (a) L = 3, ρ0,1= 0.795, ρ1,2= 0.795, ρ2,0= 0.605; (b) L = 2, ρ0,1= ρ1,0= 0.605;
(c) L = 2, ρ0,1= ρ1,0= 0.795.

where i = 0, . . . , L−1 and ((i−1))L denotes the i−1 modulo L th branch, e.g., if L = 4, then ((2−3))L = 3
and ((3+1))L = 0. As we can see, since during each guard period, at most two diversity paths are involved
in the diversity combining decision, all SSC schemes cannot benefit from additional diversity paths. In
particular, if the diversity branches are equi-correlated and identically distributed, L -branch SSC has
the exact same performance as dual-branch SSC. These observations can be further illustrated with the
following numerical examples.

Figure 17.6 shows the outage probability (or equivalently the CDF) of the signal power at an SSC
output for three different scenarios over identical Rayleigh faded branches. The first scenario corresponds
to the three-branch case with cross-correlation between successive branches equal to 0.795, 0.795, and
0.605, which corresponds to the three-element linear antenna array studied in [30]. The second scenario
corresponds to the dual-branch case with a branch correlation of0.605, while the third scenario corresponds
to the dual-branch case with a branch correlation of 0.795. As can be seen by comparing these three
scenarios, SSC with three correlated branches is worse than SSC with two slightly correlated branches but
better than SSC with two highly correlated branches.

Figure 17.7 shows the outage probability (or equivalently the CDF) of the signal power at SSC output
for three different scenarios over independent Rayleigh fading. The first scenario corresponds to the three-
branch case with local means of−3, 0, and 3 dB. The second scenario corresponds to the dual-branch case
with local means of 0 and 3 dB, while the third scenario corresponds to the dual-branch case with local
means of −3 and 0 dB. It is observed that SSC with three branches is worse than SSC with the two best
branches of the three but better than SSC with the two worst branches of the three.

17.4.2 L -Branch SEC

It is because the receiver simply stays on the switch-to branch irrespective of its quality that SSC cannot bene-
fit from additional diversity paths. In this section, we consider another switching-based combining scheme,
namely, switch and examine combining, and investigate its operation and performance over the generalized
fading channel. We show that unlike SSC, SEC can indeed benefit from additional diversity paths.
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FIGURE 17.7 Outage probability (or equivalently the CDF) of SSC and SEC with two and three independent Rayleigh
branches: (a) SSC with L = 3, 	0 = −3 dB, 	1 = 0 dB, 	2 = 3 dB; (b) SSC/SEC with L = 2, 	0 = 0 dB, 	1 = 3
dB; (c) SSC/SEC with L = 2, 	0 = 0 dB, 	1 = −3 dB; (d) SEC with L = 3, 	0 = −3 dB, 	1 = 0 dB, 	2 = 3 dB.

1. Mode of operation: Similar to the SSC case, the receiver with SEC cyclically switches between the
L antenna branches. Branch switching occurs only when the received signal power of the currently used
branch is below the threshold sT , and as such, this branch becomes unacceptable. Unlike SSC, the receiver
examines the received signal power of the switch-to branch and switches again if it is not acceptable. The
receiver will repeat this process until either it finds an acceptable branch or all L antenna branches have
been examined. In the latter case, it uses the last examined antenna branch for the data reception.

Mathematically, the SEC scheme mode of operation can be described by the sequence S(n) given by

S(n) = si (n)iff

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

S(n − 1) = si (n − 1) and si (n) ≥ sT

or

S(n − 1) = si (n − 1) and sk(n) < sT , k = 0, . . . , L − 1

or

S(n − 1) = s((i−1))L (n − 1) and

s((i−1))L (n) < sT and si (n) ≥ sT

...

or

S(n − 1) = s((i− j ))L (n − 1) and

s((i− j+k))L (n) < sT , k = 0, . . . , j − 1, and si (n) ≥ sT

...

or

S(n − 1) = s((i+1))L (n − 1) and

s((i+1+k))L (n) < sT , k = 0, . . . , L − 2, and si (n) ≥ sT

(17.28)

where i = 0, . . . , L − 1. As we can see, SEC is actually a generalization of SSC-A. However, the same
generalization cannot be applied to SSC-B and SSC-C due to the causality problem.
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2. Statistics of combiner output: We now assume that the L diversity paths are independent but not
necessarily identically faded. Since the events that antenna i is used for transmission during time interval
n, i.e., S(n) = si (n), i = 0, . . . , L − 1, are mutually exclusive, the CDF of the received signal power after
L -branch SEC diversity reception, PS (·), can be written as

PS (x)= Pr[S(n) ≤ x]

=
L−1∑
i=0

Pr[S(n) = si (n) and si (n) ≤ x] (17.29)

Applying Equation 17.28, the summand in Equation 17.29 can be shown to be given by

Pr[S(n) = si (n) and si (n) ≤ x] =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pr[S(n − 1) = si (n − 1)] Pr[s((i−1−k))L (n) < sT ,

k = 0, . . . , L − 2 and si (n) ≤ x], x < sT

Pr[S(n − 1) = si (n − 1)] Pr[sT ≤ si (n) ≤ x]

+Pr[S(n − 1) = si (n − 1)] Pr[sk(n) < sT , k = 0, . . . , L − 1]

+∑L−1
j=1 Pr[S(n − 1) = s((i− j ))L (n − 1)] Pr[s((i− j+k))L (n) < sT ,

k = 0, . . . , j − 1 and sT ≤ si (n) ≤ x], x ≥ sT

(17.30)

After substituting Equation 17.30 into Equation 17.29 and some manipulations with the help of indepen-
dent branch assumption, we obtain the CDF of SEC combiner output as

PS (x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∑L−1
i=0 πi Pi (x)

∏L−1
k=0,k �=i Pk(sT ), x < sT∑L−1

i=0

{
πi
∏L

k=1 Pk(sT )

+∑L−1
j=0 π((i− j ))L [Pi (x)− Pi (sT )]

∏ j−1
k=0 P((i− j+k))L (sT )

}
, x ≥ sT

(17.31)

where πi is the probability that the receiver uses the i th antenna. It can be obtained as the stationary
distribution of an L -state Markov chain whose transition probability matrix entries are

P i, j =

⎧⎪⎪⎨
⎪⎪⎩

1− Pi (sT )+∏L−1
k=0 Pk(sT ), i = j

[1− P j (sT )]
∏ j−1

k=i Pk(sT ), i < j

[1− P j (sT )]
∏L−1

k=i Pk(sT )
∏ j

k=0 Pk(sT ), j < i

(17.32)

where i, j = 0, . . . , L − 1. It can be shown, by solving Equation 17.8 while using Equation 17.32 for P ,
that the πi values are given by

πi =
[

L−1∑
j=0

(
PL−1(sT )(1− P j (sT ))

P j (sT )(1− PL−1(sT ))

)]−1
PL−1(sT )(1− Pi (sT ))

Pi (sT )(1− PL−1(sT ))
(17.33)

Correspondingly, the PDF and MGF of the combiner output of SEC can be obtained as

pS (x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∑L−1
i=0 πi

[∏L−1
k=0,k �=i Pk(sT )

]
pi (x), x < sT∑L−1

i=0

[∑L−1
j=0 π((i− j ))L

×∏ j−1
k=0 P((i− j+k))L (sT )

]
pi (x), x ≥ sT

(17.34)
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and

MS (t)=
L∑

i=1

[
πi

(
L−1∏

k=0,k �=i

Pk(sT )

)
Mi (t)

+
L−2∑
j=0

π((i− j ))L

j−1∏
k=0

P((i− j+k))L (sT ) ×
∫ ∞

sT

etx pi (x)dx

]
(17.35)

respectively, where pi (·) and Mi (·) are the PDF and MGF of the i th branch, respectively, as given in
Table 17.1 for various fading scenarios.

Figure 17.7 compares the outage probability of SSC and SEC over independent but not identically
distributed Rayleigh branches. Comparing curves (a) and (d), we can see that with three branches, SEC
clearly outperforms SSC, especially for the low values of the outage threshold. Since dual-branch SSC
and dual-branch SEC have exactly the same performance by intuition, curves (b) and (c), also show the
performance of dual-branch SEC. Consequently, comparing curves (b), (c), and (d), we can conclude
that SEC will always benefit from increasing the number of available branches, and this performance gain
depends essentially on the fading statistics of the additional branches.

3. Error performance of SEC: In this section, we illustrate the usefulness of the results derived in previous
sections by specializing and applying them to the error performance evaluation of SEC. As noted in the
previous section, with the MGF of the combiner output obtained for SEC, we can now evaluate the average
bit and symbol error rates of different modulation schemes with SEC over various fading scenarios using
the MGF-based approach [28]. For most of the cases, a single finite-interval integration suffices for direct
computation of the desired average error rate.

In Figure 17.8, we plot the average BER of BPSK with SEC over i.i.d. Rayleigh fading paths vs. the switching
threshold. As we can see, increasing L improves the performance of SEC for moderate choice of switching
threshold. We also notice that there exist optimal choices of the switching threshold for different values of
L . Intuitively, if the switching threshold is very small compared to the average SNR, the current branch will
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FIGURE 17.8 Average BER of BPSK with SEC over L i.i.d. Rayleigh branches as a function of switching threshold
γT with γ̄ = 20 dB.
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FIGURE 17.9 Average BER of BPSK with SEC over L i.i.d. Rayleigh branches as a function of average SNR γ̄ with
optimal γT .

always be acceptable. Thus, the SEC combiner uses one branch most of the time. As a result, the additional
branches cannot contribute. If the switching is very high in comparison with the average SNR, all branches
will be unacceptable. Thus, the additional branches will not be able to provide improvements either.

Figure 17.9 shows the average BER of BPSK with SEC over i.i.d. Rayleigh fading with optimal switching
threshold. The optimal switching thresholds are obtained through numerically minimizing Equation 17.21

0 5 10 15 20 25 30

Average SNR, dB

A
ve

ra
ge

 E
rr

or
 P

ro
ba

bi
lit

y

L = 4 

L = 2 

SSC
SEC
SC
MRC

10−6

10−5

10−4

10−3

10−2

10−1

100

FIGURE 17.10 Comparison of the error performance for 8-PSK of SSC, SEC, SC, and MRC over i.i.d. Rayleigh fading
branches with L = 2 and L = 4.
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while using Equation 17.35 for a given average SNR value. It is clearly observed that, with optimal choice
of switching threshold γT , the BER performance will benefit from increasing L over all regions of average
SNR. As an additional numerical example, Figure 17.10 compares the error performances for 8-PSK of
SSC, SEC, SC, and MRC over i.i.d. Rayleigh fading branches with L = 2 and L = 4. Note that as L
increases, the error performance of SEC improves while that of SSC remains the same, which again shows
that the error performance of SSC will not benefit from additional branches. It can also be seen that both
SSC and SEC lead to higher error probability than MRC and SC, as expected, and that the performance
gap between SEC and MRC becomes larger as L increases.

17.5 Generalized Switch and Examine Combining (GSEC)

In this section, based on our results from the previous sections, we propose and study a new low-complexity
combining scheme for diversity-rich environments [22]. This new scheme, termed generalized switch and
examine combining (GSEC), extends the notion of SEC studied in previous section to multi-input-multi-
output scenarios and then cascades it with a traditional MRC combiner. In particular, we study the operation
and performance of GSEC over i.i.d. Rayleigh fading paths. We also provide a thorough trade-off study of
performance and complexity between GSEC and GSC.

17.5.1 Mode of Operation of GSEC

Figure 17.11 shows the block diagram of the GSEC combiner. The signal replicas received over L diversity
paths with SNR γi , i = 1, . . . , L , are fed into an L -input-L c -output SEC (L c/L SEC) combiner. During
each guard period, the L c/L SEC combiner selects L c different paths out of the total L ones as per
the rule discussed next. The L c output signals of the L c/L SEC combiner, whose SNRs are denoted by
s j , j = 1, . . . , L c , are then combined in the fashion of traditional MRC and applied to an appropriate
demodulator/detector. Therefore, the overall combiner output SNR, �, is given by

� =
L c∑

j=1

s j (17.36)

When L c = L , we have

� =
L∑

j=1

s j =
L∑

j=1

γ j (17.37)
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FIGURE 17.11 Structure of a GSEC combiner.
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FIGURE 17.12 Sample operation of the L c/L SEC combiner.

and thus the overall combiner is equivalent to a traditional MRC combiner, whereas when L c = 1, it
becomes the SEC combiner, which was studied in the previous section.

During each guard period, the L c/L SEC combiner tries to connect acceptable diversity paths to the
MRC inputs by examining as many paths as necessary and possible. Since the diversity paths are assumed
to be identically faded, they can be examined in any order without preference. To reduce unnecessary path
switches and save power, it is better to examine the quality of those diversity paths to which the MRC inputs
are currently connected. For each unacceptable path, i.e., whose instantaneous SNR is below a preselected
fixed threshold, denoted by γT , the combiner tries to replace it with an acceptable path by switching and
examining the other L − L c diversity paths. If an acceptable one is found, the combiner connects the
corresponding MRC input to this path and the examining for the next unacceptable path starts from the
next available path in succession. If no acceptable path can be found, the combiner uses the last available
diversity path for the current MRC input and stops examining the quality of the other MRC inputs.

As an example, Figure 17.12 shows a sample path update process of an SEC combiner with L = 5 and
L c = 2. Before the process starts, we have s1 = γ2 and s2 = γ3. We assume that the instantaneous SNRs
of every diversity path satisfy γ1 < γT , γ2 < γT , γ3 < γT , γ4 > γT , and γ5 < γT . The combiner will first
examine γ2. Since γ2 < γT , the combiner will then check γ4. Now that diversity path 4 is acceptable, the
combiner sets s1 = γ4. The combiner then examines γ3. Since γ3 < γT , the combiner then checks γ5. After
finding that path 5 is not acceptable, the combiner uses the last available diversity path for current MRC
input, i.e., it sets s2 = γ1.

17.5.2 MGF of Combiner Output

Based on the mode of operation of L c/L SEC, we note that the number of s j in the summation in
Equation 17.36 that are greater than or equal to the threshold γT take only values from 0 to L c . Since they
are mutually exclusive and disjoint events, we can apply the total probability theorem and write the MGF
of combiner output � in the following weighted sum form:

M�(t) =
L c∑

i=0

πi Mi
�(t) (17.38)

where Mi
�(·) is the MGF of � corresponding to the event that exactly i out of L c s j values in the summation

of Equation 17.36 are greater than or equal to γT , and πi is the probability that there are exactly isj values
in the summation of Equation 17.36 that are greater than or equal to γT .
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Mathematically speaking, πi is given by

πi = Pr[s j ≥ γT , for exact i j ′s ∈ {1, 2, . . . , L c }] (17.39)

Equivalently, based on the mode of operation of L c/L SEC, Equation 17.39 can be rewritten in terms of
the SNR of L diversity paths, γ , as

πi =
{

Pr[γ j ≥ γT , for exact i j ′s ∈ {1, 2, . . . , L }], i = 0, . . . , L c − 1

Pr[γ j ≥ γT , for more than i − 1 j ′s ∈ {1, 2, . . . , L }], i = L c

(17.40)

Noting that the diversity paths are assumed to be i.i.d. faded, it is not difficult to show that the πi values
are given by

πi =

⎧⎪⎪⎨
⎪⎪⎩

(
L
i

)
[Pγ (γT )]L−i [1− Pγ (γT )]i , i = 0, · · · , L c − 1

∑L
j=L c

(
L
j

)
[Pγ (γT )]L− j [1− Pγ (γT )] j , i = L c

(17.41)

where Pγ (·) is the CDF of the received SNR, which is common to all diversity paths and given in Table 17.1
for the three fading models under consideration.

To derive the expression of Mi
�(·), let us first consider the conditional PDF, p+s (·), of si given that si is

greater than or equal to γT . This conditional PDF can be shown to be given by

p+s (x) = pγ (x)

1− Pγ (γT )
, x ≥ γT (17.42)

where pγ (·) is the PDF of the received SNR, which is again common to all diversity paths and given in
Table 17.1. Correspondingly, the conditional MGF, M+

s (·), of si given that si is greater than or equal to γT

is given by

M+
s (t)=

∫ +∞

−∞
p+s (x) etx dx

= 1

1− Pγ (γT )

∫ +∞

γT

pγ (x) etx dx (17.43)

Similarly, it can be shown that the conditional MGF, M−
s (·), of si given that si is less than γT is given by

M−
s (t) = 1

Pγ (γT )

∫ γT

0

pγ (x) etx dx (17.44)

Since the diversity paths are assumed to be independently faded, we can obtain Mi
�(·) as

Mi
�(t) = [M+

s (t)]i [M−
s (t)]L c−i (17.45)

Finally, after substituting Equation 17.41 and Equation 17.45 into Equation 17.38, the generic expression
for the MGF of the overall combiner output S is given by

M�(t)=
L c−1∑
i=0

(
L
i

)
[Pγ (γT )]L−i [1− Pγ (γT )]i [M+

s (t)]i [M−
s (t)]L c−i

+
L∑

j=L c

(
L
j

)
[Pγ (γT )]L− j [1− Pγ (γT )] j [M+

s (t)]L c (17.46)

Both Equation 17.43 and Equation 17.44 are available in closed form for the fading model under considera-
tion. Their expressions are summarized in Table 17.4 for convenience. Thus, we have obtained closed-form

Copyright © 2005 by CRC Press LLC



TABLE 17.4 Conditional MGF M+
s (t) and M−

s (t) for the Three Fading Models under Consideration

Model Rayleigh Rice Nakagami-m

M+
s (t) 1

1−tγ̄ etγT 1+ K
1+ K−tγ̄ e

tγ̄ K
1+ K−tγ̄

Q1

(√
2K (1+ K )
1+ K−tγ̄ ,

√
2(1+ K−tγ̄ )

γT
γ̄

)
Q1

(√
2K ,
√

2(1+ K )
γT
γ̄

) (
1− tγ̄

m

)−m �

(
m,

mγT
γ̄ −tγT

)
�

(
m,

mγT
γ̄

)

M−
s (t) 1

1−tγ̄
1−e

tγT−
γT
γ̄

1−e
− γT

γ̄

1+ K
1+ K−tγ̄ e

tγ̄ K
1+ K−tγ̄

1−Q1

(√
2K (1+ K )
1+ K−tγ̄ ,

√
2(1+ K−tγ̄ )

γT
γ̄

)
1−Q1

(√
2K ,
√

2(1+ K )
γT
γ̄

) (
1− tγ̄

m

)−m 1−�

(
m,

mγT
γ̄ −tγT

)
1−�

(
m,

mγT
γ̄

)

expressions of the MGF of combined SNR � with GSEC over generalized fading channels. When L c = L ,
it can be shown, with the help of the following relationship,

[1− Pγ (γT )]M+
s (t)+ Pγ (γT )M−

s (t) = Mγ (t) (17.47)

where Mγ (·) is the common MGF of the received SNR, that Equation 17.46 reduces to [Mγ (t)]L , i.e., the
GSEC combiner is equivalent to an L -branch MRC combiner, as one might expect. It can also be shown
that when L c = 1, Equation 17.46 simplifies to the MGF of the output SNR of a traditional L -branch SEC
combiner [16, Equation 35].

17.5.3 Application to Performance Analysis

In this section, capitalizing on the MGF of the overall combiner output � derived in the previous section,
we analyze the performance of GSEC over fading channels in terms of the outage probability and average
error probability.

1. Outage probability: For GSEC, outage probability, Pout, can be computed by evaluating the CDF of �

atγth. While it is very difficult, if not impossible, to obtain the CDF of� in an elegant or tractable closed form
for Nakagami and Rician fading cases, we obtain the outage probability of GSEC over i.i.d. Rayleigh fading as

Pout =
L c−1∑
i=0

(
L
i

)[
1− exp

(
−γT

γ̄

)]L−L c

×
min[L c ,� γth

γT
�]−i∑

j=0

(
L c − i

j

)
(−1) j exp

(
− (i + j )γT

γ̄

)

×
[

1− exp

(
−γth − (i + j ) γT

γ̄

) L c−1∑
k=0

1

k!

(
γth − (i + j ) γT

γ̄

)k
]

+ IL c γT (γth)
L∑

j=L c

(
L
j

)[
1− exp

(
−γT

γ̄

)]L− j

exp

(
− jγT

γ̄

)

×
[

1− exp

(
−γth − L c γT

γ̄

) L c−1∑
k=0

1

k!

(
γth − L c γT

γ̄

)k
]

(17.48)

where IL c γT (x) is an indicator function, which is equal to 1 if x ≥ L c γT and zero otherwise.
For the case of γT = 0, noting that 1 − exp(− γT

γ̄
) = 0 and IL c γT (γth) = 1, it can be easily shown that

Equation 17.48 simplifies to

Pout = 1− exp

(
−γth

γ̄

) L c−1∑
k=0

1

k!

(
γth

γ̄

)k

(17.49)

which is the outage probability of MRC with L c i.i.d. Rayleigh fading paths [31, Equation 6.69].
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FIGURE 17.13 Outage probability of GSEC with L = 4 for different L c as a function of the normalized outage
threshold γth/γ̄ (γT/γ̄ = 0 dB).

It is also of interest to consider the case of γth < γT . Note that in this case � γth

γT
� = 0 and IL c γT (γth) = 0.

As such, only the term corresponding to i = j = 0 of the double summation in Equation 17.48 will survive.
The outage probability expression now becomes

Pout =
[

1− exp

(
−γT

γ̄

)]L−L c

(17.50)

×
[

1− exp

(
−γth

γ̄

) L c−1∑
k=0

1

k!

(
γth

γ̄

)k
]

If, in addition, γT = +∞, Equation 17.50 reduces to Equation 17.49, giving the outage probability of an
L c -branch MRC, as expected.

Figure 17.13 shows the outage performance of GSEC over i.i.d. Rayleigh fading. It can be observed that
with L fixed to 4 and L c increasing from 1 to 4, the outage performance improves but with diminishing
gains. Actually, the outage probability of GSEC in this case decreases from the outage probability for a
four-branch SEC [16] when L c = 1 to the outage probability for a four-branch MRC when L c = L = 4,
as expected.

2. Average error probability: Using the closed-form expression for the MGF of the combiner output
SNR obtained in the previous section, we can evaluate the average bit and symbol error rates of different
modulation schemes with GSEC over various fading scenarios by following the MGF-based approach
[28].

Figure 17.14 plots the average bit error probability of BPSK with GSEC as a function of the switching
threshold for L = 4 and different values of L c . It can be observed that there exists an optimal choice of
the switching threshold in the minimum average error probability sense except for the L c = 4 case, which
corresponds to a traditional four-branch MRC. The reason for this is that when the switching threshold is
too high or too low, there is no diversity benefit from the SEC combiner. The combiner becomes equivalent
to an L c -branch GSC. Note also that the performance advantage of optimal threshold diminishes as L c
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FIGURE 17.14 Average BER of BPSK with GSEC over L = 4 i.i.d. Rayleigh fading paths as a function of the common
switching threshold γT (γ̄ = 3 dB).

increases. Figure 17.15 compares the error performance of GSEC with optimal switching threshold and
GSC. The optimal switching thresholds are obtained through numerically minimizing Equation 17.21
while using Equation 17.46 for a given average SNR value. It can be easily observed that the simplicity
of GSEC over GSC comes at the cost of a certain performance loss. As an additional numerical example,
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FIGURE 17.15 Comparison of the error performance of GSEC with optimal switching threshold and GSC over i.i.d.
Rayleigh fading with L = 4.
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Figure 17.16 shows the error performance of GSEC in a diversity-rich environment with L = 12 available
diversity paths. It can be seen that beyond L c = 6, the performance gain is not that significant. This
implies that GSEC can take advantage of the large number of diversity paths available by approaching the
performance of traditional MRC while remaining with a relative lower complexity compared to competing
combining schemes such as GSC.

17.5.4 Complexity Savings over GSC

In comparison with GSC, GSEC not only comes with simpler comparison circuitry and no need for full
ranking of all diversity paths, but also requires fewer comparisons and less channel estimates on average. In
particular, based on the operation of GSEC, we can observe that the receiver using GSEC needs to perform
at most L comparisons between the channel estimates and the threshold during each guard period, whereas
for GSC, to select the best L c paths, the receiver needs to perform approximately L c × L comparisons, all
of which are between the channel estimates. Note also that unlike GSC where all paths are estimated in
one shot, the path examination of GSEC is performed only if necessary. If the first L c examined path is
acceptable, the receiver will not estimate the other diversity paths. In this section, we calculate the average
number of channel estimates of GSEC, N, during a guard period. This study allows a thorough comparison
between GSEC and GSC.

Note that because of MRC combining, the receiver needs to estimate at least L c diversity paths. In the
case that there are less than L c acceptable paths among the total L ones, based on the mode of operation of
GSEC, whenever the receiver encounters L − L c unacceptable paths, it will apply MRC to the remaining
paths, which necessitates the estimation of all available diversity paths. As a result, in this case, the receiver
needs to estimate all L available diversity paths. It is not difficult to show that the probability that there
are less than L c acceptable paths is given by

PB =
L∑

L−L c+1

(
L
k

)
[Pγ (γT )]L−k[1− Pγ (γT )]k (17.51)
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On the other hand, if there are at least L c acceptable diversity paths, based on the mode of operation of
GSEC, the combiner will stop examining paths whenever it has found L c acceptable ones. In this case, the
number of channel estimates during a guard period takes values from L c to L . Note that the probability
that k channel estimates are performed in a guard period, denoted by P (k)

A , is equal to the probability that
the L c th acceptable path is the kth path examined, or equivalently, exactly k − L c ones of the first k − 1
examined paths are unacceptable, whereas the kth examined path is acceptable. It can be shown, with the
assumption of i.i.d. diversity paths, that P (k)

A is mathematically given by

P (k)
A =

(
k − 1

k − L c

)
[1− Pγ (γT )]L c [Pγ (γT )]k−L c (17.52)

Finally, by combining these two cases, we obtain the expression for the overall average number of channel
estimates needed by GSEC during a guard period:

N =
L∑
L c

k P (k)
A + L PB

=
L∑

k=L c

k [1− Pγ (γT )]L c

(
k − 1

k − L c

)
[Pγ (γT )]k−L c

+ L
L∑

L−L c+1

(
L
k

)
[Pγ (γT )]L−k[1− Pγ (γT )]k (17.53)

In the case of γT = 0, since Pγ (γT ) = 0, it can be shown that N = L c , as expected. On the other hand,
when γT →∞ and thus Pγ (γT ) = 1, it can be similarly shown that N = L , also as expected.

The result in Equation 17.53 is very general and applies to different fading scenarios of interest by
substituting the appropriate CDF given in Table 17.1. Figure 17.17 plots the average number of path
estimates of GSEC with L = 4 as a function of the switching threshold for the Rayleigh fading case. As
we can see, as the switching threshold γT increases, the number of path estimates N increases from L c
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to L . Intuitively, that is because if the threshold is large, it becomes more difficult for the receiver to find
acceptable paths, and as such, more paths need to be estimated. We also marked the optimal operating
points for GSEC in terms of minimizing the average error rate, which were read from Figure 17.14. Note
that even for the best performance, GSEC does not need to estimate all the diversity paths, whereas for
GSC, all L diversity paths need to be estimated in each guard period.

17.6 Further Remarks

Switched diversity offers one of the lowest-complexity solutions to mitigating the fading effect in wireless
communications systems. It is observed that compared to the more popular selection-based combining
schemes, switching-based combining schemes lead to a simpler receiver structure, less signal processing,
and lower power consumption at the cost of a certain performance loss. Related works on switched
diversity also show that it is applicable to both the transmitter and receiver sides [16] and that it can be
implemented in both predetection and postdetection fashions [32]. Switched diversity schemes can also
provide considerable performance improvement in the presence of co-channel interference [33].
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18.1 Introduction

Future wireless communications promise to offer a variety of multimedia services that require reliable
transmission at high data rates. Foschini and Gans [12] have demonstrated the enormous capacity potential
gain of wireless communication systems with antenna arrays at both the transmitter and receiver. In order
to achieve the promised high data rates over frequency selective multiple-input multiple-output (MIMO)
channels, such as mobile radio channels, the receiver has to combat both intersymbol interference (ISI)
and spatial interference (between antennas) by using an equalizer.

It is well known that the best performance in terms of error rate can be achieved through trellis
equalization based on maximum likelihood sequence estimation (MLSE) or symbol-by-symbol maximum
a posteriori probability (MAP) estimation [1]. However, the complexity of these methods is proportional to
the number of states of the trellis that grow exponentially with the product of the channel memory and the
number of transmit antennas [3]. When the channel memory becomes large and high-order constellations
are used, the algorithms become impractical. Therefore, it is interesting to develop reduced-complexity
algorithms without significant degradation in performance.
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In this chapter, we will present two families of suboptimum equalizers achieving a good complex-
ity/performance trade-off:

� Block linear and decision-feedback equalizers with a zero-forcing (ZF) or minimum mean square
error (MMSE) optimization criterion [15]. These equalizers were first proposed for multiuser
code-division multiple-access (CDMA) block transmission systems to jointly detect the different
users [14]. In view of the analogy between the CDMA systems and multiple-antenna systems, these
equalizers can be easily adapted to the multiple-antenna case.

� List-type equalizers, which are suboptimum versions of the Viterbi equalizer (generalized Viterbi
algorithm [13]) or the MAP equalizer (list-type MAP equalizer [20]) based on state reduction and
per survivor processing (PSP). The trellis has a reduced number of states taking into account a
reduced number of taps of the channel. The remaining intersymbol and co-channel interference
is cancelled by internal per survivor processing, as done in a classical decision-feedback equalizer
(DFE) [10][13][17]. In order to avoid error propagation, more than one survivor is retained per
state (a list of S survivors, S > 1) [13]. However, these equalizers still suffer from error propagation,
especially when the channel is not minimum phase. To induce the performance of these equalizers,
it is desirable to use a receiver filter that concentrates the channel energy on its first taps. In the
scalar case, this is easily achieved by using a minimum phase factorization of the channel. This
approach is extended in [23] to the MIMO case using a whitened matched filter (WMF), which
makes the channel ‘minimum phase’ and keeps the noise white. Simulation results show that the
use of the WMF yields significant improvement, particularly over severe channels.

We will give simulation results corresponding to these two families of equalizers and compare their
performances and complexities of implementation.

Content: This chapter is organized as follows. Section 18.2 describes the frequency-selective MIMO
channel model. Section 18.3 presents the block linear equalizers (BLEs) and block decision-feedback equal-
izers (BDFEs). Section 18.4 deals with the list-type equalizers. Section 18.5 describes the multidimensional
WMF and gives simulation results for the list-type MAP equalizer prefiltered by the WMF. And Section
18.6 draws a comparison between the block equalizers and the prefiltered list-type MAP equalizer.

Notations: Throughout this chapter, scalars and matrices are lower and uppercase, respectively, and
vectors are underlined lowercase. The symbols (.)T , (.)H , and (.)−1 denote transposition, transconjugation,
and inversion, respectively. Moreover, Trace(A) denotes the trace of matrix A and E (.) denotes the expected
value operator. The n × n identity matrix is denoted by In. Finally, �x� denotes the highest integer not
bigger than x .

18.2 Frequency-Selective MIMO Channel Model

18.2.1 General Framework

Due to multipath propagation and time dispersion, the wireless MIMO channel we consider is a frequency-
selective fading channel from each transmit antenna to each receive antenna. The number of transmit an-
tennas is denoted by N and the number of receive antennas is denoted by M. The antennas are separated far
enough apart to provide independent channels from each transmit to each receive antenna. Each channel
is modeled as Rayleigh fading with a memory of L symbols (see below). The memory L is considered to
be the same for all channels. Actually, if the transmit antennas are located at the same base station, the
assumption can be justified by the fact that the number of multipath components with different delays
is dictated by large structures and reflecting objects [2]. Foschini and Gans [12] have demonstrated the
enormous capacity potential gain of wireless MIMO systems. Many approaches have been studied in order
to exploit this capacity [5]. The information theory shows that with N transmit antennas and M receive
antennas (N ≤ M), N independent data streams have to be transmitted simultaneously in order to achieve
the channel capacity. This is the principle of spatial multiplexing. A system following this approach is the
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Bell Labs layered space–time (BLAST) architecture proposed in [11]. Another approach consists in using
transmit diversity. Instead of transmitting independent data streams, the same information is transmit-
ted in a judicious way simultaneously by the transmit antennas. This is the idea of the space–time codes
proposed in [25][26] by Tarokh et al. In this chapter, we consider a system based on spatial multiplexing.
As shown in Figure 18.1, the input information bit sequence is first demultiplexed into N streams that are
mapped to PSK/QAM (phase shift keying/quadrature amplitude modulation) symbols and transmitted
simultaneously by the N transmitting antennas. The same modulation constellation with size Q is used for
each stream. Thus, log2(Q) information bits are mapped into one Q-ary symbol. We assume that transmis-
sions are organized into bursts of T symbols. The channel is supposed to be invariant during a burst and to
change independently from burst to burst. This assumption is reasonable for a mobile system like the Global
System for Mobile Communications (GSM), which employs frequency hopping. Furthermore, we assume
in this chapter that the channel is unknown to the transmitter and perfectly known at the receiver. Channel
knowledge at the receiver can be obtained by sending training sequences and estimating the channel.

The received baseband signal sampled at the symbol rate at antenna j at time k is a linear combination
of the N transmitted signals perturbed by noise:

r ( j )
k =

N−1∑
i=0

L−1∑
l=0

hi, j (l)d (i)
k−l + n( j )

k , 0 ≤ j ≤ M − 1 (18.1)

In this expression, n( j )
k are modeled as independent samples of a zero-mean white complex Gaussian noise

with variance σ 2 = N0 and hi, j (l) is the l th tap gain from transmit antenna i to receive antenna j . The
tap gains hi, j (l) are modeled as independent complex Gaussian random variables with zero mean and

variance σ 2
h (l). We assume that

∑L−1
l=0 σ 2

h (l) = 1.

Let dk = (d (0)
k , . . . , d (N−1)

k )T be the N-long vector of modulated symbols transmitted from the N trans-
mitting antennas at time k and nk = (n(0)

k , . . . , n(M−1)
k )T be the M-long noise vector at the M receiving

antennas.
The output of the channel is the M-long vector r k = (r (0)

k , . . . , r (M−1)
k )T with Z-transform:

r (z) = H(z)d(z)+ n(z) (18.2)

where H(z) =∑L−1
l=0 H(l)z−l and (H(l)) j,i = hi, j (l).

The problem we address is then to recover the information bits from the noisy observation r (z).

18.2.2 Simulation Framework

In our simulations, we focus on a MIMO system with two transmit antennas and two receive antennas.
We use a frequency-selective fading channel with memory L = 5. The channel is considered to be time
invariant during the transmission of a burst of T = 512 information bits and changes independently from
burst to burst. We assume that the channel is perfectly known at the receiver. We consider three types of
frequency-selective channels described by the standard deviation of the Rayleigh distribution of their taps:

Channel 1: σ h = (0.227; 0.460; 0.688; 0.460; 0.227)
Channel 2: σ h = (1/

√
5; 1/

√
5; 1/

√
5; 1/

√
5; 1/

√
5)

Channel 3: σ h = (0.716; 0.501; 0.429; 0.214; 0.071)

where σ h = (σh(0), . . . , σh(L − 1)).
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These channels were chosen because they have different energy profiles. The modulation used is binary
(BPSK). We plot the bit error rate (BER) with respect to averaged E b/N0 per receive antenna. These
simulation conditions will be used to obtain all the following simulation results.

18.3 Block Linear and Decision-Feedback Equalizers

In this section, we consider filter-based equalizers for block transmission systems that are derived from the
single antenna case [15]. In [15], linear and decision-feedback structures are introduced with zero-forcing
and minimum mean square error block optimization criteria. It has been shown that they perform better
than conventional ZF and MMSE equalizers. In [14], these equalizers have been considered for the uplink
of a CDMA system with multiple antennas at the receiver. The MIMO system presented in Section 18.2 is
a particular case of the system studied in [14] when no spreading is used. In the following, we will adapt
the equalizers presented in [14][15] to our system. These equalizers are:

� Block linear equalizers: ZF-BLE (ZF block linear equalizer) and MMSE-BLE (MMSE block linear
equalizer)

� Block decision-feedback equalizers: ZF-BDFE (ZF block decision-feedback equalizer) and MMSE-
BDFE (MMSE block decision-feedback equalizer)

We give here the expressions of these four equalizers. The transmitted symbols are supposed to be
uncorrelated.

18.3.1 Block Linear Equalizers

Let d = (dT
0 , . . . , dT

T−1)T be the NT × 1 vector of modulated symbols transmitted by the N transmit
antennas during the transmission of a block, r = (r T

0 , . . . , r T
T+L−2)T the M(T+ L −1)×1 whole received

vector at the M receiving antennas, and n= (nT
0 , . . . , nT

T+L−2)T the noise vector. The received vector r can
be written as

r = Gd + n. (18.3)

In this expression, G is the M(T + L − 1)× NT matrix defined as

G =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

G 0 0 . . . 0

G 1 G 0 0 . . .

. G 1 G 0 . . .

. . G 1 . 0 .

G L−1 . . . G 0 0

0 G L−1 . . G 1 G 0

. 0 G L−1 . . G 1

. . 0 . . .

. . . . G L−1 .

0 . . . 0 G L−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(18.4)

where a block Gl , for 0 ≤ l ≤ L , is an M × N matrix with entries (Gl ) j,i = hi, j (l), for 0 ≤ i ≤ N − 1,
0 ≤ j ≤ M − 1.

We give in the following the expressions of the block linear equalizers:

� ZF-BLE: The ZF-BLE equalizer, the output of which is denoted by d̂ZF−BLE, minimizes the quadratic
form

(r − Gd̂ZF−BLE)H (r − Gd̂ZF−BLE) (18.5)

Copyright © 2005 by CRC Press LLC



which leads to the unbiased estimate

d̂ZF−BLE = (GHG)−1GHr

= d + (GHG)−1GHn (18.6)

This estimate contains no ISI and no spatial interference perturbation term but only the desired
symbols perturbed with filtered noise. This equalizer is called zero forcing since it totally eliminates
ISI and spatial interference. It is given by the Moore–Penrose pseudoinverse of G , the matrix G H G
being supposed to be full rank.

We use the signal-to-noise ratio (SNR) in the decision variable on the symbol transmitted as a
measure of performance. It is defined as the variance of the signal term in the decision variable
divided by the variance of the disturbance terms (interference and noise). According to Equation
18.6, this SNR for the decision variable on the symbol transmitted by antenna i at time k is given
by

γZF−BLE(i, k) = 1

σ 2((GHG)−1)p,p
(18.7)

where p = k + Ti, 0 ≤ k ≤ T − 1 and 0 ≤ i ≤ N − 1.

� MMSE-BLE: The MMSE-BLE equalizer, the output of which is denoted by d̂MMSE−BLE, minimizes
the quantity

E ((d̂MMSE−BLE − d)H (d̂MMSE−BLE − d)) (18.8)

which leads to

d̂MMSE−BLE = (σ 2 ITN + GHG)−1GHr

= (ITN + σ 2(GHG)−1)−1d̂ZF−BLE (18.9)

This estimate can be seen as the output of the ZF-BLE followed by a Wiener filter W = (ITN +
σ 2(GHG)−1)−1. The Wiener filter reduces the performance degradation due to the fact that in
the ZF-BLE the decisions do not take into account the noise correlations existing in the decision
variables (see [15] for more details).

Since r = Gd + n, we can write

d̂MMSE−BLE = diag(W)d + (W − diag(W))d +W(GHG)−1G H n (18.10)

where diag(W) represents a diagonal matrix containing the diagonal elements of the matrix W.
According to Equation 18.10, the estimate d̂MMSE−BLE contains the desired symbols, an interference
term (ISI and spatial interference), and a noise term. The SNR at the output of the MMSE-BLE per
symbol transmitted by antenna i at time k is given by

γMMSE−BLE(i, k) = ((ITN + σ 2(GHG)−1)−1)p,p

1− ((ITN + σ 2(GHG)−1)−1)p,p
(18.11)

where p = k + Ti, 0 ≤ k ≤ T − 1, and 0 ≤ i ≤ N − 1. This quantity is in general larger than
γZF−BLE(i, k) given in Equation 18.7 [15].

18.3.2 Block Decision-Feedback Equalizers

The ZF-BLE and MMSE-BLE were modified in [15] to produce the ZF-BDFE and MMSE-BDFE, re-
spectively. Figure 18.2 shows the block diagram of a block decision-feedback equalizer. Nonlinearity is
introduced into the system by feeding back previous estimates of data symbols in order to remove the
interference. The received vector r is filtered by a matrix filter S, depending on the chosen criterion, leading
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FIGURE 18.2 The structure of a block decision-feedback equalizer.

to the vector r ′. Previous data estimates are processed through a feedback filter B and subtracted from
r ′. The resultant signal is fed into a threshold detector for data estimation. We give in the following the
expressions of the ZF-BDFE and MMSE-BDFE:

� ZF-BDFE: In order to calculate this estimator, we consider the Cholesky decomposition of GHG:

GHG = (��)H (��) (18.12)

where � is an upper triangular matrix with ones along the diagonal and � a diagonal matrix with
real entries.

We consider the received modified signal:

r ′ =�(GHG)−1G Hr

=�−1((��)H )−1G Hr

= d + (� − INT)d +�−1�−1(� H )−1G H n (18.13)

In this expression, the noise is white with covariance matrix �−1�−1. Since � is upper triangular,
the decision on a symbol of the vector d can be obtained by using the past decisions on the previous
symbols. Thus, by taking the decisions in reverse order of the index of the components of d , the
term (� − INT) in Equation 18.13 depends only on the symbols already estimated. Decisions are
made according to the recursive formula

d̂ZF−BDFE,TN−1 = D
{

r ′TN−1

}

d̂ZF−BDFE,TN−1−j′ = D

⎧⎨
⎩r ′TN−1− j ′ −

j ′∑
j ”=1

(� − INT)NT−1− j ′ ,NT−1− j ′+ j ” d̂ZF−BDFE,NT−1− j ′+ j ”

⎫⎬
⎭

(18.14)

where D {.} is a decision operation performed in a threshold detector with respect to the used
constellation and 1 ≤ j ′ ≤ TN. In the BPSK case, D {.} is the sign function. For other constellations
it takes the value of the nearest constellation point. The matrix S here (see Figure 18.2) is equal
to �(GHG)−1GH and B is equal to (� − INT). If all the past decisions are correct, the SNR at the
output of the ZF-BDFE per symbol transmitted by antenna i at time k is given by

γZF−BDFE(i, k) = (�)2
p,p (18.15)

where p = k + Ti, 0 ≤ k ≤ T − 1 and 0 ≤ i ≤ N − 1. This quantity is in general larger than
γZF−BLE(i, k) given in Equation 18.7 [15].

When some of the past decisions are erroneous, error propagation can occur. To fight against
this phenomenon, we can sort the components of d in such a way that the most reliable symbols,
corresponding to the best channels, are detected first [14][15].
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� MMSE-BDFE: In order to calculate this estimator, we consider the Cholesky decomposition of
(INT + 1

σ 2 GHG):

INT + 1

σ 2
GHG = (�′� ′)H (�′� ′) (18.16)

where � ′ is an upper triangular matrix with ones along the diagonal and �′ a diagonal matrix with
real entries.

The structure of the MMSE-BDFE is the same as that of the ZF-BDFE when � is replaced by � ′,
� by �′, and d̂ZF−BDFE by d̂MMSE−BDFE. Here, the received modified signal writes

r ′ = �′−1((�′� ′)H )−1G Hr (18.17)

If all the past decisions are correct, the SNR at the output of the MMSE-BDFE per symbol transmitted
by antenna i at time k is given by

γMMSE−BDFE(i, k) = (�′)2

p,p
− 1 (18.18)

where p = k + Ti, 0 ≤ k ≤ T − 1, and 0 ≤ i ≤ N − 1. This quantity is in general larger than
γZF−BDFE(i, k) given in Equation 18.15 [15].

18.3.2.1 Simulation Results

Figure 18.3 shows the performance of the four equalizers for channel 1 presented in Section 18.2.2. The
simulation conditions are given in Section 18.2.2. Simulations show that the performance is almost the
same for the three channels. It is worth noting that this result is specific to the considered channels
and cannot be generalized. As expected, the performance of the MMSE equalizers is better than that of
the corresponding ZF equalizers. Moreover, the performance of the equalizers with decision feedback is

0 1 2 3 4 5 6 7 8

Eb/N0

B
E

R

ZF-BLE
ZF-BDFE
MMSE-BLE
MMSE-BDFE
MAP

10−4

10−3

10−2

10−1

100

FIGURE 18.3 BER performance of the ZF-BLE, ZF-BDFE, MMSE-BLE, MMSE-BDFE, and MAP equalizer for the
three channels presented in Section 18.2.2.
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better than that of the corresponding equalizers without decision feedback. The performance of the MAP
equalizer is also depicted in Figure 18.3. For a BER= 10−2, the performance of the MMSE-BDFE is within
1.6 dB of that achieved by the MAP equalizer. We can conclude that the performance of these equalizers is
relatively distant from the optimal one. Thus, it is interesting to study other types of equalizers that would
achieve a better complexity/performance trade-off. In the following, we will present a second family of
suboptimum equalizers called the list-type equalizers.

18.4 List-Type Equalizers

Trellis equalization performed by a Viterbi [27] or MAP [1] equalizer achieves good performance but is
generally too complex to be implemented. In order to reduce the complexity of these equalizers, List-
type equalizers, which are state reduction algorithms of the Viterbi or MAP equalizer using per survivor
processing, have been proposed in [13][20].

In this section, we first present these algorithms, referred to as the generalized Viterbi algorithm and the
list-type MAP algorithm, in the single-antenna case. Then, in view of the importance of soft equalization,
we will focus on the list-type MAP equalizer and generalize it to the MIMO case.

18.4.1 The Single Antenna Case

18.4.1.1 Viterbi Algorithm

Before introducing the generalized Viterbi algorithm, we first review the Viterbi algorithm. A frequency-
selective single-input single-output (SISO) channel with L taps can be modeled as a discrete-time finite-
state machine, whose state μ(n) at time n is defined by the L − 1 most recent channel inputs μ(n) =
(dn−1, dn−2, . . . , dn−L+2, dn−L+1), where dn−1 is the channel input at time n− 1. Thus, the channel can be
described by a trellis with QL−1states, Q being the constellation size.

The Viterbi algorithm can be described recursively as follows [27]:

1. Initial condition: At time n, the algorithm retains for each state μ(n) of the trellis a path u(n) =
(μ(0), d0, d1, . . . , dn−1) leading to μ(n).

2. Path extension: At time n + 1, the retained paths are extended by one branch (or transition)
ξ(n) = (μ(n), dn) yielding new candidates that will be stored in Q(L−1) lists (Q candidates converge
at each state).

3. Path selection: From each list, the best candidate with the largest metric is selected for the next step.
The path metric is the cumulative sum of the branch metrics along the path. We recall that the metric
of a branch ξ(n) = (μ(n), dn) is equal to the squared euclidean distance |rn −

∑L−1
l=0 h(l)dn−l |2, rn

being the output of the SISO channel at time n and h(l) its l th tap gain.

Starting from the first level, the Viterbi algorithm repeats these procedures until states at the last level
are reached. In the following, the paths retained at each state are called the survivors and the extensions of
the survivors are called the candidates.

18.4.1.2 Generalized Viterbi Algorithm

In order to reduce the complexity of the Viterbi algorithm while keeping good performance, a reduced-
state version referred to as delayed decision-feedback sequence estimation (DDFSE) has been proposed
by Duel-Hallen and Heegard in [10]. As for the Viterbi algorithm, at each step, the trellis states corre-
spond to all the possible values taken by a finite number J of previous inputs. This memory J is taken
equal to the channel memory L for the Viterbi algorithm, while for the DDFSE J is less than L . Actu-
ally, for the DDFSE, the channel memory is divided into two parts: one is used to construct the trellis
on which the Viterbi algorithm is based, and the other is cancelled by considering the path converg-
ing to each state (per survivor processing). Thus, the DDFSE is a hybrid of the DFE and the Viterbi
algorithm.
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FIGURE 18.4 Illustration of the generalized Viterbi algorithm.

The number of states in the Viterbi algorithm increases exponentially with the channel memory. How-
ever, all states do not have the same importance, since the majority of them have low metrics compared to
the best one. Thus, one may think that it is reasonable to neglect the survivors having low metrics without
discarding the best one [13]. This is the principle of the M-algorithm; at each step all the candidates are
stored in a single list and the M best survivors are selected. According to this terminology, the Viterbi algo-
rithm is a multiple-list single-survivor algorithm while the M-algorithm is a single-list multiple-survivor
one. In order to improve the performance of these suboptimum versions of the Viterbi algorithm (DDFSE
and M-algorithm), Hashimoto proposed in [13] a multiple-list multiple-survivor algorithm referred to
as the generalized Viterbi algorithm (GVA). This algorithm combines state reduction and per survivor
processing, with many survivors retained at each state (in each list).

In the GVA, as in the DDFSE, the trellis considers a reduced channel memory J < L . As shown in
Figure 18.4, the generalized Viterbi algorithm can be described as follows:

1. Initial condition: At time n, the algorithm retains for each state S survivors.
2. Path extension: At time n+1, the retained paths are extended by one branch yielding new candidates

(SQ candidates converge at each state), which will be stored in Q(J −1) lists.
3. Path selection: From each list, the S best candidates are selected as the survivors for the next step.

Hence, the GVA gives a twofold generalization of the Viterbi algorithm:

1. The channel memory considered to construct the trellis is reduced (J < L ). Thus the trellis has
Q(J −1) states instead of Q(L−1) states. The branch metric calculation takes into account the in-
tersymbol and co-channel interference due to the past symbols through the use of per survivor
processing.

2. More than one survivor (S survivors) is retained at each state in order to fight against error
propagation.

18.4.1.3 List-Type MAP Algorithm

Recently, the iterative processing principle used in turbo coding [4] has gained a lot of attention and has
been successfully applied to a wide variety of joint detection and decoding problems [7]. The basic idea
behind iterative processing is to exchange extrinsic (soft) information among the receiver modules in
order to achieve successively refined performance. Thus, in view of the importance of soft equalization,
we are interested in soft output versions of the GVA. Soft equalization can be performed by the MAP
equalizer [1], which produces soft decisions on the transmitted symbols by computing their a posteriori
probabilities (APPs) given the received sequence. A soft output version of the GVA following the idea of
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the MAP algorithm, called list-type MAP algorithm, has been proposed by Penther et al. [20] for SISO
channels. In the following, we present a generalization of this soft input/soft output algorithm to MIMO
channels [23].

18.4.2 Generalization to the MIMO Case

As explained in [13][17], the trellis has Q(J −1)N states, where J is the reduced memory of the channel
(J < L ), N is the number of transmit antennas, and Q is the constellation size. The first J taps of the
channel are processed by the trellis transitions of the list-type equalizer and the remaining taps are processed
by per survivor processing with S survivors at each state.

Our objective is to compute the a posteriori probabilities P (d (i)
n |r ) for 0 ≤ i ≤ N−1 and 0 ≤ n ≤ T−1,

given the received vector during a burst.
Let μ(n) = (dT

n−1, dT
n−2, . . . , dT

n−J +2, dT
n−J +1) be the state at time n. As described in [1], the APPs are

obtained after calculation of the forward probability αn(μ) and the backward probability βn(μ). Here,
the forward probability αSi

n (μ) will also depend on the survivors Si (i = 1, . . . , S). At time n, a state μ

is associated with a survivor list Si,n and a forward probability list αSi
n (μ). At time n + 1, S Q N branches

converge to the following state μ′ and their path metrics are defined as αSi
n (μ)γ Si

n (μ, μ′), where γ Si
n (μ, μ′)

is the branch transition probability between states μ and μ′ for the survivor Si . This transition can be
expressed as the product of an a priori probability and the channel transition probability:

γ Si
n (μ, μ′) = p(r n|μ, μ′, Si )P (μ′|μ) (18.19)

Since the channel noise is white and Gaussian, the channel transition probability is given by

p(r n|μ, μ′, Si ) = 1

(πσ 2)M
exp

⎛
⎜⎝−
∥∥∥r n −

∑J −1
l=0 H(l)d̃n−l −

∑L−1
l=J H(l)d̂n−l

∥∥∥2

σ 2

⎞
⎟⎠ (18.20)

where d̃n−l = (d̃ (0)
n−l , . . . , d̃ (N−1)

n−l )T is the vector of elements of the trellis transition and d̂n−l = (d̂ (0)
n−l , . . . ,

d̂ (N−1)
n−l )T is the vector of the symbols estimated during the per survivor processing for the survivor Si of

interest. All symbols are assumed equally likely, so P (μ′|μ) = 1/Q N .

The SQN path metrics are sorted by order and the S highest will define, for the state μ′ at time n+1, the
survivor list Si ′ ,n+1 and the forward probabilities α

Si ′
n+1(μ′). Each forward probability α

Si ′
n+1(μ′) is calculated

as the sum of all the path metrics leading to μ′, which are inferior or equal to the path metric associated
with Si ′ [20]. The backward probability βn(μ) is calculated recursively using the survivors obtained in the
preceding step as

βn(μ) =
∑

μ′

S∑
i=1

γ Si
n (μ, μ′)βn+1(μ′) (18.21)

Let (m1, . . . , mQ) be the constellation points. The equalizer calculates the APP P (d (i)
n =mq |r ) for each

possible symbol d (i)
n = mq , q = 1, . . . , Q as

P
(

d (i)
n = mq

∣∣r) = Q N−1∑
f=1

Q(J −1)N∑
μ=1

S∑
j=1

α
S j
n (μ)γ

S j
n

(
μ, S

mq

f (μ)
)
βn+1

(
S

mq

f (μ)
)

(18.22)

where S
mq

f (μ), for 1≤ f ≤ Q N−1, are the states following the state μ if the input symbol corresponding to
the i th transmitting antenna is mq .
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The probability that an information bit c (i)
k is equal to zero is then calculated as

P
(

c (i)
k = 0

∣∣r) = ∑
d(i)

n ∈d0

P
(

d (i)
n

∣∣r) (18.23)

where n = � k
log2(Q)� and d0 is the set of symbols d (i)

n corresponding to c (i)
k = 0.

The probability P (c (i)
k = 1|r ) is obtained as

P
(

c (i)
k = 1

∣∣r) = 1− P
(

c (i)
k = 0

∣∣r) (18.24)

The list-type MAP equalizer encompasses the MAP equalizer obtained by letting J = L and S= 1, and
the soft DDFSE obtained by letting J < L and S= 1.

The algorithm can be simplified without substantial degradation in performance by omitting the back-
ward probabilities in Equation 18.22 [20]. In this case, a delay equal to the reduced channel memory J is
introduced in the computation of the APP

P
(

d (i)
n−J +1 = mq

∣∣r) = Q N−1∑
b=1

Q(J −1)N∑
μ=1

S∑
j=1

α
S j
n

(
S

mq

b (μ)
)
γ

S j
n

(
S

mq

b (μ), μ
)

(18.25)

where S
mq

b (μ), for 1 ≤ b ≤ Q N−1, are the states leading to the state μ if the input symbol transmitted by
the i th transmit antenna at time n − J + 1 is mq .

18.4.3 Simulation Results

Figure 18.5 and Figure 18.6 depict the bit error rate of the list-type MAP equalizer vs. E b/N0 for channels 1,
2, and 3, for S ∈ {1, 2, 8}, respectively, when J = 2 (the trellis has 4 states) and when J = 3 (the trellis has
16 states). Simulation results show that the performance depends on the channel energy profile. Actually,
for channels 1 and 2, the performance is bad when J = 2 and J = 3. The increase of the number of
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FIGURE 18.5 BER performance of the list-type MAP equalizer for a reduced channel memory J = 2 and S ∈ {1, 2, 8}.
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FIGURE 18.6 BER performance of the list-type MAP equalizer for a reduced channel memory J = 3 and S ∈ {1, 2, 8}.

survivors does not lead to a noticeable improvement of performance. Better performance can be achieved
by increasing J , but this would yield an exponential increase of the algorithm complexity.

It is worth mentioning that the performance obtained by using the GVA is almost the same as that
obtained by using the list-type MAP equalizer.

18.5 The Multidimensional Whitened Matched Filter

Since the list-type MAP equalizer considers a reduced number of taps of the channel (the first J taps)
to construct the trellis, it is desirable to concentrate the channel energy on these taps to reduce error
propagation. This can be done by using a multidimensional whitened matched filter as a prefilter for
the equalizer, analogously to the scalar case. Actually, in the case of a SISO frequency-selective channel, a
WMF is used to transform the received signal into a sequence with minimum phase channel response and
additive white noise. This procedure is a first step in the implementation of some equalizers, including
decision-feedback detectors and delayed decision-feedback sequence estimators [10]. This is achieved by
factoring the channel spectrum into a product of a minimum phase filter and its time inverse.

In the following, we will present a solution to design the multidimensional whitened matched filter
based on prediction theory results [6][8][9]. It will be shown that the prefiltered MIMO channels have the
property of energy concentration, as for single-antenna channels [23]. The WMF is then used as a prefilter
for the list-type MAP equalizer.

18.5.1 Whitened Matched Filter

As in the SISO case, the first step is to feed the received signal r (z) to the matched filter H H (z−1) =∑L−1
l=0 H H (l)zl . The output signal is then

x(z) = H H (z−1)r (z) = S(z)d(z)+ b(z) (18.26)

where S(z) = H H (z−1)H(z) and b(z) = H H (z−1)n(z) is a colored noise with spectrum N0 S(z).
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For the multidimensional case, some results have been derived using the linear prediction theory for
vector wide-sense stationary (WSS) processes [6][8][9]. An interesting result is stated below.

Theorem: Multidimensional spectral factorization [9]

Given an N-dimensional WSS process v(z) with spectrum Sv (z), there exists a factorization

Sv (z) = B H
− (z−1)B−(z) (18.27)

such that B−(z) is causal and stable and has a causal inverse. The filter B−1
− (z) is stable if Sv (z) is nonsingular

on the unit circle. This factorization is called the minimum phase factorization of Sv (z).
According to this theorem, there exists an N × N causal and stable matrix filter B−(z) with causal and

stable inverse, which verifies B H
− (z−1)B−(z) = H H (z−1)H(z) as long as M≥ N (more receivers than

transmitters). The filter (B H
− (z−1))−1 is a whitening filter for a process with spectrum S(z). Assuming that

(B H
− (z−1))−1 can be perfectly known, and passing x(z) through this filter, we have the following as the

output of the whitened matched filter:

y(z) = (B H
− (z−1))−1x(z) = B−(z)d(z)+ n1(z) (18.28)

where n1(z) is a white Gaussian noise with spectrum N0 IN , IN being the (N × N) identity matrix.

18.5.2 Prefiltered List-Type MAP Equalizer

In [23], we proposed to use the WMF as a prefilter for the list-type MAP equalizer. The list-type MAP then
has at its input the vector y. Thus, it will compute the APP P (d (i)

n |y) for 0 ≤ i ≤ N−1 and 0 ≤ n ≤ T−1,
knowing the vector y.

Since the noise at the input of the equalizer is white and Gaussian, the equations derived in Section
18.4.2 can be used here to compute the APP while replacing r by y , H by B−, and M by N.

18.5.3 WMF Implementation Using Linear Prediction

Several algorithms have been presented in the literature to determine the spectral factors B−(z) and
B H
− (z−1) [18]. In the following, based on prediction theory results [6], we briefly explain how to simply

compute an approximation of (B H
− (z−1))−1.

As we will see, the algorithm based on the prediction theory provides the factorization S(z)=
B−(z)B H

− (z−1). Since we want to obtain the spectral factorization given in Equation 18.27, we begin
by factoring S H (z) = B1(z)B H

1 (z−1), then we take B−(z) = B H
1 (z).

Let s (z) denote an N-dimensional WSS process with spectrum S H (z) = H H (z)H(z−1), i(z) its inno-
vations and L (z) =∑∞

k=0 L (k)z−k its innovations filter (L (z) is an N × N polynomial matrix). At time
n, s n can be written as

s n =
∞∑

k=0

L (k)i n−k (18.29)

This is called the Wold decomposition [6].
Consider the linear predictor A(z) =∑∞

k=1 A(k)z−k of s n (A(z) is an N× N polynomial matrix). The
estimation ŝ n of s n in terms of its entire past is then

ŝ n =
∞∑

k=1

A(k)s n−k

=
∞∑

k=1

L (k)i n−k (18.30)
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ŝ n can be approximated by the estimation of s n in terms of its D most recent past values:

ŝ n �
D∑

k=1

A(k)s n−k (18.31)

The estimation error is given by

en = s n − ŝ n = L (0)i n (18.32)

The mean square value of the estimation error is minimum if the error en is orthogonal to s n−k , for
1 ≤ k ≤ s D. This yields the Yule–Walker equations [19]:

{
E
(

ens H
n−k

) = 0, 1 ≤ k ≤ D

E
(

ens H
n

) = L (0)L (0)
H (18.33)

we obtain, {
A = (A(1), . . . , A(D)) = RR−1

D

R(0)−∑D
k=1 A(k)R(k)

H = L (0)L (0)
H (18.34)

In these expressions, RD is the DN×DN covariance matrix of the random vector s D
n = (s T

n , . . . , s T
n−D+1)T ,

R(i) = E (s ks H
k−i ) and R = (R(1), . . . , R(D)). Equation 18.32 writes, by considering the Z-transform,

s (z) � A1(z)−1 L (0)i(z) (18.35)

where A1(z)= (IN−
∑D

k=1 A(k)z−k). By comparing Equations 18.29 and 18.35, we deduce that the matrix
A1(z)−1 L (0) is an approximation of the filter L (z) given by the Wold decomposition.

From Equation 18.35 and since the spectrum of i(z) is the identity matrix, we can write

H H (z)H(z−1) � A1(z)−1 L (0)L (0)H
(

AH
1 (z−1)

)−1
(18.36)

By taking the transconjugate of this expression, we obtain

H H (z−1)H(z) � A1(z−1)−1 L (0)L (0)H
(

AH
1 (z)

)−1
(18.37)

Thus, an approximation of the matrix (B H
− (z−1))−1 is given by L (0)−1 A1(z−1). The implementation

of (B H
− (z−1))−1 is given by solving Equation 18.34. The autocorrelation matrices R(i) are obtained by

identifying the terms in z−i in the equality

H H (z)H(z−1) =
+∞∑

i=−∞
R(i)z−i (18.38)

We choose arbitrarily L (0) as a lower triangular matrix verifying Equation 18.34, since we do not care
which minimum phase factor is considered.

18.5.4 Energy Concentration

Now we want to verify that the prefiltered MIMO channels have the property of energy concentration, as
for SISO channels. We start by recalling the property for the SISO case [19].
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Lemma: energy concentration for SISO channels [19]

If B− is an impulse response of a minimum phase filter, and H a filter having the same spectrum, then for
any n0,

n0∑
i=0

|B−(i)|2 ≥
n0∑

i=0

|H(i)|2 (18.39)

It has been shown in [6] that the property of energy concentration stated above holds for minimum
phase MIMO channels obtained by spectral factorization for n0 = 0.

Theorem [6]

Let v be an N-dimensional stochastic process, B−(z) an N × N filter matrix corresponding to the Wold
decomposition of v , and H(z) a spectral factor of the matrix spectrum of v such as B H

− (z−1)B−(z) =
H H (z−1)H(z), then

B−(0)H B−(0) ≥ H(0)H H(0) (18.40)

To our best knowledge, there is no generalization of this theorem when n0 ≥ 1. In the sequel, however,
we will verify through simulations that this property still holds for orders n0 ≥ 1. In order to measure the
gain in terms of energy on the first taps that can be obtained by using the WMF, we consider the following
quantities:

gain0(H) = Trace(B−(0)H B−(0)− H(0)H H(0))

Trace
(∑L−1

i=0 H(i)H H(i)
) (18.41)

gainn0
(H) = Trace(

∑n0

i=0(B−(i)H B−(i)− H(i)H H(i)))

Trace
(∑L−1

i=0 H(i)H H(i)
) (18.42)

The measure gainn0
(H) represents the difference between the total energy of the n0 first taps of B−(z) and

H(z). It can be easily shown from Equations 18.34 and 18.38 that the matrix B−(z)= (B H
−

(z−1))−1 H H (z−1)H(z) verifies B−(z) =∑L−1
l=0 B−(l)z−l and B−(l) = 0, for l > L−1. Thus, gainn0

(H) =
0, for n0 ≥ L − 1. Table 18.1 shows the mean and standard deviation of the measure gain0 over 1000
realizations for the three frequency-selective channels described in Section 18.2.2.

Channel 1 has the highest gain since the powers of its delayed paths are larger than those of its direct
path. Second in terms of gain, channel 2 is quite severe because each path has the same averaged power.
Third, channel 3 is close to the minimum phase.

Table 18.2 shows the mean and standard deviation of gainn0
(H) when n0 = 1 and n0 = 2 for the same

channels.
For the three channels, Table 18.2 shows that the energy concentration property is verified when n0 = 1

and n0 = 2. We notice that for channel 3 the mean and standard deviation of the different gains are very
close. Hence, the gains can be very small for a few realizations. In order to achieve a good trade-off between
complexity and performance, a test can be performed on the calculated gains for each realization of the

TABLE 18.1 The Mean and Standard Deviation of gain0(H) for
the Three Channels Presented in Section 18.2.2

Channel 1 Channel 2 Channel 3

Mean of gain0 0.540 0.369 0.159
Standard deviation of gain0 0.114 0.107 0.121
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TABLE 18.2 The Mean and Standard Deviation of gainn0
(H)

When n0= 1 and n0= 2 for the Three Channels Presented in
Section 18.2.2

Channel 1 Channel 2 Channel 3

Mean of gain1 0.542 0.312 0.089
Standard deviation of gain1 0.138 0.118 0.081
Mean of gain2 0.219 0.238 0.0213
Standard deviation of gain2 0.094 0.104 0.0196

channel. If gainn0
(H) is less than a determined threshold, the received signals are not prefiltered by the

WMF before the equalization, since the improvement will be very little. Otherwise, the WMF is used.

18.5.5 Simulation Results

In this section, we give the simulation results for the list-type MAP equalizer prefiltered by the WMF. The
calculation of the WMF is performed by using a predictor of degree D= 10. Simulations show that this
value of D is sufficient to obtain an accurate spectral factorization.

Figure 18.7 and Figure 18.8 show the performance of the list-type MAP equalizer for the three channels
of interest with and without prefiltering. Figure 18.7 shows the performance when J = 2 (the trellis has four
states) and S= 2. As expected from Section 18.5.4, the channel gaining most improvement by the use of the
WMF is channel 1 followed by channel 2 and then channel 3. Figure 18.8 shows the equalizer performance
for J = 3 (16 states) and S= 2. In this case, the prefiltering yields a gain even if the reduced memory is
higher (J = 3). This gain is less important than that obtained when J = 2, but remains significant. We
also plot the BER performance of the MAP equalizer (256 states). For channel 1, when the WMF is used,
for BER= 10−2, the performance is within 2.5 dB of that of the MAP equalizer when J = 2 and 1 dB when
J = 3. The equalizer presented here allows approach of the MAP equalizer performance while using a
reduced-complexity algorithm.
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FIGURE 18.7 BER performance of the list-type MAP equalizer with and without the prefilter for a reduced channel
memory J = 2 and a number of survivors S = 2. The dotted curves correspond to a receiver with a prefilter.
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FIGURE 18.8 BER performance of the list-type MAP equalizer with and without the prefilter for a reduced channel
memory J = 3 and a number of survivors S = 2. The dotted curves correspond to a receiver with a prefilter.

Remark The performance of the block equalizers presented in Section 18.3 depends on the components
of the matrix GHG (see Equations 18.7 and 18.11). The components of this matrix do not change for the
minimum phase channel obtained by using the WMF since the spectrum of the channel is equal to
the spectrum of its minimum phase version. Thus, there is no point in applying the WMF before these
equalizers.

18.6 The Block Equalizers vs. the Prefiltered List-Type MAP

Now we propose to draw a comparison between the block equalizers presented in Section 18.3 and the
prefiltered list-type MAP equalizer based on their complexities and performances. We assume here that
all of the parameters of the transmission are set except the size T of a block of symbols.

In [16], the computation of the complexities of the four block equalizers (ZF-BLE, MMSE-BLE, ZF-
BDFE, and MMSE-BDFE) has been provided. It has been shown that these equalizers have similar com-
plexities. Since MMSE-BDFE achieves the best performance, we will be interested in the following in this
equalizer, and we will compare it to the list-type MAP equalizer.

18.6.1 Complexity Comparison

In order to evaluate the complexities, we consider the number of complex multiplications made by each
algorithm. Table 18.3 gives the number of multiplications required for the MMSE-BDFE. The different
steps of the algorithm are quite simple due to the structure of the channel matrix G given in Equation 18.4,
which is block Toeplitz and contains many zero blocks [21].

Table 18.4 gives the number of multiplications required for the list-type MAP equalizer. We consider here
the simplified version of the algorithm obtained by omitting the backward probabilities in Equation 18.22
(see Section 18.4.2).
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TABLE 18.3 Number of Multiplications Required for
MMSE-BDFE

Step Number of Multiplications

G H r NTLM

J =GH G+ INTσ 2 L (L−1)
2 N2 M

Cholesky decomposition of J TL2 N3

4

r ′ = �′−1((�′� ′)H )−1G H r (LN − 1)N(T − L )+ 6NT

r ′ − (� ′ − INT )d̂MMSE−BDFE N2LT

TABLE 18.4 Number of Multiplications
Required for the List-Type MAP Equalizer

Step Complexity

Computation of γ 2TQ JN N2(S(L− J)+ J)
α−recursion TQ JN S

Figure 18.9 Number of multiplications required for MMSE-BDFE and the List-type MAP equalizer
for different values of T . We set the following parameters: L = 5, J = 3, S= 2, N=M= 2, and Q= 2
(BPSK). We notice that the list-type MAP equalizer is much more complex to implement than the
MMSE-BDFE.

18.6.2 Performance Comparison

Figure 18.10 compares the performance of MMSE-BDFE with that of the prefiltered list-type MAP for
J = 3 and S = 2 for the three channels described in Section 18.2.2. For channels 1 and 3, the performance
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FIGURE 18.9 Number of multiplications required for MMSE-BDFE and the prefiltered list-type MAP equalizer for
different values of the size T of a block of symbols transmitted by one transmit antenna.
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FIGURE 18.10 Comparison between the performance of the MMSE-BDFE equalizer and that of the prefiltered
list-type MAP equalizer for the three channels of interest.

of the prefiltered list-type MAP is better than that of MMSE-BDFE. For BER= 10−2, the gain is 1 dB. For
channel 2, the performances of both equalizers are almost identical. We can conclude that in most cases,
the prefiltered list-type MAP equalizer achieves better performance than MMSE-BDFE.

18.7 Conclusion

In this chapter, we considered the problem of equalization of a frequency-selective MIMO channel. The
receiver has to combat both intersymbol interference and spatial interference (between antennas). Since
optimum equalizers using MAP (forward–backward) or the Viterbi algorithm are too complex to be imple-
mented, we considered reduced-complexity solutions. We presented two possible suboptimum solutions:

1. Block linear and decision-feedback equalizers based on ZF or MMSE criteria proposed first for
CDMA block transmission systems [14] [15].

2. List-type equalizers, which are suboptimum versions of MAP or the Viterbi, algorithm, based on
state reduction, to reduce the complexity, and per survivor processing, retaining many survivors at
each state to fight against error propagation. In order to improve the performance of this equalizer,
a whitened matched filter can be used to concentrate the channel energy on its first taps.

Then we drew a comparison between the complexities and performances of these two types of equalizers.
This comparison showed that the prefiltered list-type MAP equalizer is more complex but achieves better
performance than MMSE-BDFE. Moreover, it is more suitable for iterative processing where detection and
channel decoding are iterated several times to improve performance [7]. Actually, as the MAP equalizer,
the list-type MAP equalizer can easily use the APP provided by the channel decoder as a priori, contrary to
MMSE-BDFE. This is an important feature since iterative turbo processing is a good solution to recover
the performance loss due to the use of a suboptimum equalizer [2][22][23].

In this chapter, we assumed that the channel is perfectly known to the receiver. This is obviously not the
case in practice. In wireless communications systems, the receiver considers a channel estimation based
on training sequences. In general, as the number of subchannels in the MIMO channel increases, channel
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estimation becomes more and more difficult. A solution to obtain a good channel estimate is to use long
training sequences. However, this causes a decrease in the data throughput. In order to reduce the amount
of required training symbols, joint data detection and channel estimation techniques can be used [24].
In this case, decoding and channel estimation are performed jointly and already decoded symbols help to
improve the channel estimation.
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Abstract

This chapter applies neural networks (NNs) to transmission over nonlinear channels. We present applica-
tions to satellite communication channels composed of a nonlinear high-power amplifier (HPA) followed
by a linear filter. The applications include adaptive predistortion, HPA modeling, maximum likelihood
sequence estimation (MLSE) receiver design, and adaptive equalization. We show, in particular, that the
natural gradient (NG) descent method used for NN training outperforms the classical ordinary gradient
descent-based backpropagation (BP) algorithm in terms of convergence speed, mean square error (MSE),
and bit error rate (BER) performance.

19.1 Introduction

Large-scale deployment of broadband multimedia communications is expected to allow users, regardless
of their geographic location, to connect with the information, people, and services they need, to better
compete in the international marketplace and to have equal access to leading-edge health care, education,
government services, interactive multimedia, Internet applications, etc. Exploring ways to facilitate delivery
of high-speed applications and services via satellites becomes an urgent and real challenge. In this regard,
satellites will play an important role in future fourth-generation (4-G) mobile communications systems.
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Significant research efforts are being made worldwide in the field of satellite mobile communications in
order to meet the 4-G quality-of-service (QoS) requirements. These requirements include high-data-rate
transmissions and very low bit error rates (BERs).

Satellite channels, that can be considered as nonlinear dynamical systems, face two major challenges:
nonlinear distortions caused by the use of onboard nonlinear amplifiers (such as traveling wave tube
(TWT) amplifiers and solid-state power amplifiers (SSPAs)), and multipath fading caused by the downlink
propagation channel [5]. These problems have to be mitigated in order to achieve high transmission rates
and acceptable BER performance. This chapter shows how the use of neural networks can be an important
step in achieving this goal. Here we focus on channel identification and equalization issues.

Channel identification [26] allows estimating and characterizing of the communication channel. The
resulting channel model may be used for several purposes [5], e.g., receiver design, performance evaluation
of the communication channel, power control, adaptive modulation, etc. Several techniques have been
proposed in the literature for nonlinear channel identification. Most of these techniques are based on
parameterized nonlinear models such as Wiener–Hammerstein models, Volterra series, wavelet networks,
neural networks, etc. The parameter estimation can be performed using nonadaptive techniques such as
least squares methods and higher-order statistics-based methods, and adaptive techniques such as adaptive
gradient learning [5, 12, 14, 15, 26, 31, 34, 37, 38].

In the area of nonlinear system identification, neural networks have been widely used as powerful
modeling tools for nonlinear dynamical systems [14, 20, 28]. This has been motivated by the universal
approximation property of neural networks [13, 16]. Indeed, several feedforward neural network (NN)
structures have been shown to be universal approximators; i.e., they can approximate any continuous real-
valued function on a bounded subset of Rn (where R is the set of real numbers) [4, 13, 14, 16]. These results
deal with static or memoryless mappings. Most work on dynamical system identification has been empirical
in nature, and the choice of the NN structure depends closely on the specificities of the application [20, 32].
For example, Narenda and Parthasarathy [28, 29] have used several multilayer perceptron (MLP) structures
(trained with static and dynamic back propagation (BP) methods) and nonlinear autoregressive moving
average (NARMA) representations for identification and control of dynamical systems with applications
to robotics, autonomous navigation, aeronautics, etc.

A general structure capable of approximating input–output mappings of nonlinear discrete-time sys-
tems was introduced in [38]. The structure is composed of two stages: a dynamical stage, followed by a
memoryless nonlinear stage. A necessary and sufficient condition was given for a large set of structures
of this form to be capable of approximating a wide class of nonlinear discrete-time systems. A review of
the uniform approximation property of dynamic networks created by a cascade of linear filters and static
nonlinearities is presented in [32]. To further understand the concept of optimal signal processing, the
author in [32] integrates concepts from function approximation, linear and nonlinear regression, dynamic
modeling, and delay operators.

The BP algorithm [14, 35], which is used to train MLP networks, has two major drawbacks: First, its
convergence is slow due to the existence of plateau regions in its cost function, which can be inadequate
for on-line training. Second, the NN parameters may be trapped in a nonoptimal local minimum, leading
to suboptimal approximation of the system [14, 15]. Natural gradient (NG) descent learning [2, 3], on
the other hand, has been shown to have better convergence capabilities than the classical BP algorithm
because it takes into account the geometry of the manifold in which the NN weights evolve. Therefore, NG
learning can better avoid the plateau phenomena, which characterize the BP learning curves [21]. This
chapter will make a comparative study between the two approaches.

Adaptive equalizers are used to reduce the channel disturbances such as intersymbol interferences
(ISIs), fading, noise, nonlinear distortions, co-channel and adjacent channel interferences, etc. In future
4-G communications, the challenge is more difficult as high data rates and low BERs will be required,
and consequently, the design of efficient and fast methods for communication channel equalization will
become an absolute necessity.

Neural networks have been proposed in the literature as powerful nonlinear equalizers [14]. Various
structures, such as multilayer perceptrons [14, 17], radial basis function (RBF) networks [4, 9], and
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self-organizing maps (SOMs) [24] have been employed. For communication channels using two-dimen-
sional signaling schemes, such as quadrature amplitude modulation (QAM) and phase shift keying (PSK)
modulation, complex-valued NN equalizers have been proposed, which allows direct adaptive processing
of complex-valued signals [14]. For highly nonlinear channel equalization, recurrent NNs have been
employed because they can exhibit a rich and complex highly nonlinear dynamical behavior [30].

MLP structures are very popular since they can perform highly nonlinear mappings with memory.
Several MLP structures have been proposed in the literature. For example, the MLP can be fully connected
or it can be composed of separable blocks, e.g., a linear block with memory, followed by a memoryless
nonlinearity [18, 19]. The choice of the structure depends on the particular equalization problem (i.e.,
channel memory, type of nonlinearity, whether the nonlinear and linear memory parts are separable, etc.)
[1, 19, 20, 32].

Neural networks have the capability to be combined with other techniques such as fuzzy systems,
genetic algorithms, and linear adaptive filtering [14, 20, 32]. This is due to their flexible structure and
capability of self-organization and learning. In the area of channel equalization, NNs can be combined
with other (classical) equalizers by performing partial equalization tasks, such as decision process, inverting
a nonlinearity, tracking variable parameters in a channel, etc. For example, in this chapter a memoryless
MLP structure is combined with the classical LMS equalizer. The task of the LMS equalizer is to mitigate
ISI, while the MLP structure aims to reduce the channel nonlinear distortions.

Another typical example concerns self-organizing maps, which can be easily combined with conventional
equalizers such as the LMS algorithm or the decision feedback equalizer (DFE) [8, 20, 25]. The SOM is
particularly useful when two-dimensional signaling systems with high-order constellations (such as M-
QAM) are employed. This can be intuitively understood when we know, for example, that a 16-QAM
constellation can be represented by a 4× 4 SOM. The capability of SOMs to self-organize allows them to
be excellent candidates for blind, semiblind, or supervised equalization of time-varying wireless channels
[24, 25].

DFEs have emerged in the last two decades as an important class of equalizers, and have shown excellent
results for the equalization of channels with high ISI [33]. To further enhance the performance of DFEs,
combined MLP-DFE structures have been proposed in the literature, which outperformed the LMS-DFE
structure [40]. A lattice filter structure used as a whitening process has been employed for nonlinear
channel equalization [41]. This structure results in a substantial improvement in terms of convergence
rate, steady-state MSE, and BER, compared to the classical MLP-DFE.

Maximum likelihood sequence estimation (MLSE) receivers have been extensively studied in the lit-
erature [5]. This chapter proposes a new MLSE receiver based on NN channel estimation. The chapter
compares the proposed NN MLSE to NN equalizers trained with the NG and BP algorithms, and to the
ideal MLSE receiver (that assumes perfect channel knowledge).

The study of the convergence properties of neural network algorithms is very important, as it allows
understanding the behavior of NNs and therefore gives ideas into how to improve their performances.
Several NN structures and algorithms have been statistically analyzed. For example, Bershad et al. analyze
in [6] gradient descent identification of a nonlinear system with memory composed of a filter followed by a
nonlinearity. The adaptive system is composed of a filter followed with a memoryless nonlinearity, assuming
the knowledge of the system nonlinearity to within a parameter factor. In particular, the study shows that
the adaptive filter converges to a scaled version of the unknown system filter. In [7], the same authors study
stochastic gradient tracking of time-varying polynomial Wiener systems. They show how the adaptive
variables vary through time, as functions of the variations of the unknown system. In [15] the behavior
of several linear adaptive algorithms is analyzed. A statistical analysis of neural network identification of a
nonlinear dynamical system (composed of a filter followed by a memoryless nonlinearity) is presented in
[18]. The neural network is composed of a linear adaptive filter followed by a two-layer memoryless neural
network, and the BP algorithm is used for training. The study confirms that the adaptive filter converges
to a scaled version of the unknown system filter.

The chapter is organized as follows. The following section is devoted to NN memoryless channel identi-
fication with applications to M-QAM transmission over nonlinear memoryless channels and predistortion
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of nonlinear amplifiers. Section 19.3 investigates NN modeling of nonlinear channels with memory, with
application to MLSE receiver design. Section 19.4 applies neural networks to channel equalization. Finally,
comparison between different NN equalizers and MLSE receivers are given in Section 19.5.

19.2 Identification of Memoryless Nonlinear Amplifiers

High-power amplifiers (HPAs) used in satellite communications behave, in general, as nonlinear memo-
ryless channels as their output depends on the current input [5, 36, 39].

Let the HPA input signal be expressed as x(n) = r (n)e jφ0(n); then its output can be expressed as

y(n) = f (x(n)) = A(r (n))e j [φ(r (n))+φ0(n)] (19.1)

where A(r ) and φ(r ) are called amplitude-to-amplitude (AM/AM) and amplitude-to-phase (AM/PM)
conversions, respectively.

The amplifier gain is defined as

G(r ) = A(r )

r

The well-known Saleh [36] parameterized analytical formulas are examples of classical HPA models, in
which the AM/AM and AM/PM conversions are modeled, respectively, as

A(r ) = αar

1+ βar 2
φ(r ) = αpr 2

1+ βpr 2

Parameters αa , βa , αP , and βP are chosen in order to fit with the amplifier input–output measured data.
For example, they can take the following values for a specific TWT amplifier: αa = 2, βa = 1, αP = 4, and
βP = 9.

The back-off is defined as the ratio between the amplifier input saturation power (Psat) and the input
signal power (Pin):

BO(dB) = 10 log

(
Psat

Pin

)
(19.2)

Efficient analytical HPA models are needed for several reasons, such as implementing digital communica-
tion channel simulators, analyzing and evaluating the performance of satellite communication links, and
studying the effect of nonlinearity on system behavior (e.g., spectral regrowth, co-channel interference,
ISI, etc.) [5]. Therefore, it is important to obtain efficient analytical models to accurately approximate the
HPA physical behavior [5, 36].

This section employs multilayer neural networks to model HPA amplifiers using NG descent for the
learning process. The main advantage of NN models [20] over classical models is that they offer better MSE
approximation performance than classical HPA models. They are adaptive, which makes them appropriate
for on-line modeling. Classical models are based on off-line optimization procedures, which do not allow
on-line modeling. Moreover, NNs can model a variety of HPAs using the same parametrized structure
(e.g., a structure with five neurons); only the weight values change from one HPA model to another. On
the contrary, most classical models have been designed for specific families of HPAs (e.g., HPAs having a
given asymptotic behavior). Therefore, they may not be appropriate for new generations of HPAs used in
modern communications systems.

In this section we present the neural network structure and NG algorithm. We then analyze the influence
of the HPA modeling error on the symbol error rate (SER) performance. Finally, we present an application
on satellite channel predistortion.
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FIGURE 19.1 NN adaptive modeling of a nonlinear HPA.

19.2.1 Natural Gradient Learning

Figure 19.1 shows the modeling scheme of an HPA characteristic using a two-layer neural network. The
NN has a scalar input,M neurons in the first layer, and a scalar output. A set of input–output data (collected
from the physical HPA measurements, or from the satellite channel input–output signals) is presented to
the NN. The network output at time n is expressed as

s (n) =
M∑

k=1

ck g (wk x(n)+ bk) (19.3)

where x(n) is the input sample at time n and g is the activation function (which is taken in this chapter as
the hyperbolic tangent function). {wk}, {bk}, and {ck}, k = 1, . . . , M, are the NN weights. We denote by
θ the vector containing the network weights: θ = [w1, . . . , w M , b1, . . . , bM , c1, . . . , c M]t , where ()t denotes
the transpose.

To perform the modeling task, the NN weights are updated using a learning algorithm that minimizes
the squared error between the HPA output and the NN output. The cost function is expressed as

J (n) = 1

2
e2(n)

where

e(n) = y(n)+ N0(n)− s (n)

y(n) is the HPA output and N0(n) is a zero-mean white Gaussian noise with variance σ 2.
The learning algorithm minimizes the cost function by following the steepest descent direction. If the

space of parameters is an orthonormal coordinate system, then the steepest descent corresponds to the
ordinary gradient. It has been shown that in the case of multilayer NNs, the steepest descent direction (or
the NG) of the loss function is actually given by [2, 3]

−∇̃θ J (n) = −G−1∇θ J (n)
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where ∇θ is the (ordinary) gradient with respect to θ . In our case, the gradient is expressed as

∇θ (l(n)) = −e(n) · ∇θ s (n) = −e(n) ·

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x(n)c1g ′(w1x(n)+ b1)
...
x(n)c M g ′(w M x(n)+ bM)
g (w1x(n)+ b1)
...
g (w M x(n)+ bM)
c1g ′(w1x(n)+ b1)
...
c M g ′(w M x(n)+ bM)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(19.4)

and G−1 is the inverse of the Fisher information matrix (FIM) [2]:

G = [g i, j (θ)] =
[

E

(
∂J (n)

∂θi

∂J (n)

∂θ j

)]
(19.5)

Thus, the natural gradient learning algorithm adjusts the neural network weights as

θ(n + 1) = θ(n)− μG−1∇θ (J (n)) (19.6)

where μ is a small positive constant.
The calculation of the expectations in the FIM requires the knowledge of the probability distribution

functions (PDFs) of x and s , which are not always available. Moreover, the calculation of the inverse of
the FIM is computationally very costly. A Kalman filter technique has been proposed in [3] for an on-line
estimation of the FIM inverse:

Ĝ−1(n + 1) = 1

1− εn
Ĝ−1(n)− εn

1− εn

Ĝ−1(n)∇θ s (n)(∇θ s (n))t Ĝ−1(n)

(1− εn)+ εn(∇θ s (n))t Ĝ−1(n)∇θ s (n)
(19.7)

where ∇θ s (n) is the ordinary gradient of s (see Equation 19.4).
This equation involves an updating rate εn. When εn is small (which will be assumed in this chapter),

we may approximate Equation 19.7 by a simpler one [3]:

Ĝ−1(n + 1) = (1+ εn) Ĝ−1(n)− εnĜ−1(n)∇θ s (n)(∇θ s (n))t Ĝ−1(n) (19.8)

When the updating rate εn = cε/n (where cε is a small constant), then Kalman filtering is equivalent to
an on-line calculation of the arithmetic mean. When εn is a constant, the convergence is faster than the
previous case, but the algorithm may be less stable. In order to reach a good trade-off between convergence
speed and stability, we will use a search-and-converge schedule in which εn is defined by

εn =
ε0 + cεn

τ

1+ cεn
τε0
+ n 2

τ

(19.9)

where τ is a positive time constant and ε0 is a small positive constant.
Here, small n corresponds to a search phase (εn is close to ε0) and large n corresponds to a converge

phase (εnis equivalent to cε/n for large n).

Simulation Example

A neural network composed of M = 5 neurons is used to model the AM/AM characteristic of a
TWT amplifier. The NG and BP algorithms are compared. The simulations show that the value of
μ = 0.005 represents a good trade-off (for each algorithm) between convergence speed and stability.
Figure 19.2a shows the learning curves for both algorithms; it can be seen that the NG descent has a much
faster convergence. The resulting mean square error (MSE) approximation performances are 9 10−6 and
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FIGURE 19.2 Modeling the AM/AM conversion of Intelsat IV TWT amplifier: learning curves of the BP and NG
algorithm (a); and comparison between the difference models (b).

3.0 10−5 for the NG and BP, respectively. Figure 19.2b illustrates the resulting AM/AM models and the
original TWT input–output data that has been used for learning. Note that for this amplifier, classical
Saleh [36] and Thomas et al. [39] models give 1.4 10−4 and 2.0 10−4 MSE errors, respectively. Therefore,
the NG approach outperforms classical models and the BP algorithm.

This significant MSE improvement performed by the NG approach can have an important impact on
the satellite system performance. To illustrate this, the following section studies the effect of the modeling
error on the communication channel symbol-error-rate performance.

19.2.2 Influence of the HPA Modeling Error
on the Symbol-Error-Rate Performance

As we have mentioned above, HPA analytical models are mainly used to analyze and design nonlinear
communication channels. Therefore, it is important to see how the modeling error will affect the channel
performance. We consider here a simplified satellite channel composed of an HPA; this will allow us to
focus on the effect of the HPA modeling error.

The transmitted signal x(n) is M-QAM modulated (x(n) ∈ {xi (n), i = 1, . . . , M}). The received base-
band signal can be written as

y(n) = f (x(n))+ N0(n)

where N0(n) is an additive white Gaussian noise and f (.) represents the exact nonlinear HPA transfer
function:

f (x(n)) = A(|x(n)|)e j [φ(|x(n)|)+φ0(n)] (19.10)

The receiver is taken as a maximum likelihood detector [5], which detects symbol x j if it satisfies

x j = Arg(Min
i
|y(n)− fCM(xi )|)

where fCM(.)is the channel model (estimated at the receiver).
As we have seen in Section 19.2.1, the channel model is subject to a modeling error (ME). Therefore,

we can write

fCM(xi (n)) = (1+i )A(|xi (n)|)e j [φ(|xi (n)|)(1+δi )+φ0(n)] (19.11)

where i and δi represent the modeling errors on the amplitude and phase, respectively (Figure 19.3).
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FIGURE 19.3 Illustration of the modeling error on the AM/AM and AM/PM curves (positive axis), the points
represent the effect on the 3 different amplitudes of a 16-QAM constellation.

Figure 19.3 illustrates the effect of the ME on the AM/AM and AM/PM conversions for a 16-QAM input
signal (note that this constellation has three different amplitudes). Figure 19.4 illustrates the effect on the
decision boundaries of a 16-QAM constellation. When there is an error on the amplitude, the decision
boundaries get contracted or expanded with respect to the original constellation (Figure 19.4a), depending
on the error sign. When the error affects the phase, the decision boundaries are rotated (Figure 19.4b).
Finally, when the error affects both amplitude and phase, the decision boundaries are contracted (or
expanded) and rotated (Figure 19.4c).

For simplicity, we will assume the same constant error  (respectively δ) that affects the amplitudes
(respectively phases) of the 16-QAM symbols (the same approach can easily be derived for different i

and δi values). We will use Craig’s method [10] to evaluate the exact symbol error probability. To do so,
we need to integrate over all subregions of every possible signal point in the constellation (see Figure 19.5
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FIGURE 19.4a 16-QAM receiver decision boundaries for the true function (solid line), and the model with an error
on the amplitude (dashed line). (Only the exact symbols were plotted.)
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for the cases of open and closed regions). The error probability can be evaluated as

P (e|, δ) =
M∑

i=1

P (e|xi , , δ)P (xi ) =
M∑

i=1

G i∑
j=1

P (xi )

2π

ηi, j∫
0

exp

{
−bi, j γs sin2 ψi, j

sin2(θ + ψi, j )

}
dθ (19.12)

where P (xi ) is the prior probability of symbol xi ; bi, j , ψi, j , and ηi, j are the geometrical parameters
corresponding to symbol xi and its corresponding subregion j (which are determined by the input
constellation and modeling errors  and δ); γs is the signal-to-noise ratio (SNR) per symbol; and G i is
the total number of subregions corresponding to symbol xi .

Simulation Example

Figure 19.6 compares the analytical SER given by Equation 19.3 to Monte Carlo (MC) estimations for
different values of  and δ. The figure shows a good fit between analytical and MC results. The curves
show that a modeling error can highly affect the channel SER performance. For example, for an SER of
10−4, an MSE of 10−3 introduces a 1 dB loss in the SNR (with respect to the ideal zero-error modeling
case). This loss increases as the MSE increases. These results were expected, since the error, as we have seen
above, introduces significant changes to the optimal decision boundaries.

19.2.3 Application to Adaptive Predistortion

In this section we consider a nonlinear memoryless channel composed of a TWT amplifier. Predistor-
tion [11, 22] allows the linearization of nonlinear channels so that the overall transfer function (of the
predistorter followed by the HPA) is linear (Figure 19.7). A popular method used in predistortion is the
Volterra series, where the HPA response is usually approximated by a truncated power series and then a
predistortion circuit is built to cancel the effect of nonlinearity up to the order of the power series. The
coefficients are usually complex [22, 23]. Lookup table predistortion is starting to receive great attention,
and this is mainly because of the fast development of digital signal processors [27].
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FIGURE 19.7 Principle of predistortion.

In this chapter, we use adaptive neural networks to build our predistorter. The predistorter is designed
in three steps:

1. Two neural networks are used to adaptively model the AM/AM and AM/PM conversions of the
TWT (as explained in Section 19.1).

2. Another NN is used to adaptively approximate the inverse of the AM/AM conversion (Figure 19.8).
This can be done by directly inverting the TWT AM/AM characteristic or by inverting the AM/AM
model (Figure 19.8a).

3. Finally, the NN phase model (obtained in step 1) together with the NN AM/AM inverse (obtained
in step 2) constitute the predistorter, as depicted in Figure 19.8b. We compensate for the phase by
subtracting the value of the phase given by the NN AM/PM model.

AM/AM
−

+

e(n)

Learning
algorithm

r(n)

r(n)

FIGURE 19.8a Inverting the AM/AM conversion.
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FIGURE 19.8b Overall predistortion scheme.
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Simulation Example

The following simulations used a known 256-QAM sequence to train the different NNs. During the
learning process, the HPA was operated at its maximal efficiency (i.e., the back-off was chosen such that
the highest amplitude in the constellation corresponded to the HPA saturation point). The NG descent was
used to train the different NN structures, which were composed of five neurons for AM/AM and AM/PM
conversion modeling and eight neurons for the AM/AM inverse approximation. A total of 150,000 iterations
were needed by the NG algorithm to achieve an MSE of 3.6 10−5 with respect to the ideal inverse. Note
that the BP algorithm achieves an MSE of 10−3 after 750,000 iterations. Because of this poor performance,
the BP will not be included in the BER comparisons. Figure 19.9 shows the HPA AM/AM conversion, the
NG NN AM/AM inverse, and the overall predistorter + channel amplitude conversion. The latter is very
close to the identity function.

Figure 19.10 shows the 256-QAM transmitted constellation (Figure 19.10a), output constellation with-
out predistortion, which is distorted especially at the edges (Figure 19.10b), and predistorter + channel

(a)

FIGURE 19.10a 256-QAM input constellation.

Copyright © 2005 by CRC Press LLC



(b)

FIGURE 19.10b HPA output constellation (without predistortion).

(c)

FIGURE 19.10c Superposition of the 256-QAM ideal transmitted constellation and that obtained after predistortion:
The difference between the two is minor.

constellation output (Figure 19.10c), which is very close to the transmitted constellation. This means that
both amplitude and phase nonlinear distortions have been almost totally mitigated.

The predistorter + channel SER probability for 256-QAM modulation is given in Figure 19.11a, the
HPA being used at its maximal efficiency. The SER of the channel without predistortion (using an optimal
maximum likelihood detector with respect to the distorted constellation) is also given for comparison. The
performance of the NG NN nonlinear channel + predistorter is very close to that of the linear channel,
which is confirmed by Figure 19.10c. Note that the Volterra approach performs very poorly.

The total degradation (TD) is another way to evaluate predistorter performance. It is defined by

TD(dB) = BO(dB)+(dB) (19.13)
Copyright © 2005 by CRC Press LLC
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where the total degradation, TD, is defined as the sum of the amplifier input back-off (BO) and the in-
crement  in the SNR required to maintain a given SER (which will be taken here equal to 10−4) with
respect to the linear channel. Since increasing the back-off will reduce the channel nonlinear behavior and
at the same time will decrease the power efficiency of the amplifier, then for each predistortion technique
we can obtain the minimal TDmin. The lower TDmin is, the more efficient a particular predistortion tech-
nique is. Figure 19.11b compares the TD performance of the NG algorithm to that of the Volterra series.
The value of TDmin for the NG predistorter is 0.85 dB obtained at the lowest possible BO performed
by the 256 constellation (here it is 4.22 dB). For the Volterra approach TDmin = 3.83 dB obtained at
a 7.32-dB backoff. The NG approach allows a gain of 3.85 dB compared to Volterra. Note that when
the BO is greater than 6.6 dB, Volterra gives a lower TD than the NG approach. This is expected be-
cause the NG learning process is performed when the amplifier is operated at its maximal efficiency
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FIGURE 19.11b Total degradation: comparison between Volterra approach and NG NN approach.
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(BO= 4.22 dB); therefore, the inverse function is better approximated near the saturation region than in
the linear region.

19.3 Modeling and Identification of Nonlinear
Channels with Memory

The channel to be considered in the remainder of the chapter is composed of a memoryless nonlinearity
followed by a finite impulse response (FIR) filter H . This corresponds to a downlink (satellite or terres-
trial) wireless channel, where the nonlinearity represents the HPA and the filter represents the multipath
propagation channel (Figure 19.12).

The channel output can be expressed as

y(n) =
NH−1∑
k=0

hk f (x(n − k))+ N0(n) (19.14)

where f (.) is the nonlinear function of the HPA, H(z)=∑NH−1
k=0 hk z−k is the linear filter, and N0 is an

additive white Gaussian noise.
In this section, we will present a neural network approach to identify both nonlinearity and propagation

channel. Then, in order to mitigate the nonlinear distortions and ISI effects, we propose an MLSE receiver
based on the NN channel model.

19.3.1 Neural Network Channel Identification

The neural network channel identification scheme is composed of a memoryless NN followed by an
adaptive linear filter Q (Figure 19.12). The NN aims to identify the HPA transfer function, whereas the
adaptive filter Q aims to identify the unknown propagation channel (i.e., filter H).

The memoryless NN consists of two subnetworks called NNG and NNP (Figure 19.12), each of them
has M (real-valued) neurons in the first layer and a scalar output. NNG and NNP are expected to model
and identify the amplifier gain and phase conversions, respectively.
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FIGURE 19.12 Identification scheme of a nonlinear channel with memory.
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The filter-memoryless neural network structure has been shown to outperform fully connected complex-
valued multilayer neural networks with memory when applied to satellite channel identification (see, e.g.,
[19, 20]).

The two subnetworks have the same input, which is the amplitude of the transmitted symbol (r (n) =
|x(n)|) in the case of supervised learning, i.e., training sequence (TS) mode.

The output of the neural network is expressed as

u(n) = x(n)NNG (r (n))e j NN P (r (n)) (19.15)

where

NNG (r (n)) =
M∑

i=1

cG i g (wG i r (n)+ bG i ) (NNG output) (19.16)

NN P (r (n)) =
M∑

i=1

c Pi g (w Pi r (n)+ bPi ) (NNP output) (19.17)

{wG i , cG i , bG i } and {w Pi , c Pi , bPi } are the weights of subnetworks NNG and NNP, respectively.

Finally, Q is an adaptive FIR filter Q(z) =∑NQ−1
k=0 qk z−k , its output is given by

s (n) =
NQ−1∑
k=0

qku(n − k) (19.18)

The system parameter vector will be denoted by θ , which includes all parameters to be updated, i.e., the
weights of subnetworks NNG and NNP and filter Q:

θ = [wG1, . . . , wGM , bG1, . . . , bGM , cG1, . . . , cGM , w P 1, . . . , wPM , bP 1, . . . , bPM ,

c P 1, . . . , cPM , q0, . . . , qNQ−1]t

19.3.2 Learning Algorithm

The neural network is used to identify the channel by supervised learning. At each iteration, a pair of
channel input–output signals is presented to the NN. The NN parameters are then updated in order to
minimize the squared error J (n) between the channel output and the NN output:

J (n) = 1

2
‖e(n)‖2 = 1

2

[
e2

R(n)+ e2
I (n)
]

where

e(n) = y(n)− s (n) = e R(n)+ j e I (n)

Indices R and I refer to the real and imaginary parts, respectively.
As discussed in Section 19.2, the steepest descent is given by the natural gradient:

−∇̃θ(n) J (n) = −G−1∇θ(n) J (n) (19.19)

where G−1 is the inverse of the Fisher information matrix.
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The neural network weights are updated as follows:

θ(n + 1) = θ(n)− μ∇̃θ(n) J (n) (19.20)

∇̃θ(n) J (n) = G−1(n)∇θ(n) J (n) (19.21)

G−1can be approximated on-line using Kalman processing (as in Section 19.2):

Ĝ−1(n + 1) = (1+ εn)Ĝ−1(n)− εnĜ−1(n)∇θ s (n)(∇θ s (n))t Ĝ−1(n) (19.22)

Since we deal here with a complex-valued output, the ordinary gradient is written as

∇θ(n) J (n) = e R(n)∇θ(n)e R(n)+ e I (n)∇θ(n)e I (n) (19.23)

where ∇θ(n) J (n) represents the ordinary gradient of J (n) with respect to θ (see the Appendix).

19.3.3 Application to MLSE Receiver Design

The above identification structure is used at the receiver side as a neural network channel estimator
(NNCE), as illustrated in Figure 19.13. A Viterbi decoder uses the channel model provided by the NNCE
to estimate the transmitted sequence. It is expected that the better the accuracy of the NNCE, the better the
performance of the Viterbi decoder. There are two training modes for the NNCE. The first is the training
sequence (TS) mode, which uses a known input sequence to train the NNCE. The second is the decision-
directed (DD) mode, which uses the estimated sequence (after detection) for training when a TS is not
available.

19.3.4 Simulation Examples

This section presents computer simulations to illustrate the performance of the NN channel identification
scheme. The modulation scheme is 16-QAM and the amplifier is used at its maximal efficiency.

HPA +

Noise

H Viterbi Detector
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x(n) y(n)

Satellite channel

x̂(n)
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x̂(n)

+

Learning
algorithm

Memoryless NN To Viterbi detector

NNCE

− +
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FIGURE 19.13 Neural network MLSE receiver.
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Figure 19.14 illustrates the effect of the satellite channel on rectangular 16-QAM constellation. The
transmitted constellation is illustrated in Figure 19.14a. Figure 19.14b shows the output constellation
when H(Z)= 1; i.e., the signal is affected only by the HAP nonlinearity and additive noise. It can be seen
that the constellation is rotated because of the phase conversion, and symbols are closer to each other
because of the amplitude nonlinearity. The effects of ISIs caused by the delayed path, in addition to the
amplifier nonlinear distortions and additive noise, are illustrated in Figure 19.14c.
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FIGURE 19.14b Signal constellation at the channel output when no memory is present (H = 1, BO = 2.55 dB).
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In what follows, the channel filter is taken as H(z) = 1+0.3 z−1. The following parameters are taken for
the NG NNCE algorithm: ε0 = 0.005, cε = 1, and τ = 70,000. Each subnetwork is composed of M = 5
neurons. The Viterbi decoding block contains N1 = 1 training symbol and N2 = 9 information symbols.
The receiver used a training sequence of 3000 transmitted symbols, after which the decision-directed mode
is activated.

Figure 19.15 compares the learning curve (i.e., MSE vs. time) of the NG NNCE to that of the clas-
sical BP NNCE for different values of μ (the same initial weight values have been taken for the two

100
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FIGURE 19.15 BP and NG identification of the nonlinear dynamical channel: influence of the learning rate μ on the
convergence speed and MSE.
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algorithms). It can be seen that the NG has faster convergence speed and yields smaller MSEs. Both NG
and BP NNCEs have successfully identified the different parts of the unknown channel: the propagation
channel H (Figure 19.16), the HPA AM/AM conversion (Figure 19.17a), and the TWT AM/PM conversion
(Figure 19.17b). Note that the adaptive filter Q has converged to a scaled version of H (i.e., Q(∞) ≈ α H).
Figure 19.16 shows the evolution of the weights during the learning process. The scale factor α is equal to
1.84 for the NG algorithm and 1.71 for the BP algorithm. The value of the scale factor is not important
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FIGURE 19.17a TWT AM/AM characteristic: True curve and normalized neural network models, (+) and (*) rep-
resent the three 16-QAM amplitudes and their corresponding outputs for BP and NG, respectively.
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since subnetwork NNG, which controls the gain, makes the necessary scale compensation. Interesting
studies on the convergence of the ordinary gradient descent identification of similar systems can be found
in [6, 7, 18]. Several structures have been studied in these references. It is shown, in particular, how the
scale factor is divided over the different parts of the adaptive system.

Figure 19.17 shows that the NG algorithm yields better AM/AM and AM/PM approximation than the
BP algorithm. Since we used 16-QAM modulation, it is worth noting that the nonlinearity characteristic
is expected to be better approximated around the three possible amplitudes of the 16-QAM constellation,
as illustrated in Figure 19.17.

19.4 Channel Equalization

This section proposes a linear filter followed by a memoryless neural network for channel equalization.

19.4.1 Neural Network Structure

The channel model studied in this section is composed of a memoryless HPA followed by an FIR filter
H (the channel presented in Section 19.3). Channel equalization is used in order to adaptively reduce
ISI and nonlinear distortions. The structure we have chosen for the equalizer is composed of a linear
FIR filter Q′ followed by a two-layer memoryless complex-valued NN (Figure 19.18). The adaptive filter
Q′ aims to invert the linear part of the system (adaptive deconvolution), and therefore it is expected to
mitigate ISI. The memoryless NN aims to invert the memoryless nonlinearity, and therefore it is expected
to mitigate nonlinear distortions. Moreover, the channel is assumed to be unknown a priori; therefore, the
equalizer needs to be adaptive. Finally, we consider here M-QAM modulation (which justifies the use of a
complex-valued equalizer).
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The filter output can be written as

z(n) =
Nq ′ −1∑
k=0

q ′k y(n − k) = z R(n)+ j z I (n) (19.24)

where Q′(z) =∑Nq ′ −1
k=0 q ′k z−k .

The neural network is composed of two subnetworks, one for the real part (R), the other for the
imaginary part (I ). Each subnetwork has two scalar inputs (z R(n) and zI (n)), M neurons in the first layer,
and a scalar output. The two outputs are then combined to form the complex output s (n):

s (n) = s R(n)+ j s I (n) (19.25)

where s R(n) and s I (n) are the outputs of the subnetworks R and I , respectively:

s R(n)=
M∑

k=1

c R
k g
(

w a ,R
k z R(n)+ w b,R

k z I (n)+ b R
k

)
(19.26)

s I (n)=
M∑

k=1

c I
k g
(

w a ,I
k z R(n)+ w b,I

k z I (n)+ b I
k

)
(19.27)

The equalizer output is expressed as

s (n) = s R(n)+ j s I (n)

{w a ,R
k , w b,R

k , b R
k , c R

k } and {w a ,I
k , w b,I

k , b I
k , c I

k }, k = 1, . . . , M, are the weights of subnetworks R and I ,
respectively.

The NN parameters are updated to minimize the loss function J (n) between the desired output (which
is a known delayed transmitted sequence, x(n −)) and the equalizer output s (n):

J (n) = 1
2 e(n)2 = 1

2 ((e R(n))2 + (e I (n))2) = 1
2‖x(n −)− s (n)‖2 (19.28)
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Let the parameter set of subnetworks R and I be denoted, respectively, as

θ R = [w a ,R
1 , . . . , w a ,R

M , w b,R
1 , . . . , w b,R

M , c R
1 , . . . , c R

M , b R
1 , . . . , b R

M

]t

and

θ I = [w a ,I
1 , . . . , w a ,I

M , w b,I
1 , . . . , w b,I

M , c I
1 , . . . , c I

M , b I
1 , . . . , b I

M

]t

19.4.2 BP Algorithm

For subnetwork R, the NG algorithm updates the weights as follows:

θ R(n + 1) = θ R(n)+ μe R(n)∇θ R s R(n) (19.29)

where ∇θ R represents the ordinary gradient with respect to vector θ R .
The same approach is performed for the imaginary part:

θ I (n + 1) = θ I (n)+ μe I (n)∇θ I s I (n) (19.30)

19.4.3 NG Algorithm

For subnetwork R, the NG algorithm updates the weights as follows:

θ R(n + 1) = θ R(n)+ μe R(n)Ĝ R−1(n)∇θ R s R(n) (19.31)

where Ĝ R is obtained using a Kalman filter technique:

Ĝ R−1(n + 1) = (1+ εn)Ĝ R−1(n)− εnĜ R−1(n)∇θ R s R(n)(∇θ R s R(n))t Ĝ R−1(n) (19.32)

The same approach is performed for the imaginary part:

θ I (n + 1) = θ I (n)+ μe I (n)Ĝ I−1(n)∇θ I s I (n) (19.33)

Ĝ I−1(n + 1) = (1+ εn)Ĝ I−1(n)− εnĜ I−1(n)∇θ I s I (n)(∇θ I s I (n))t Ĝ I−1(n) (19.34)

Finally, for the sake of simplicity, filter Q′ is updated using the classical LMS algorithm (ordinary gradient
descent):

Q
′
(n + 1) = Q

′
(n)+ μ(e R(n)∇Qs R(n)+ e I (n)∇Qs I (n)) (19.35)

Actually, simulation results showed that for both identification (of a filter followed by a nonlinearity)
and equalization problems, applying the NG descent on the adaptive filter does not introduce significant
improvement of the performance of the system, as long as the NG is applied to the nonlinear memoryless
neural network.

Refer to [21] for a detailed discussion on a linear filter-memoryless nonlinearity identification problem.
It is shown that if the NG is applied to the nonlinear memoryless part of the network, then applying the
NG to the linear part instead of the ordinary gradient does not result in a significant improvement in terms
of convergence speed and MSE performance. A discussion is also presented on whether to consider the
space of parameters as a whole or to apply the NG on separated subspaces, i.e., by neglecting the coupling
terms between the different subspaces (w , c , and b) in the FIM. In particular, it is shown that neglecting
the coupling terms between the linear and nonlinear parts does not significantly affect the performance
of the system. See also [42] for NG descent applied to linear systems.
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TABLE 19.1 Performance Comparison between MLSE Receivers and Equalizers

Ideal MLSE NG MLSE BP MLSE NG NN Equalizer BP NN Equalizer LMS Equalizer

SNR required to 25 dB 25.05 dB 27.75 dB 29.5 dB 31.5 dB 34
achieve 10−4 BER

Gain with respect 9 dB 8.95 dB 6.25 dB 4.5 dB 2.5 dB
to LMS equalizer

19.4.4 Simulation Examples

The performances of two multilayer NN equalizers (trained with the BP and NG algorithms, respectively)
are compared here to the NG and BP MLSE receivers, the classical LMS equalizer [15], and the ideal MLSE
receiver in which the channel is assumed perfectly known.

The LMS filter was composed of 10 weights. Each NN equalizer was composed of a linear filter Q′ (with
10 weights) followed by a two-layer memoryless neural network (Figure 19.18), with five neurons in the
real (R) part and five neurons in the imaginary (I) part, and a complex-valued scalar output. The NNCE
has the same structure as the one described in Section 19.3.4.

Figure 19.19 shows the BER curves of the different algorithms. Table 19.1 illustrates the SNR gains
performed by each algorithm (the LMS equalizer is taken as reference). The NG MLSE outperforms all
other algorithms. Its BER performance is very close to that of the ideal MLSE receiver. This is justified
since the NG NNCE allows an excellent identification of the different parts of the channel, in particular at
the 16-QAM constellation points (Figure 19.17). Note, finally, that the NG NN equalizer outperforms the
BP NN equalizer, which suggests that the NG equalizer allows better inversion of the linear and nonlinear
parts of the channel.

19.5 Conclusion

This chapter proposes different NN algorithms and structures for nonlinear channel identification and
equalization. The first application concerns modeling memoryless nonlinear HPAs. Neural networks
trained with the NG descent outperform classical HPA models. A memoryless NN followed by an adaptive
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filter is proposed for the identification of a nonlinear dynamical channel that is composed of an HPA
followed by a linear filter. This structure allows characterizing the HPA nonlinear transfer function as
well as the linear function. This structure is applied to MLSE receiver design for satellite communications.
The NN MLSE receiver is shown to perform similarly to the ideal MLSE receiver in which the channel
is assumed perfectly known. An adaptive equalizer composed of a linear filter followed by a memoryless
nonlinearity has been proposed to mitigate both channel ISI and nonlinear distortions.
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Appendix

Computation of the gradients:

∇θ e R(n) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∑NQ−1
k=0 qkr 2(n − k) cos(NN P (r (n − k))+ φ(n))cG1g ′(wG1r (n − k)+ bG1)

.

.∑NQ−1
k=0 qkr 2(n − k) cos(NN P (r (n − k))+ φ(n))cGM g ′(wGMr (n − k)+ bGM)

∑NQ−1
k=0 qkr (n − k) cos(NN P (r (n − k))+ φ(n))cG1g ′(wG1r (n − k)+ bG1)

.

.∑NQ−1
k=0 qkr (n − k) cos(NN P (r (n − k))+ φ(n))cGM g ′(wGMr (n − k)+ bGM)

∑NQ−1
k=0 qkr (n − k) cos(NN P (r (n − k))+ φ(n))g (wG1r (n − k)+ bG1)

.

.∑NQ−1
k=0 qkr (n − k) cos(NN P (r (n − k))+ φ(n))g (wGMr (n − k)+ bGM)

−∑NQ−1
k=0 qkr 2(n − k) sin(NN P (r (n − k))+ φ(n))c P 1g ′(w P 1r (n − k)+ bP 1)

.

.

−∑NQ−1
k=0 qkr 2(n − k) sin(NN P (r (n − k))+ φ(n))cPM g ′(wPMr (n − k)+ bPM)

−∑NQ−1
k=0 qkr (n − k) sin(NN P (r (n − k))+ φ(n))c P 1g ′(w11r (n − k)+ bP 1)

.

.

−∑NQ−1
k=0 qkr (n − k) sin(NN P (r (n − k))+ φ(n))cPM g ′(wPMr (n − k)+ bPM)

−∑NQ−1
k=0 qkr (n − k) sin(NN P (r (n − k))+ φ(n))g (w P 1r (n − k)+ bP 1)

.

.

−∑NQ−1
k=0 qkr (n − k) sin(NN P (r (n − k))+ φ(n))g (wPMr (n − k)+ bPM)

uR(n)

.

.

uR(n − NQ + 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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∇θ e I (n) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∑NQ−1
k=0 qkr 2(n − k) sin(NN P (r (n − k))+ φ(n))cG1g ′(wG1r (n − k)+ bG1)

.

.∑NQ−1
k=0 qkr 2(n − k) sin(NN P (r (n − k))+ φ(n))cGM g ′(wGMr (n − k)+ bGM)

∑NQ−1
k=0 qkr (n − k) sin(NN P (r (n − k))+ φ(n))cG1g ′(wG1r (n − k)+ bG1)

.

.∑NQ−1
k=0 qkr (n − k) sin(NN P (r (n − k))+ φ(n))cGM g ′(wGMr (n − k)+ bGM)

∑NQ−1
k=0 qkr (n − k) sin(NN P (r (n − k))+ φ(n))g (wG1r (n − k)+ bG1)

.

.∑NQ−1
k=0 qkr (n − k) sin(NN P (r (n − k))+ φ(n))g (wGMr (n − k)+ bGM)

−∑NQ−1
k=0 qkr 2(n − k) cos(NN P (r (n − k))+ φ(n))c P 1g ′(w P 1r (n − k)+ bP 1)

.

.

−∑NQ−1
k=0 qkr 2(n − k) cos(NN P (r (n − k))+ φ(n))cPM g ′(wPMr (n − k)+ bPM)

−∑NQ−1
k=0 qkr (n − k) cos(NN P (r (n − k))+ φ(n))c P 1g ′(w P 1r (n − k)+ bP 1)

.
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−∑NQ−1
k=0 qkr (n − k) cos(NN P (r (n − k))+ φ(n))cPM g ′(wPMr (n − k)+ bPM)

−∑NQ−1
k=0 qkr (n − k) cos(NN P (r (n − k))+ φ(n))g (w P 1r (n − k)+ bP 1)

.

.

−∑NQ−1
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uI (n)

.

.

uI (n − NQ + 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Abstract

Now that wireless, Internet Protocol (IP)-based and combinations of both communication systems have
become pervasive networking standards, the transmission of voice over IP and wireless becomes a topic of
high relevance. This chapter briefly describes the fundamental issues involved in speech coding for those
environments including descriptions of the most suitable speech coding standards, the specific troubles
that this transmission encounters, the technological barriers together with their current solutions and
the most active lines of research associated. A short introduction to the challenges that the transmission
of voice over IP over wireless encompasses is provided as well. Human-to-machine scenarios are also
considered, as they are likely to be very common in the new applications that make use of these modern
networks. Special emphasis will be placed on how network-related distortions affect the performance of
automatic speech recognizers. The chapter is completed with the conclusions and some of the envisaged
challenges.
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20.1 Introduction

The voice is the vehicle for the most important type of communication between human beings: speech
communication. Consequently, voice transmission has played, since the origins of telecommunications,
a distinguished role in the conception, development, and deployment of communications systems. At
present, wireless and Internet protocol (IP)-based (and combinations of both) communications systems
are the most outstanding paradigms, therefore voice over IP and wireless has become a relevant topic.

Traditionally, compression rate, speech quality under several conditions, and coding delay or complexity
were the most relevant issues to be taken into account when designing a voice communications system.
Nowadays, other network-dependent factors have to be considered. Robustness against transmission errors,
frame erasures or packet losses, performance of tandem configurations, coding of nonspeech signals
(e.g., background noises, music, etc.), and scalability and adaptation to a quality of service (QoS) are
some illustrative examples. Furthermore, wideband speech coding has attracted much attention in recent
years. Advances in speech coding — which have significantly reduced the bit rate for this high-quality
speech — together with expected increased capacity of wireless systems and IP-based transport networks
have boosted interest in this field.

The purpose of this chapter is to provide a brief description of the fundamental issues regarding
speech coding, the specific problems of voice over IP and wireless, current solutions, and the most ac-
tive lines of research. The reader will be directed to appropriate references for details. The chapter is
organized as follows. Section 20.2 describes the principles of speech coding and the specific techniques
used in IP and wireless environments. Section 20.3 is devoted to voice over IP. Specifically, technolog-
ical barriers and current solutions are described and standard speech coders are concisely presented.
Section 20.4 is dedicated to voice over wireless. Fundamental topics are addressed, standard speech coders
are revised, and some relevant trends are highlighted. Section 20.5 provides a short introduction to the voice
over IP over the wireless paradigm. Section 20.6 describes how network-related distortions affect the per-
formance of human-to-machine communications, with emphasis on automatic speech recognition over
IP and wireless. Finally, some conclusions are drawn and envisaged challenges are outlined in Section 20.7.

20.2 Speech Coding for IP and Wireless: Principles

20.2.1 Some Preliminary Notions

Before focusing on speech coding itself, the fundamental properties of the speech signal should be revised,
since the coding procedures are specifically tailored for exploiting such properties:

� Speech is a nonstationary signal; i.e., its statistical properties change over time.
� It exhibits a high dynamic range: there are large amplitude differences between the highest and

lowest energy segments.
� It is sometimes almost periodic (vocal cords vibrating), while other times it is noise-like (no

vibration). Those speech sounds made when the vocal cords vibrate are known as voiced, while
those that are noise-like are called unvoiced. Furthermore, mixed (simultaneously voiced and
unvoiced) sounds very commonly appear.

� The speech signal is very redundant. Two types of redundancies can be distinguished: those involving
consecutive samples (short-term) and those involving one-period-apart samples (characteristic of
voiced sounds and known as long-term).

A simplified model of the human speech production mechanism (known as a source–filter model), which
integrates to a limited extent the speech characteristics described above, has been extensively employed
in the field of speech coding. In this model, illustrated in Figure 20.1, speech is seen as the response of a
(typically, all-pole) filter to a source signal (also referred to as excitation). The filter intends to model the
articulation by capturing the main vocal tract resonances, while the excitation is expected to account for
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FIGURE 20.1 Source-filter model of the human speech production mechanism. Speech is seen as the response of a
filter to a source signal. The filter tries to model the articulation by capturing the main vocal tract resonances, while
the excitation is expected to account for either the noise-like (random noise generator) or periodic nature (impulse
train generator) of unvoiced or voiced segments, respectively. The energy of the speech is controlled by the parameter
G , a multiplicative factor applied to the excitation.

either the noise-like (random noise generator in Figure 20.1) or periodic nature (impulse train generator)
of unvoiced or voiced segments, respectively. The energy of the speech is controlled by the parameter G, a
multiplicative factor applied to the excitation (see Figure 20.1).

Speech coding is inherently a lossy process. Since the nature of the speech signal is analog, an analog-
to-digital conversion is necessary. This conversion conceptually entails two different processes: sampling
(continuous-time to discrete-time) and quantization (real-valued to discrete-valued). The bit rate (BR),
number of bits per second, is obtained as the product of the sampling rate and the number of bits per
sample. Since the sampling rate is given (bandwidth of the signal), speech coding algorithms aim to reduce
the number of bits per sample.

The bandwidth considered is another relevant subject in speech coding (it determines the sampling
rate). Either narrowband (300 to 3400 Hz) or wideband (50 to 7000 Hz) speech signals are contemplated.
Narrowband speech offers a limited quality, appropriate for telephone applications. Wideband speech
provides increased naturalness and intelligibility, eases speaker recognition, and is intended for higher-
quality-demanding applications.

20.2.2 Speech Coding Basics

20.2.2.1 Differential Coding

Speech coding mainly consists of removing redundancy and encoding the remaining nonredundant part of
speech in a perceptually satisfactory manner. Redundancy is removed by time-variant or adaptive methods
to match the nonstationary nature of the speech signal. Differential (predictive) coding is the most usual
paradigm for redundancy removal. For every sample of the speech signal, a prediction is made based on
previous ones, and it is the difference between this sample and its prediction that is actually quantized
and transmitted. The better the prediction is, the lower the dynamic range of the difference signal and,
consequently, the more efficient the quantization becomes. Furthermore, if exactly the same prediction is
made at the encoder and decoder ends, the difference signal quantization error is the only distortion in
the whole differential coding system.

According to the two types of redundancies present in the speech signal, two types of predictions
are usually implemented. Short-term prediction involves a number of adjacent previous samples, while
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long-term prediction — appropriated for voiced speech segments — uses samples of the previous period
to estimate those of the current one. Both predictors (short- and long-term) are linear, i.e., each sample
is estimated as a linear combination of previous ones. Thus, a P-th-order short-term prediction can be
formulated as follows:

x̃[n] =
P∑

k=1

ak x[n − k] (20.1)

where x̃ [n] denotes the predicted value, ak , 1 ≤ k ≤ P , are the weighting coefficients, and x[n − k],
1 ≤ k ≤ P , are the previous speech samples. For the long-term case, considering the simplest first-order
case, the prediction would be

x̃[n] = b x[n − M] (20.2)

where b is the weighting coefficient and M the pitch lag (i.e., the number of samples corresponding to the
fundamental period of the speech signal).

Furthermore, linear predictive coding (LPC) has been the most successful coding technique over the
years. There are several reasons for this, and here we highlight a few:

� Linear prediction (LP) has proven to be a very efficient technique for redundancy removal.
� The power spectrum of the all-pole filter derived from the short-term LP coefficients,

|H(e jω) |2 = 1∣∣∣∣1− P∑
k=1

ak e− j kω

∣∣∣∣
2 (20.3)

is an approximation of the power spectrum of the original speech signal. For typical values of P (8
to 16), the LP spectrum becomes a good approximation of the speech signal spectral envelope.

� It is very convenient for hardware implementations.

On the other hand, LP coefficients are not directly quantized. Some alternative sets of coefficients with
preferable quantization properties are used instead. Line spectral pairs (LSPs) [45] are the most popular
choice. They behave well when interpolated (typically, short-term LP coefficients are estimated once every
10 to 30 ms, and interpolated versions are obtained more frequently to provide smooth transitions) and
are very efficiently vector quantized.

20.2.2.2 Adaptive Quantization

The quantization of a nonstationary and high-dynamic-range signal like speech leads inherently to a
signal-dependent signal-to-noise ratio (SNR). In other words, the quality of the quantization is time
varying. Logarithmic quantization is the simplest solution. The original dynamic range is log-compressed
and the SNR becomes approximately constant. Adaptive quantization is the second alternative. It consists
of periodically updating the quantization step to follow the properties of the incoming signal. Adaptive
quantization is clearly superior to logarithmic quantization when few bits per sample are available.

20.2.2.3 Noise Masking

The noise-masking ability of the human auditory system is also a relevant issue in speech coding. Since the
final receptor of the speech is usually a human being — sometimes, and even more frequently as time goes
on, an automatic speech recognizer could be found instead — speech coders can take advantage of known
properties of our auditory system. Basically, a human being does not perceive a low-intensity signal (in
this case, quantization error) due to a simultaneously occurring stronger signal (speech), as long as both
are close enough to each other in frequency and the latter is sufficiently strong with respect to the former.
Typically, the way to exploit this property in the field of speech coding is conforming the spectrum of the
quantization error following (parallel to) that of the actual speech by means of what is called a perceptual
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weighting filter. Thus, more error is concentrated in the higher-energy frequency bands of the speech,
where the error could likely be masked.

20.2.2.4 Quality Measures

Speech coder quality is assessed through subjective listening tests. The most widely used is known as mean
opinion score (MOS). Listeners are asked to assign one of five possible numerical scores on a scale from 1
(unsatisfactory) to 5 (excellent) for a set of reference utterances. Finally, an average value is obtained.

20.2.3 Speech Coding for IP and Wireless

In this section, the fundamentals of the three traditional speech coder types, namely, waveform, parametric,
and hybrid coders, are presented. Afterwards, a brief discussion about the more relevant coding attributes
for IP and wireless is included.

20.2.3.1 Waveform Coders

As its name denotes, waveform coders attempt to preserve the waveform of the original signal. They operate
on a sample-by-sample basis, and consequently do not incur in any time delay (to be more precise, the
algorithmic delay is one sampling period), and typically operate at high bit rates (32 kb/s and above). Since
they aim to approximate the waveform, some objective and simple quality measures like SNR can give us
an approximate indication of their quality.

20.2.3.2 Parametric Coders

Parametric coders assume a simplified model of the speech signal. Thus, this model, irrespective of the
waveform, keeps the perceptually relevant characteristics of the speech signal. These coders work on a
frame-by-frame basis. For every frame, the model parameters are estimated, quantized and transmitted.
They generally operate at low bit rates (below 4 kb/s) and must be subjectively evaluated. Within this
group of coders, the LPC vocoder1 has been the most outstanding representative. This vocoder is based on
the simplified speech production mechanism of Figure 20.1, the time-varying vocal tract being modeled
through an all-pole LP filter and the excitation through either a noise or an impulse generator. Nowadays,
we would draw attention to two of them: mixed excitation linear prediction (MELP) and waveform
interpolation (WI) vocoders:

� MELP is the new generation of LPC vocoders. Very likely, the hard voiced/unvoiced decision turned
out to be the major limitation of the traditional LPC vocoder. MELP coders consider a weighted
combination of both types of excitations as the way to overcome that limitation.

� WI coders are based on interpreting the voiced periods of speech as a sequence of pitch-cyclic wave-
forms. Thus, the slow rate of variation of these waveforms facilitates prediction and interpolation.
They provide outstanding voice quality at low bit rates, the computational complexity being their
main drawback.

20.2.3.3 Hybrid Coders

Hybrid coders fill the gap between waveform and parametric coders. On the one hand, they assume a
speech model; on the other, they try to preserve the (perceptually weighted) original waveform. Hybrid
coders work on a frame-by-frame basis and typically operate at medium bit rates (between 4 and 16 kb/s).
These coders are also known as analysis-by-synthesis (AbS) coders. This alternative denomination tells us
more about their fundamentals. AbS coders are based on the previously described source–filter model.
The distinguishing characteristic of AbS coders is that the excitation (source) to the filter is chosen by
synthesis. The excitation is determined over blocks that are shorter than the frame and that are known as

1The term vocoder is a combination of two words: voice coder.
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FIGURE 20.2 Block diagram of the hybrid coder. Synthetic speech is generated by passing an excitation through the
cascade of LPT and STP inverse filters. The difference between the original and the synthetic speech is computed and
perceptually weighted. Next, the energy of this weighted difference is calculated and used as the score to select the
optimum excitation.

subframes. Typically, one frame is divided into two to four subframes. Several candidate excitations are
tested, and the one that results in the smallest (perceptually weighted) difference between the synthetic
and the original speech is chosen as the quantized excitation. During the synthesis stage, the excitation
coming from the excitation generator is fed into the cascade made up of the inverse of the long-term and
short-term prediction (LPT and STP, respectively) filters. Figure 20.2 illustrates this procedure.

The code excited linear prediction (CELP) coder is the preponderant hybrid algorithm. Almost every
standard coder operating at 4 to 16 kb/s is CELP type. In this case, all the possible excitations are stored in
a codebook. Only the index of the selected excitation sequence should be transmitted to the decoder end
(which stores a copy of the same codebook). On the one hand, this is a very efficient and flexible (as very
different kinds of sequences populate the codebook) way to represent the excitation. On the other hand, its
computational cost is conceptually quite high in comparison to other types of coders. Nevertheless, since
1984 (the proposal of the CELP algorithm) the original cost has been dramatically reduced. Furthermore,
the success of this architecture stimulated the implementation of the long-term predictor as an adaptive
codebook. As previously described, the long-term predictor estimates the current sample of the excitation
to the all-pole synthesis filter as a weighted version of a one-pitch-lag-behind sample (see Equation 20.2).
Therefore, the long-term prediction can be accomplished by means of a search in a codebook that stores
(a concatenation of) the last excitation sequences.

It is also worthwhile to mention another type of coder that, though we would classify as parametric,
involves some CELP concepts. Harmonic vector excitation (HVXC) coders, adopted as a part of the MPEG-4
standard, perform a vector quantization of the excitation for voiced frames and employ a CELP algorithm
for unvoiced ones.

20.2.3.4 Relevant Coder Attributes

Several, often conflicting issues should be taken into account when designing a speech coder. In the context
of this chapter, we have selected the following: bit rate, quality, complexity, delay and robustness.

20.2.3.4.1 Bit Rate
Obviously, the higher the bit rate, the better the quality. Speech coders for IP are either waveform (16
to 64 kb/s) or hybrid (5.3 to 16 kb/s), while for wireless the selected coders are either hybrid (3.45 to
13 kb/s) or parametric (1.2 or 2.4 kb/s, generally). Traditionally, as required by communication networks,
speech coding algorithms have been designed to provide a fixed bit rate (FBR), i.e., a constant number of
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bits per second. However, in the last several years, two types of non-FBRs have shown an extraordinary
development: variable bit rate (VBR) and adaptive multirate (AMR).

� VBR or source-controlled BR: On the one hand, the speech signal inherently demands VBR. Voiced
segments require higher bit rates than unvoiced segments for the same perceptual quality. On the
other hand, this VBR can be naturally conveyed through modern access mechanisms (code-division
multiple-access, CDMA) or transport networks (which are packet based).

� AMR or network-controlled BR: Modern wireless voice communications systems dynamically
assign bit rate for source and channel coding. Thus, speech coders are designed to operate at several
BRs, which can be selected depending on network conditions.

20.2.3.4.2 Complexity
Complexity is another topic to be taken into account. Maintaining the quality, the bit rate can be reduced
by increasing the complexity. In the IP environment, complexity is not critical, since current PCs are
powerful enough to run any standard coder in real time. In wireless, it is more relevant because complexity
means power consumption and, consequently, reduction of battery life. Nevertheless, from the power
consumption point of view the coder itself is not as relevant as the radio frequency stage. Thus, the voice
activity detector (VAD) — See Section 20.4.2.4 — which allows reduction of the transmitted power during
silent periods, becomes a key subsystem.

20.2.3.4.3 Delay
Delay is also a relevant issue in both IP and wireless. Perhaps it is more critical for voice over IP (VoIP),
since there are several subsystems that add significant delays (packaging, PC audio cards, routers, etc.).
The one-way coding delay should be kept below 150 ms. This figure could be relaxed to 300 ms for lowly
interactive conversations. Above 300 ms, the impairment becomes very unpleasant.

The one-way coding delay for hybrid or parametric coders is mainly determined by the algorithmic
delay (roughly 3.5 times this last figure), which is the time interval between two consecutive frames plus
some additional look-ahead. (The analysis window used to obtain the LP coefficients of the present frame
also comprises the next subframe of that which follows to allow the interpolation of filter coefficients
without incurring an additional algorithmic delay. Thus, the interpolation process relies only on current
and previous frame coefficients, though the coefficients corresponding to the current one take into account
the first subframe of the next.) The algorithmic delay typically takes values between 15 and 35 ms. The
one-way coding delay is consequently between 52.5 and 122.5 ms.

20.2.3.4.4 Robustness
Robustness becomes a major topic in speech coding for IP and wireless. First of all, VoIP can be affected
by packet loss. Thus, speech coders should be designed to gracefully degrade when one or even several
consecutive entire frames are lost (one packet could contain one or more frames, and packet loss typically
occurs in bursts). Moreover, wireless communications systems are prone to transmission errors (and
again the occurrence pattern is bursty). Though some parts of the systems try to minimize the impact of
transmission errors (interleaver and channel coder), the speech coder itself should be as robust as possible.

20.3 Voice over IP

20.3.1 An Overview

During the final years of the 20th century, IP-based networks became omnipresent. Their rapid spread
and potential general-purpose orientation have attracted so much attention that many of the still-existing
specific-purpose networks, like the Public Switched Telephone Network (PSTN), have been somehow left
behind. Among the most significant advantages of IP networks is their ability to transport any kind of
digital media (voice, text, video, audio, etc.), allowing not only the substitution of several specific-purpose
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networks by a single one, but also the combination and manipulation of various media for creating new
applications and services.

However, this claimed general-purpose orientation is not exempt from technical challenges and prob-
lems concerning the specific nature of the individual medium being transported. In Section 20.3.2,
the reasons for these difficulties in the particular case of voice transport will be examined, followed
by an outline of the most significant of the proposed methods for providing QoS in such situations
(Section 20.3.3).

The bandwidth restrictions imposed by these types of networks (as well as by wireless networks) require
the use of low-to medium-bit-rate speech coders. Thus, Section 20.3.4 will be devoted to the description
of the most often employed standard speech coders for VoIP. In Section 20.3.5 we will describe the basics
of packet loss recovery techniques.

We will finish (Section 20.3.6) with a brief exposition of incipient developments of packet-based alter-
natives to IP networks and their behavior in voice transport.

20.3.2 Technological Barriers

IP networks were not originally conceived to transport voice and therefore cannot guarantee some of the
fundamental requirements of this kind of inelastic traffic due to its real-time constant-bit-rate delivery
demand, as opposed to elastic traffic, like data, whose principal needs are integrity and reliability.

The following is a description of the issues that make IP networks unsuitable (a priori) for voice transport.

20.3.2.1 End-to-End Delay and Jitter

As previously mentioned, for a conversation to take place fluently, a maximum end-to-end delay must
be observed. VoIP systems produce a delay that is typically higher than that of other voice transmission
systems due to the large number of subsystems involved: audio capture system, speech coders (see coding
delay in Section 20.2.3.4), packaging, protocol syntax, routers, gateways, etc.

Furthermore, the variability of this delay, called jitter, is another important barrier. It is due to the fact
that the IP does not establish a dedicated communication channel, but proceeds on a packet-by-packet
basis. This means that for every packet carrying, in some situations, not more than 10 ms of speech, a
new path to its destination must be found, producing different delays for each packet. The impossibility
of predicting this delay makes it difficult to properly design the dimensions of the speech buffers required
to manage speech decoding at the destination. Besides, it makes voice frames appear in an order different
from that in which they were created.

20.3.2.2 Packet Loss

Transport control protocol (TCP) is the transport protocol usually associated with IP. Because it was
originally designed to carry data information, it employs a mechanism for flow control based on discarding
those packets that cannot be delivered due to node congestions. This triggers the resending of the lost packet
by the emitting source once a timeout expires without having received a proper acknowledgment. This
way the source detects the network congestion and moderates its packet emission rate.

This kind of behavior is not advisable in the case of voice traffic. If a voice packet is not delivered at the
time it should be reproduced, resending it is of no use. Therefore, to minimize these effects in most VoIP
applications, the transport protocol employed is user datagram protocol (UDP), which does not guarantee
the delivery of every packet but does not load the network unnecessarily.

In addition to network congestion, there is still another cause of packet losses: unaffordable delays.
When a speech frame reaches its destination too late to be reproduced, it is considered a missing frame.

20.3.2.3 Throughput

The throughput is the nominal bandwidth available for effective transmission over the network. An
individual user has at his disposal only a portion of the total throughput and needs the use of medium-
bit-rate speech coders.
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20.3.2.4 Internet Availability and Reliability

The availability of a network is measured as the time rate that the network is not functioning for any
reason, and its reliability as the maximum amount of time that passes in case of malfunctioning before
the service is resumed.

Because the Internet is composed of many different networks, its availability and reliability cannot be
guaranteed. On the contrary, PSTN is considered by many national governments to be an essential and
basic service, thus requiring strict limits for these two indicators. If IP networks are to substitute basic
telephony service, they must enhance these two aspects.

20.3.2.5 Security and Confidentiality

Some other important aspects of telephony service are security and confidentiality. Though important
research efforts are addressing this topic, secure user identification and validation (for service charge
purposes, for example) are not as easy in IP networks as in the PSTN.

20.3.3 Quality of Service

As has become apparent from the previous section, several problems must be addressed to provide voice
services with at least the same quality now offered by circuit-switched networks. QoS is a very broad and
dynamic subject. For our purposes, we do not intend to offer a comprehensive review of this field but only
to outline some of its more well-established tools.

Protocol H.323 [31] was the one initially chosen to implement the first packet-based voice services due to
its immediate availability. It was originally designed to manage packet-based multimedia communications
over local area networks and was originally developed as an adaptation of H.320. It utilizes the real-time
transport protocol/real-time transport control protocol (RTP/RTCP) from the Internet Engineering Task
Force (IETF), along with internationally standardized coders, and it is also being used for video and other
communications over the Internet. It specifies call control, including signaling, registration, and admissions
mechanisms, as well as a means of providing supplementary services like those now implemented in the
PTSN.

Session initiation protocol (SIP) [41] is a certified standard of the IETF designed to provide multimedia
call control and enhanced telephony services. It is transport-layer independent because it can be used
with any packet-based protocol, and its most significant qualities — if compared with H.323 — are its
reduced complexity and enhanced scalability. As we will see in Section 20.5, SIP was the selected call control
protocol in the Internet multimedia subsystem (IMS) specified for providing wireless VoIP services in the
Universal Mobile Telecommunications System (UMTS).

Concerning the provision of reliable and constant-bit-rate transport of voice packets (or any other
inelastic kind of traffic), the IETF has developed the aforementioned RTP/RTCP [43] set of protocols. The
former provides time signaling, loss packet detection, security, and content identification, and the latter
informs the sender and destination about the performance of the network, measuring delay, jitter, and
packet loss rate.

However, these protocols cannot guarantee the availability of resources in the network and therefore the
QoS. For that purpose, IETF specifies the resource reservation protocol (RSVP) [23], which allows users
to make reservations on the networks’ nodes of an established session. However, this protocol has severe
scalability problems due to the amount of computation needed in the nodes. Therefore, proposals based
on differentiated services (diffserv), where the traffic is classified in the boundary nodes, seem to be more
appropriate for core networks.

20.3.4 Standard Speech Coders for VoIP

Speech coders play a key role in the quality of the speech transmitted over IP networks. The principal
parameters of the most employed coders in VoIP applications are summarized in Table 20.1. It is worth
mentioning that the quality shown, measured through the mean opinion score scale, corresponds to clean
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TABLE 20.1 VoIP Standard Speech Coders

Speech Coder Technology Frame Rate (ms) Look-Ahead (ms) Bit Rate (Kb/s) MOS

ITU-T G.711 PCM 0.125 — 64 4.3
ITU-T G.726 ADPCM 0.125 — 16 2

24 3.2
32 4
40 4.2

ITU-T G.727 Embedded ADPCM 0.125 — 16 2.8
24 3.7
32 3.9
40 4.1

ITU-T G.729A CS-ACELP 10 5 8 3.8
ITU-T G.723.1 MP-MLQ 30 7.5 6.3 3.9

ACELP 5.3 3.8

operation conditions. Readers must be warned about the different origins of these MOS figures for different
coders, which allows only an approximated comparison between coder quality (due to the subjective nature
of the measure).

ITU-T G.711 [28] is a waveform speech coder that uses the classical pulse code modulation (PCM)
technique where the quantization steps follow the μ-law (U.S., Japan) or the A-law (Europe). This is one
of the simplest procedures by which to code a speech signal, and since the signal is coded on a sample-by-
sample basis, it produces the smallest algorithmic delay possible. However, the bandwidth required for its
application makes its use unaffordable in many situations.

ITU-T G.726 [27] uses the adaptive differential pulse code modulation (ADPCM) technique and pro-
vides several operation modes using different bandwidths (40, 32, 24, and 16 Kb/s), the most commonly
employed being 32 Kb/s, denominated primary mode.

As can be inferred from Table 20.1, the lowest-bandwidth operation modes are very inefficient compared
with the analysis-by-synthesis coders that will be described next. However, their advantages are their
simplicity and low algorithmic delay.

ITU-T G.727 is an embedded ADPCM where the number of bits employed for the differential quan-
tization of each sample accounts for the different possible operation modes or bit rates, in such a way
that every operation mode can be supplemented with the additional bits necessary to jump to another
operation mode. This way a 40 Kb/s coded speech can be decoded using any of the operation modes,
decoding the appropriate subset of parameters [44].

ITU-T G.723.1 [26] is an analysis-by-synthesis linear predictive coder and provides a dual coding rate
of 5.3 and 6.3 Kb/s. It is possible to switch between both rates at a frame level, and also, an option for
variable-rate operation is available using a VAD, which compresses the silent portions.

The excitation signal is composed of periodic and nonperiodic components. The construction of the
periodic component involves the estimation of a pitch lag and a fifth-order predictor for modeling the
long-term correlations.

The nonperiodic component is computed using different techniques depending on the coding rate used.
For the higher rate, 6.3 Kb/s, the encoder uses a multipulse maximum likelihood quantization (MP-MLQ),
while at 5.3 Kb/s, it employs an algebraic code excited linear prediction (ACELP) scheme.

Finally, ITU-T G.729 [29] specifies an 8 Kb/s speech coder using a conjugate-structure algebraic code
excited linear predictive coder (CS-ACELP). ITU-T G.729A [30] is a reduced-complexity version of the
aforementioned speech coder that produces a slightly inferior quality.

20.3.5 Packet loss Recovery Techniques

Packet loss recovery techniques can be classified into two groups: those relying on sender actions and those
based on the receiver (for a more thorough review, see, for example, [38] or [42]).

Sender-based techniques can be further divided into those implying a retransmission of the lost packet at
the request of the receiver and those based on interleaving and forward error correction (FEC). The former
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are not feasible in real-time conversational applications due to the long delay they imply. Interleaving
techniques are normally used in wireless applications where the most common problem is bit errors
occurring in bursts. However, in the case of IP networks, where the problem of packet losses also tends to
happen in bursts, interleaving techniques at a packet level produce an inadmissible delay. Finally, many
applications rely on FEC techniques that, nevertheless, increase the employed bandwidth.

Receiver-based techniques, on the other hand, only require actions at the receiver end, therefore pro-
ducing no extra delay and bandwidth occupation. Most of the speech coders define specific means of
recovering from packet losses (maybe affecting several frames). Thus, for example, the G.723.1 speech
coder has been designed to be robust against frame erasures: when the decoder is in concealment mode,
it uses the previous LSP vector to predict the current one and generates a synthetic voiced or unvoiced
excitation signal based upon a decision made about the last good frame. The decoded speech is attenuated
if bad frames continue to arrive, until it is completely muted after three consecutive losses.

G.729 also implements a similar procedure to recover from frame erasures. However, as the LP param-
eters are differentially encoded, the effects of packet losses last longer.

20.3.6 Other Packet-Based Alternatives for Voice Transport: Trends

Despite the fact that the most common packet-based protocol is the combination of TCP/IP, there are
other packet-based alternatives that are being implemented by major carriers and, many times, though
these other technologies can be employed to carry voice themselves, are subsequently employed to carry
TCP/IP.

Some of the most commonly implemented alternatives are asynchronous transfer mode (ATM) and
frame relay and, recently, multiprotocol label switching (MPLS). The latter is gaining support and is being
implemented in many backbone networks. MPLS is able to interwork with IP diffserv (see Section 20.3.3)
and can also be implemented over ATM, thus exploiting the already deployed ATM networks. Moreover,
it implements a comprehensive QoS on aggregated traffic that can result in an important advantage for
voice transport [50].

20.4 Voice over Wireless

20.4.1 Wireless Voice Communications Systems

In this section devoted to voice over wireless, we will refer to the North American IS-54 and IS-136 time-
division multiple-access (TDMA) and IS-95 code-division multiple-access (CDMA) systems, the European
Global System for Mobile (GSM) TDMA, second-generation wireless systems, and third-generation wide-
band code-division multiple-access (WCDMA) systems (UMTS and CDMA2000).

Compared to other voice communications systems, the most relevant characteristic of wireless voice
communications systems is the unavoidable presence of transmission errors (mostly occurring in bursts).
Consequently, one of the main objectives of wireless voice communications systems should be to provide
high intelligibility and high-quality speech in a variety of operational channel conditions. Speech coding
is only one of the processes involved. Interleaving and channel coding also play relevant roles.

The speech coder itself should be robust. The effect of residual errors (those still present after the error
correction process) on decoded speech has to be limited as much as possible. Interleaving is the most
effective technique to deal with the bursty patterns of transmission errors. Channel coding is an essential
subsystem in wireless voice communications. Otherwise, voice over wireless would not be feasible. Although
source and channel coding have traditionally been separately designed, joint source–channel coding (see
Section 20.4.4.1) is expected to make significant advances in this field.

Voice over wireless communications systems also include other series of subsystems aimed at reducing
average power consumption and, consequently, increasing the system capacity, like voice activity detection
(VAD), the discontinuous transmission (DTX) mechanism, and the multiplexing access mechanism. These
subsystems will receive more attention in the next section.
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20.4.2 Fundamental Issues in Speech Coding for Wireless

The previous general considerations regarding wireless voice communications systems have significant
implications on the design of speech coders for wireless communications systems. Some of them are
discussed below.

20.4.2.1 Channel Quality and Adaptive Operation

Wireless channel quality is typically characterized through the carrier-to-interference ratio (C/I). Speech
coders for wireless should provide high speech quality in typical operation conditions (C/I > 10 dB).
Furthermore, satisfactory speech quality is desirable even in poor channel conditions (C/I < 7 dB). In
order to manage such requirements, recent standard coders are able to adapt their bit rates according to the
varying channel quality or network load. Thus, channel capacity is dynamically balanced between source
and channel coding, producing high-quality speech under good channel conditions and at least highly
intelligible speech under poor conditions.

20.4.2.2 Background Noise

The good reproduction of background noise by speech coders significantly contributes to the quality
perception of the user. If the background noise sounds unnatural, the user will negatively judge the
quality even though the speech quality is good. Coding of background noise becomes an important issue
in wireless speech coding because as the bit rate decreases, the coder becomes more model dependent
(speech dependent), which makes it less appropriate for nonspeech signals.

20.4.2.3 Tandeming

Successive encoding and decoding processes involving the same or different coders, called tandeming,
are very common in practice. In fact, during the selection and characterization phases of any standard
coder, the candidates are always tested under such conditions. Although once the speech signal has been
encoded there is apparently no reason to decode it until it reaches the end user (assuming that the entire
communication path is digital), this is not the habitual situation in real operation. Actually, when the signal
goes through international links, it is usually decoded and reencoded, using typical waveform standard
speech coders to undergo the international segment, to be decoded and reencoded again, now using one of
the corresponding wireless standards, when it enters the mobile network. On the other hand, even when
the signal does not transverse borders, it occasionally suffers the same tandeming process when the near-
and far-end telephone operators are different. Finally, for networking reasons, and more frequently than
one may suspect, the speech signal goes through two or more encoding–decoding stages.

This fact should be taken into account when a speech coder is designed. For example, most of the
current speech coders incorporate a postfiltering stage to attenuate the (audible) quantization noise in
the perceptually less relevant frequency bands for the speech signal (coarsely speaking, both noise and
speech are suppressed in those bands perceptually less relevant for the speech). In case of tandeming, the
postfiltering stages corresponding to each coder are cascaded. Therefore, postfiltering should be designed
for a given number of tandeming stages.

20.4.2.4 Voice Activity Detection

VAD has become an essential subsystem in wireless speech communications systems. When voice activity is
not detected, the encoder is able to switch to a lower-bit-rate mode typically used for coding the background
noise. In some wireless systems, a DTX mechanism, governed by the VAD subsystem, makes it possible to
stop transmission during speech pauses, in this way reducing the average transmitted power. Also during
these pauses, some characteristics of the background noise are transmitted in order to reproduce at the
receiver end a synthetic comfort noise similar to the original one.

20.4.2.5 Unequal Error Protection (UEP)

Channel encoders (which are explicitly designed for each standard speech coder) classify the source bits
into several categories depending on their relative perceptual impact. In this way, not only are some
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TABLE 20.2 Wireless Network Standard Speech Coders

Speech Coder Technology Frame Rate (ms) Look-Ahead (ms) Bit Rate (Kb/s) MOS

GSM FR RPE-LTP 20 — 13 3.7
GSM EFR ACELP 20 — 12.2 4.1
GSM HR VSELP 20 — 5.6 3.5
GSM/UMTS AMR-NB ACELP 20 5 12.2 4.1

10.2 4.0
7.95 3.9
7.40 3.8
6.70 3.8
5.9 3.7
5.15 3.5
4.75 3.5

ITU-T GSM/UMTS AMR-WB ACELP 20 — 6.6 4.0
8.85 4.5

12.65 4.6
14.25 4.6
15.85 4.6
18.25 4.6
19.85 4.7
23.05 4.6
23.85 4.6

NA-CDMA IS-96 QCELP 20 5 0.8–8.5 3.3
NA-TDMA IS-641 ACELP 20 — 7.4 3.8
NA-TDMA IS-54 VSELP 20 5 7.95 3.5
NA-CDMA IS-127 RCELP 20 — 1.2–9.6 3.8

errors detected and even corrected, but their influence on the (decoded) speech perceptual quality is also
minimized.

20.4.2.6 Frame Erasures

Furthermore, when the channel decoder considers that a speech frame is seriously damaged (because the
most critical parameters are unreliable due to errors), the frame is labeled (by the channel decoder) as “bad”
and discarded (not conventionally decoded). Instead, the frame is substituted by an attenuated version
of the last reliably received frame. If various consecutive frames are seriously damaged, the attenuation
increases, and when the number of replaced frames is more than five (100 ms), the decoder mutes the
output.

20.4.3 Standard Speech Coders for Wireless

Table 20.2 summarizes the main parameters defining the coders employed in wireless systems. As in Table
20.1, the MOS quality figures come from different sources, and consequently, the comparisons between
coders qualities can only be approximated. They are always obtained under clean conditions (without any
channel distortion or tandeming).

20.4.3.1 European GSM and UMTS Standards

In this section, the speech coders employed in the European GSM and UMTS wireless systems will be
outlined. The European Telecommunications Standards Institute (ETSI) has standardized two types of
speech traffic channels: full-rate (22.8 Kb/s) and half-rate (11.4 Kb/s). However, due to the unreliability of
the radio transmission channel, a considerable portion of the bit rate capacity is devoted to channel coding.

Phase 1 of GSM standardization initially described the full-rate (FR) speech coder [8], which made use
of 13 Kb/s, leaving the remaining 9.8 Kb/s to the channel coder. Phase 2 introduced two new coders: the
enhanced full-rate (EFR) [10] for the full-rate speech channel and the half-rate (HR) [9] for the half-rate
speech channel. The former employs 12.2 Kb/s and the latter 5.6 Kb/s. Finally, an adaptive multirate (AMR)
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[11] set of coders has been defined to obtain the best speech quality, dynamically balancing the allocation
of bits between the speech and channel coder. Thus, the AMR system adapts to channel conditions by
selecting the appropriate mode (full- or half-rate) and the speech coding rate that allows sufficient error
protection for the actual error level of the channel. These last coders are also being employed in UMTS.

The GSM FR speech coder operates at 13 Kb/s. It is a regular pulse excited linear predictive coder with
a long-term predictor (RPE-LTP) [48]. For the channel coding, GSM uses convolutional encoding and
block interleaving.

The HR coder uses the vector sum excited linear prediction (VSELP) paradigm [19]. Four voicing
modes can be selected for the periodic component of the excitation, and a weighted sum of a reduced
number of basis vectors, which define the stochastic codebook, produces the nonperiodic component of
the excitation.

The GSM EFR uses the algebraic CELP paradigm (ACELP) [10] and encodes speech at 12.2 Kb/s.
The excitation is composed of an adaptive codebook contribution (using a long-term predictor with a
noninteger delay precision) and an algebraic fixed codebook.

This coder employs the FR speech channel just like the GSM FR coder and therefore uses the same
channel coder, but leaves 0.8 Kb/s more than the GSM FR for protection. These bits are employed to
provide extra protection to some of the most important bits in the bit stream.

The adaptive multirate–narrowband (AMR-NB) speech coder [11] provides eight modes corresponding
to the bit rates shown in Table 20.2, being the uppermost the same as GSM EFR. Complementary channel
encoders are used to complete either the FR speech channel bandwidth or the HR (when possible).

The algorithm for speech encoding is roughly the same as GSM EFR. However, for each mode, a different
number of tracks and pulses per track are chosen for the fixed algebraic codebook to attain the desired
number of bits.

The adaptive multirate–wideband (AMR-WB) [4] uses an extended audio bandwidth, from 50 Hz to
7 KHz, giving superior speech quality, and using (like its narrowband counterpart) ACELP technology. It
provides several modes of operation that can be selected for different levels of background noise, leaving
the rest of the available bandwidth for channel protection.

20.4.3.2 North American Cellular Systems

The Interim Standard (IS)-54 speech coder was standardized for use in the TDMA digital cellular system
in North America. It is a VSELP coder that processes speech every 20 ms using a look-ahead of 5 ms and
a total bit rate of 7.95 Kb/s.

IS-641 is very similar to the GSM EFR coder. It uses a 5.6 Kb/s source coder and a channel coder up to
13 Kb/s. The excitation signal is also computed as the sum of an adaptive and algebraic fixed contribution,
structured in the same manner as the excitation in GSM EFR.

IS-96 is Qualcomm’s proprietary version of a CELP speech coder, known as QCELP, designed for use
in the CDMA digital cellular system in North America. It runs at 8.5 Kb/s when speech is being produced
and drops to 0.8 Kb/s in silent intervals.

IS-127 is an enhanced variable-rate coder (EVRC) designed to replace IS-96 in the IS-95 CDMA cellular
system. It is a relaxation code excited linear predictive (RCELP) speech coder that supports three bit rates
(9.6, 4.8, and 1.2 Kb/s). The actual rate is determined by the contents of the current speech and the history
of the characteristics of previous frames.

20.4.4 Some Trends

In this section, the most relevant research activities in the context of speech coding for wireless commu-
nications are briefly presented.

20.4.4.1 Joint Channel--Source Coding

Traditionally, source and channel coders have been separately designed. This approach, called tandem
source–channel coding, would be asymptotically optimal if no residual redundancies remained after source
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coding. However, this does not occur in practice because of the constraints of speech coding algorithms
in complexity and delay. As a consequence, the global system performance degrades at low SNRs.

To overcome these limitations, several techniques for jointly designing source and channel coding have
been recently developed. This approach is known as joint source–channel coding and basically consists of
exploiting the residual redundancies of the speech signal in order to guarantee high speech quality and
intelligibility, even under very bad channel conditions.

One technique based on this idea is source-controlled channel coding (SCCD), in which correlations in
source coder parameters are used for minimizing the bit rate allocated for the channel coding stage [21].

Another promising approach is soft bit source decoding (SBSD), which proposes estimating the speech
parameters during the source decoding stage, taking into account both the reliability of the information
provided by the channel decoder and the knowledge of previous frames of the signal [14].

Both approaches can be concatenated for improved results, as shown in [22].

20.4.4.2 Robustness Issues for Low-Bit-Rate Coders

Nowadays, and likely due to the development of the future NATO Narrow Band Voice Coder (STANAG
4591), two main issues have concentrated the attention of speech coding researchers for wireless commu-
nications: robustness of speech coders when operating under hard acoustic conditions and development
of coders at very low bit rates with reasonable speech quality and high intelligibility.

The NATO Narrow Band Voice Coder is being developed not only for military applications, but also for
professional and commercial use. Its most relevant requirements are [46]:

� Very low bit rates (1200 and 2400 bps) with small delay and reasonable complexity
� Robustness in a wide range of acoustic environments: background noise, tandem conditions (see

Section 20.4.2.3), and transmission errors
� Robustness for a wide range of users, taking into account not only interspeaker variability (e.g.,

language independence, even nonnative speakers), but also intraspeaker variability (e.g., whispered
voice)

Among the different proposals for this standard, it is worth mentioning the mixed excitation linear
prediction coder [49] at 1200 bps and the harmonic and stochastic excitation (HSX), which is a dual coder at
1200 and 2400 bps [20]. HSX is an LP-based coder with a mixed excitation model. In particular, the periodic
impulse train covers the lower frequencies of the excitation and the noise covers the upper frequencies.
However, its main novelty is the explicit incorporation of two noise reduction techniques into the speech
coder (a combination of Wiener and Lim filters) for achieving environmental robustness at low SNRs.

20.4.4.3 Selectable Mode Vocoder (SMV [18])

This new variant of CELP coders has been selected by the Telecommunication Industry Association (TIA)
and the Third Generation Partnership Project 2 (3GPP2) for CDMA applications and also forms the basis
for the newly emerging ITU-T 4 Kb/s speech coding standard.

The distinguishing characteristic of SMV is its ability to select the best bit rate as a function of the
type of input speech frame (silence, noise-like, unvoiced, onset, nonstationary voiced, and stationary
voiced).

20.5 Voice over IP over Wireless

The mobility offered by wireless networks and the ubiquity of IP, together with their increasing ability
to transport multimedia content, make the combination of both an appealing all-in-one solution. This
way, any type of multimedia content could be transmitted over IP regardless of the physical layout of the
network.

However, even considering the enhanced spectral efficiency of the third generation of wireless sys-
tems, the fact that IP was originally designed for wirelines makes it an inefficient protocol for wireless
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transmissions. Issues such as bandwidth efficiency, security, and confidentiality are of vital importance for
the development of IP-based multimedia services over these networks:

� The bandwidth efficiency of IPs is very poor when packets are filled with speech frames due to
their short durations in comparison with the amount of headings necessary to send them. On the
other hand, if many speech frames are accommodated in a single IP packet to make better use
of the available bandwidth, the delay due to the buffering of those frames becomes unpleasant
in conversational applications. Compressed heading solutions have been proposed to improve
performance [5].

� The security and privacy characteristics of wireless channels are issues that IPs must face. This topic
has been evaluated within the IEEE 802.11i standard for wireless local area networks (WLANs) and
proposals based on Ipsec protocols are also being used in other types of wireless networks [25].

Besides, again, the elastic traffic orientation of IP networks makes them unsuitable for transporting
real-time voice. Many efforts are being made to enhance the behavior of wireless networks to enable them
to provide QoS, extending and adapting some of the solutions described in Section 20.3.3.

Thus, an Internet multimedia subsystem has been defined in UMTS to provide an end-to-end QoS
guarantee by using policy-based control principles. SIP (see Section 20.3.3) has been chosen as the call
control standard. The latest revision of the SIP specification includes enhancements to optimize SIP for
wireless networks. One of the enhancements, for example, allows SIP messages to be compressed so that
they can be efficiently transported over the wireless interface.

The QoS of WLAN is considered in the IEEE 802.11e, which defines means of establishing priorities of
medium access within the packets, so that real-time inelastic traffic could more easily meet the requirements
of delay and jitter.

20.6 Voice-Enabled Services over IP and Wireless

20.6.1 Introduction

The rapid growth of the Internet and wireless communications is enabling a wide variety of applications in
which the integration of different multimedia data (text, audio, image, video) is desirable. In this context,
the ability to provide the client with on-line, cost-effective, friendly interfaces will acutely influence the
success of an application. Because speech is the most natural form of human communication, spoken
interfaces are crucial for these applications because they enable a user to interact with a computer as if it
were a conversational partner.

The most common application of speech technologies over IP and wireless networks is access to remote
information about flight or train schedules, hotels, and other services. Furthermore, other emerging
applications can be envisaged: e-mail processing (reading and writing) on cellular phones, dictation over
the phone to personal assistants, etc.

20.6.2 Technologies for Voice-Enabled Interfaces

Interactive spoken interfaces integrate several technologies based on speech (speech recognition and syn-
thesis modules) and natural language processing (discourse analysis, sentence interpretation, and auto-
matic response generation modules) to enable natural human-to-machine interaction. In the context of
this section, we focus on speech processing technologies and, specifically, on automatic speech recognition
(ASR), though a brief presentation and discussion concerning text-to-speech conversion (TTS) systems
and speaker recognition is also presented.

� Speech Synthesis (Text-to-Speech Conversion)
TTS systems are computer-based modules that are capable of reading or automatically pronounc-

ing any text or sentence aloud. In conversational interfaces, TTS systems are useful for accessing
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textual information and, in combination with a language generation technique, for verbalizing
dialogues generated by the system.

� Speech Recognition
Automatic speech recognition deals with the automatic transcription of words or sentences

uttered by a user. Its automation with other linguistic processing techniques such as discourse
analysis and sentence interpretation, allows the correction of unrecognized words, improving the
performance of the overall system.

� Speaker Identification and Verification
Speaker recognition aims to automatically recognize the identity of a speaker using the specific

characteristics of his or her speech. Two different tasks can be distinguished: speaker identification
(which consists of identifying the person who has pronounced a given utterance) and speaker
verification (in this case, the system accepts or rejects the identity claimed by the speaker). This
technique can be used for enabling control of access to various services by voice, for example,
banking over IP networks, booking services, or remote access to computers.

The rest of this section is devoted to ASR, which is one of the key technologies for enabling natural
conversational interactions between humans and machines. Speaker recognition systems are affected in a
similar way as ASR systems by the specific distortions of wireless and IP environments. Interested readers
should refer to [3] and [39] for a more detailed discussion. With respect to the text-to-speech systems,
information on how IP and wireless networks affect the perceived quality has been very limited. Although
there are no objective studies about the suitability of certain speech coders for TTS tasks, Muthusamy et al.
[35] report that subjective listening evaluations show that speech coders slightly degrade the perceptual
quality of synthetic speech (especially the GSM FR coder).

20.6.3 Architectures for Automatic Speech Recognition
over Communication Networks

Most of the ASR systems consist of two main modules: the parameterizer or feature extractor and the
classifier or recognizer. The first extracts a compact representation of the speech signal suitable for ASR.
The second compares the utterance to its acoustic database, which contains the models for the basic
acoustic units. In addition, the ASR system is assisted by a dictionary (a set of words in the lexicon of
the task) and a language model (which contains information about the allowable combination of words
and phrases). The classifier module is usually based on the hidden Markov model (HMM) paradigm. It is
worth noting for posterior discussions that classification is much more computationally demanding than
parameterization.

The integration of ASR systems in voice-enabled services over communication networks such as GSM,
UMTS, and IP can be implemented according to three possible architectures ([7], [15]), depending on
how the speech recognition processing (basically, feature extractor and classifier) is distributed between
the terminal and the machine running the ASR application, i.e., between the client and server sides.
These architectures are (1) terminal-based speech recognition (TSR) or local speech recognition (client-
only processing), (2) network-based speech recognition (NSR) or remote speech recognition (server-only
processing), and (3) distributed speech recognition (DSR) (client–server processing).

20.6.3.1 Local or Terminal-Based Speech Recognition

The best way to avoid both coding distortion and transmission errors is to perform the speech recognition
at the user local terminal. Nevertheless, this approach has three disadvantages. First, the application must
reside at the local terminal, and therefore the interface design will be tightly constrained by the hardware
(memory and computational load) resources of the terminal. Second, application updating is much more
difficult at the terminal than at the server. And third, it is not possible to reproduce the speech signal at
the remote end.
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FIGURE 20.3 Remote or network-based speech recognition (NSR).

20.6.3.2 Remote or Network-Based Speech Recognition

The best alternative for reducing the computational load at the local terminal is to let the server perform
the entire recognition process, as shown in Figure 20.3. This way, the terminal is totally independent of the
kind and complexity of the application running at the remote end, the only requirement being the use of
the same standard coder in both the local terminal and the remote server. This fact becomes relevant for
the design of applications that integrate voice, data, or any other kind of media, since it allows universal
access from almost any terminal.

In this case, voice should be compressed and transmitted over the network using a specific speech
coder. Two different approaches to ASR have been reported. In the first approach (decoded speech-
based recognition), the voice is decoded at the receiver end (as usual), and subsequently, the recognition is
performed. In the second approach (bit-stream-based or digital speech-based recognition), the recognition
feature vectors are extracted directly from the encoded speech (i.e., the bit stream), instead of decoding
it and subsequently extracting the feature vectors [16], [33], [36]. Though this approach requires specific
processing for each coder, it avoids the coding distortion and it makes the ASR system more robust against
transmission errors.

20.6.3.3 Distributed Speech Recognition

A compromise between the two previous solutions consists of performing part of the recognition process
at the client end (namely, the parameterization) and the remainder at the server end (see, for example,
[12] or [40]). In fact, the terminal only extracts the feature vectors (suitable for speech recognition) and
their transmission can be performed over a data channel, as illustrated in Figure 20.4.

FIGURE 20.4 Distributed speech recognition (DSR).
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With respect to its shortcomings, first, there is the impossibility of reproducing the speech signal at the
remote end, and second, there is the necessity of a standardized front end so that every client terminal
computes and transmits the same parameters. In this context, ETSI has proposed the AURORA standard
[12] for feature extraction and compression.

The advantages of DSR rely on the fact that the bandwidth required to transmit the recognition pa-
rameters is very small (4.4 Kb/s in the AURORA standard), while the computational effort needed for the
parameter extraction is not so high. Besides, distortion due to the speech coding is completely avoided.
Also, DSR allows the application of channel coding (or error concealment techniques) designed ad hoc for
the protection and correction of errors introduced by the communication channel.

Many efforts are currently being made to explore which of these two choices, NSR or DSR, is more
suitable for enabling ASR tasks over wireless and IP communications, as discussed in the following sections.

20.6.4 ASR over IP

In ASR systems over IP networks, two major difficulties are to be considered: coding distortion and packet
loss. In this section, we describe the more relevant studies on the influence of these factors on ASR systems
and some of the existing solutions.

20.6.4.1 Coding Distortion

The voice coders G.723.1 and G.729, included in the H.323 protocol suite [31], are the most commonly
used. These coders introduce some distortions in the speech signal, which cause corresponding perfor-
mance degradation in ASR systems, as shown in [24] and [36]. In fact, even when working with matched
conditions (i.e., training the system using decoded speech), the speech recognition performance substan-
tially decreases when coders operating at bit rates under 16 kb/s are used (which is the case for G.723.1 and
G.729).

However, coding distortion only affects ASR performance when NSR architecture is used (in particular,
in the decoded speech-based recognition approach).

20.6.4.2 Packet Loss

As previously mentioned, the inadequacy of IP networks for real-time traffic such as voice appears in the
form of packet loss, either because the packets are actually lost or because they arrive too late. Depending
on the implementation, one packet can contain one or more speech frames. In addition, packet losses
usually happen in bursts, producing a significant number of missing speech frames.

Obviously, packet loss deteriorates the quality of the decoded speech and then can severely affect
the recognition performance of the ASR systems. Error concealment, i.e., a receiver-based strategy (see
Section 20.3.5), is the most common alternative. Error concealment techniques were originally proposed
in the speech coding context. They aim to reconstruct a perceptually acceptable voice operating only at the
decoder end by means of techniques specifically designed for every standard coder (see Section 20.3.5).

Nevertheless, error concealment techniques in speech coding are tightly constrained by strict delay and
computational requirements. These requirements are notably more relaxed in the ASR context, which
has stimulated the research of ad hoc methods for error concealment in ASR, for instance, dropping the
corrupted packet from the received sequence, replacing the lost packet with some averaged training data,
and linear or nonlinear interpolation of neighboring frames [37]. Moreover, they can combine with FEC
techniques (see Section 20.3.5) with very promising results, as shown in [6].

20.6.5 ASR over Wireless

Wireless environments entail three main problems for the ASR systems: noisy scenarios, source coding
distortion, and transmission errors. Besides, other subsystems of the wireless communications system
also affect the performance of an ASR system, for example, the presence of the VAD subsystem or the
insertion of comfort noise (see Section 20.4.2.4). The VAD, though conservatively designed, occasionally
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causes some clipping of the speech signal, while the insertion of comfort noise inevitably (though slightly)
disturbs the estimation, at the remote server, of the background noise characteristics.

20.6.5.1 Noisy Scenarios

The inherent mobility entailed by wireless communications systems allows the user to employ phone
almost anywhere: public places, within a car, the roadside, etc. As a consequence, reliable ASR systems
should be robust to any kind of background noise as well as to speaker’s reactions (speech changes) to
these noises.

Current research addressing the noise problem, i.e., trying to reduce the mismatches between training
and testing conditions, advances along three separate directions2: (1) speech enhancement, (2) more robust
parameterization techniques impervious to noise effects, and (3) techniques for adapting clean-speech
hidden Markov models to noisy speech conditions (for a complete review, see, for example, [32]). These
techniques were initially developed for PC or (fixed) telephone-based ASR applications, but they can be
applied to GSM and UMTS environments. For example, Fingscheidt et al. [15] and Kim et al. [33] have
proposed the application of different techniques of speech enhancement for DSR and NSR, respectively.
Muthusamy et al. [35] have analyzed the behavior of model compensation on noisy coded speech using
different standards (GSM FR, GSM EFR, G.729, and G.726). In the same context, an enhanced version of
the ETSI AURORA standard [13] introduces several modules for noise reduction.

20.6.5.2 The Influence of Coding Distortion on Speech Recognition

As in IP communications, coding distortion only affects ASR performance in the NSR architecture (in the
decoded speech-based recognition approach).

In the context of the GSM environment, Hirsch [24] showed that speech coded by using GSM FR, GSM
HR, and GSM EFR standards leads to a deterioration of the recognition performance. The lowest accuracy
is achieved by the HR scheme (the lowest bit rate), while the best performance is obtained when using the
GSM EFR (the more modern of the two FR standards).

For UMTS, the influence of the AMR coder is also noticeable: all the AMR modes (see Table 20.2) cause
significant degradation of the performance of the ASR system, especially the minimum allowed (4.7 Kb/s)
[15], [24], [35].

Finally, it is necessary to take into account the effect of speech coder tandeming, which is very common
in practice (see Section 20.4.2.3). In [17] and [34] an analysis of these situations can be found, showing
that tandeming dramatically reduces the recognition rate of the system.

20.6.5.3 Transmission Errors and Lost Frames

Despite the presence of channel coding, transmission errors and frame erasures inevitably appear in
wireless communications environments (see Sections 20.4.2.5 and 20.4.2.6).

Several studies (for example, [16] for NSR architectures and [2] for DSR) have been conducted to
analyze the effects of these two types of channel errors in ASR performance. The main conclusion is that
both types of distortion drastically degrade the ASR system performance. Moreover, in [2] it has been
shown that speech recognition is more sensitive to transmission errors than to (moderate) frame erasures.

In order to improve the robustness of ASR systems to channel errors, there are several recent works
[2], [47] that aim to design a channel coding specially tailored to ASR features. This approach is useful
in DSR architectures in which ASR parameters are quantized and transmitted to the remote server, where
recognition actually takes place.

Following this idea, in [1] it is shown that no major degradations in ASR performance are observed
for medium or good channel conditions. However, for bad channel conditions, a dramatic decrease of the
recognition rate is found. This observation has motivated the design of more sophisticated channel coders
for ASR feature’s transmission, based on the idea of joint channel–source coding (see Section 20.4.4.1).

2Some authors divide them in only two classes, merging the first two.
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For example, in [2], a novel method has been proposed to obtain a confidence measure on the information
received at the channel decoding state to use it to conceal the missing frames at the recognition stage (joint
channel decoding–speech recognition).

For the NSR architecture, the bit-stream-based recognition approach (see Section 20.6.3.2) has proven
to be very effective for alleviating the effect of transmission errors [16], [17].

20.7 Conclusions and Challenges

In this chapter we have reviewed the principles and outlined the challenges of the transmission of voice
over IP and wireless networks. These are currently the dominating networks, and they will eventually
converge to a seamless wireless and wireline network running IP.

However, the transmission of voice over these networks has to overcome a series of problems. In this
chapter we have described the most relevant difficulties for IP and wireless networks separately.

In particular, bandwidth limitations make speech coders gain a prominent role in the development
of current solutions. However, they produce a coding distortion that unavoidably increases when the
bandwidth restrictions become important.

Transmission errors also represent a handicap to obtain good-quality voice transmission. We can find
two types of errors: packet losses in IP networks and bit errors in wireless systems. Furthermore, they
usually occur in bursts, which makes them especially damaging.

Delays and variations of this delay (jitter) can also represent a serious problem in conversational ap-
plications, in particular in IP networks, as well as in tandeming stages along the communication path.
Moreover, the complexity of the coding algorithms and its implications on battery life become important
issues in small-size wireless devices.

Several techniques have been devised to enhance the performance of these communications systems,
like better exploitation of the bandwidth using VAD or efficient content-adapted protection against errors
(UEP). New protocols are being developed to account for the peculiarities of voice traffic. Furthermore,
new speech coding algorithms capable of adapting to variable network conditions (AMR) and concealment
techniques ready to cope with the persisting errors are being currently proposed.

Nevertheless, there are unresolved challenges or techniques that are still not fully developed, like the
provision of QoS guarantees, joint channel–source coding, robustness against environmental noises and
hostile channels, and the achievement of toll quality at 4 Kb/s.

Special attention must be paid to the transmission of voice over IP over wireless channels. All the aspects
that were reviewed for both VoIP and voice over wireless must be taken into account, making this means
of transmission an extremely challenging problem.

Lastly, the challenges that face the applications that are developed using the voice transmitted as such
for human-to-machine communications need to be carefully considered. Automatic speech recognition
is a key speech technology whose use could contribute to the naturalness of the application interfaces and
that becomes especially influenced by the network transporting the voice.
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FR: full-rate speech coder
GSM: Global System for Mobile Communications
HMM: hidden Markov model
HR: half-rate speech coder
HSX: harmonic and stochastic excitation
HVXC: harmonic vector excitation
IETF: Internet Engineering Task Force
IMS: Internet multimedia subsystem
IS: Interim Standard
LP: linear prediction
LPC: linear predictive coding
LSP: line spectral pair
MELP: mixed excitation linear prediction
MOS: mean opinion score
MPLS: multiprotocol label switching
MP-MLQ: multipulse maximum likelihood quantization
NSR: network-based speech recognition
PCM: pulse code modulation
PSTN: Public Switched Telephone Network
QCELP: Qualcomm’s propietary version of CELP
QoS: quality of service
RCELP: relaxation code excited liner prediction
RPE-LTP: regular pulse excited linear predictive coder with a long-term predictor
RSVP: resource reservation protocol
RTCP: real-time transport control protocol
RTP: real-time transport protocol
SBSD: soft bit source decoding
SCCD: source-controlled channel coding
SIP: session initiation protocol
SNR: signal-to-noise ratio
SMV: selectable mode vocoder
TCP: transport control protocol
TDMA: time-division multiple-access
TIA: Telecommunication Industry Association
TSR: terminal-based speech recognition
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TTS: text-to-speech system
UDP: user datagram protocol
UEP: unequal error protection
UMTS: Universal Mobile Telecommunications System
VAD: voice activity detector/detection
VBR: variable bit rate
VoIP: voice over IP
VSELP: vector sum excited linear prediction
WCDMA: wideband code-division multiple-access
WI: waveform interpolation
WLAN: wireless local area network
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21.1 Introduction

With the emergence of enhanced services in third-generation (3G) wireless communications systems comes
the necessity of developing technologies that will enable and support those services. In many applications,
wireless position location, or geolocation, is a key component. For wireless communication networks, an
inherently suitable approach for wireless geolocation is known as radiolocation, in which the parameters
that are used for location estimation are obtained from radio signal measurements between a target and one
or more fixed stations. In the realm of cellular and PCS systems, the mobile subscribers, or mobile stations
(MSs), serve as the target, while the base stations (BSs) serve the role of the fixed stations. Geolocation,
then, can be categorized in two ways: handset-based location and network-based location. For handset-
based location, parameters that are used to compute an MS’s position are measured at the MS and either
used to calculate position in the MS or transferred to a central processing facility for position estimation.
In network-based solutions, the parameters used for computing location are measured at the BSs and
transferred to the central facility for location determination. Both approaches have their advantages and
drawbacks. Network-based solutions do not require modifications to the handset but may be limited in
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their utility due to the “hearability” problem (see Section 21.5.2). Handset-based solutions, on the other
hand, require handset modification but have the potential of greater location accuracy when modified
with a Global Positioning System (GPS) capable receiver. Both approaches take advantage of the existing
wireless communications infrastructure without the need for supplementary technology such as dead
reckoning.

GPS, a satellite-based location system, is a popular solution for providing location in terrestrial wireless
communication networks. GPS is a proven technology and provides high accuracy when a line-of-sight
(LOS) path exists between the receiver and at least four satellites. However, GPS is often inoperable in areas
where satellites are blocked, such as in buildings and built-up urban areas. Further, the time-to-first-fix
(TTFF) for a conventional GPS receiver from a “cold” start can take several minutes. Additionally, adding
GPS functionality to a handset can be costly, bulky, and drain battery power at an unacceptable rate [1].
A proposed alternative to conventional GPS, assisted GPS (AGPS), shows promise of overcoming some
of these limitations (see Section 21.6). But regardless of whether GPS or AGPS is chosen as the location
solution by service providers, GPS solutions only apply to new handsets and cannot be used with legacy
terminals. Consequently, radiolocation systems based on the wireless communications infrastructure are
still an important area of research.

Of particular interest to wireless subscribers, industry, and government is the provision of emergency
services to wireless callers. Over the past decade, the percentage of emergency calls made from wireless
phones has drastically increased with the increasing reliance on wireless phones in the general public.
Without accurate location information for the increasing volume of wireless calls, the emergency operator
must determine the caller’s position by verbally querying the caller. This can take some time and is prone
to error if the caller is under duress or is in an unfamiliar area. In addition to the potential loss of life and
property, the time required to process each call in this fashion places an increasing strain on the emergency
system resources as the percentage of wireless emergency calls increases.

21.1.1 FCC Regulations for E-911

Much of the activity over the past several years in the area of wireless geolocation has been driven by the
1996 Report and Order of the Federal Communications Commission (FCC) [2]. The mandate established
guidelines for wireless service providers to provide both basic and enhanced 911 (E-911) capabilities.
Implementation of location services was to be carried out in two phases. In Phase I, wireless carriers were
required to provide public safety answering points (PSAPs) with a call-back number and the location of
the cell site or sector that was receiving the 911 call. Such capabilities allowed the PSAP to call back if the
call was disconnected. Phase II, which was to be completed by October 2001, required the wireless carriers
to provide the location of all 911 calls to the PSAP. At first, it was anticipated that the wireless carriers
would deploy network-based location technologies to meet the Phase II requirements of 100-m accuracy
for 67% of 911 calls and 300-m accuracy for 95% of the calls. By 1999, technological advances allowed for
the implementation of handset-based technologies. As a result, in October 1999, the FCC revised its rules
and imposed stricter accuracy requirements of 50 m for 67% of 911 calls and 150 m for 95% of the calls
for handset-based solutions. The network-based requirements remained unchanged.

21.1.2 Location-Based Services (LBS)

The FCC requirements may provide the driving force behind geolocation technological development and
deployment, particularly in the U.S., but several new and enhanced services can also benefit from the
technology. Location information can be used to support commercial services such as navigation or route
guidance, electronic yellow pages, and location-sensitive billing [3, 4]. The so-called ‘value-added services’
provide wireless subscribers with location-based Internet services, local broadcasting, and local traffic
information [5]. Security issues such as improved fraud detection also benefit with the ability to locate
fraudulent users more quickly and efficiently. Additionally, the emerging personal safety services will rely
heavily on accurate location [6].
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In terms of system enhancement, location technologies provide wireless carriers with the means of
improving wireless communications system design and performance. Location has been used to improve
routing for ad hoc networks [7] and for network planning where radio resources are dynamically redis-
tributed to improve coverage and capacity in areas regularly visited by users [8]. Combinations of location
with geographic information services (GIS) also provide the potential for greatly improving the efficiency
of resource allocation in a network [9]. Additionally, location information can play an important role in
assisting handoffs between cells and in designing hard and soft handoff schemes for wireless networks
[10, 11].

An application that has recently received considerable attention in the U.S. is the area of Homeland
Security. Position reporting is essential in providing a defense against emerging national threats as well as
handling conventional emergencies. Accurate location information is essential in allowing law enforcement
to respond quickly to reports of suspicious activity. In the event of an attack, a large number of emergency
calls may be originated and accurate location information would allow screening of calls that are placed
in response to the same event.

21.2 Geolocation Methods

The parameters that are often measured and used for location include angles of arrival (AOAs), signal
strength, times of arrival (TOAs), and time differences of arrival (TDOAs). The fundamental methods of
radiolocation that use these parameters can be grouped into three categories: direction finding, ranging,
and range differencing.

Direction-finding, or AOA, methods measure the angle, θ , at which a signal is incident at a BS whose
position is known. Given the known position and bearing of the incoming signal, a linear line of position
(LOP) can be formed on which the MS lies. For location in two dimensions, two such measurements are
required at two BSs to form two linear LOPs whose intersection is the estimate of the MS position, as
illustrated in Figure 21.1. The AOA information can be obtained through the use of antenna arrays or
directional antennas. For more available measurements (i.e., an overdetermined system), other approaches
for determining location can be formed as described in Section 21.3.2.

Ranging methods are based on measuring the distance between the MS and multiple BSs. Since a
circle is a curve of constant distance from a point, LOPs for ranging are circular. Because of this, range
measurements between the MS and three BSs are required in order to resolve the ambiguity that only two
measurements produce in two-dimensional location. However, if additional information is available, such
as the cell sector in which an MS resides in a cellular network, one of the two possible solutions can be
eliminated, and thus, two-dimensional location may be performed with only two BSs. The location of
the MS lies at the intersection of the circular LOPs, as illustrated in Figure 21.2. Range estimates can be
obtained based on signal strength or TOA measurements.

x2

x1

xs

lines of position

θ2

θ1

FIGURE 21.1 The AOA method of location estimation.
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FIGURE 21.2 Location estimation based on range measurements.

Range-differencing methods determine the MS position by measuring the differences in distances
between two BSs and an MS. Since a hyperbola is a curve of constant distance difference between a point
on the hyperbola and its two foci, the LOPs for range differencing are hyperbolic. Since two BSs are required
to form a single LOP, three BSs are required to generate two LOPs whose intersection provide the location
of the MS, as illustrated in Figure 21.3. Note that each set of foci (i.e., BSs) produce two possible hyperbolic
curves. The appropriate curve can be chosen by noting the sign of the measured range difference with
respect to the two BSs. Range differences can be obtained by differencing measured ranges or by direct
computation.

x2

x1

x3

xs

D2,1

D3,1

lines of position

FIGURE 21.3 Range differencing used for location estimation.
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21.3 Geolocation Algorithms

21.3.1 Geometric Solutions

A straightforward approach for estimating the location of the MS for direction finding, ranging, and range
differencing is to compute the point of intersection of the LOPs for each of those methods. Solutions formed
in this manner take advantage of the underlying geometric formulation of the location problem. We will
assume in this section that the number of BSs used is the minimum required for two-dimensional location.
The MS position in an overdetermined system, in which the number of AOA, range, or range-difference
measurements is greater than the minimum required, is better estimated with algorithms discussed in
Section 21.3.2.

Suppose that the MS is located at position xs = [xs , ys ]T , while the BSs are located at xi = [xi , yi ]T ,
i = 1, . . . , NB . For AOA location estimation, the measured angle at the i th BS, i = 1, 2, is given by

θi = tan−1

(
yi − ys

xi − xs

)
(21.1)

where it is assumed that each AOA is measured with respect to a common baseline, for instance, the x-axis.
The linear LOP for the i th BS that passes through point xi can then be represented as

ys = xs tan θi + (yi − xi tan θi ) (21.2)

Equating the LOPs for i = 1, 2 produces the estimate of xs :

xs = y2 − y1 − x2 tan θ2 + x1 tan θ1

tan θ1 − tan θ2
(21.3)

which can be substituted into Equation 21.2 for i = 1 or i = 2 to form the estimate of ys .
For ranging, the distance between the MS and i th BS can be represented as

Ri = ‖xi − xs‖ =
√

(xi − xs )2 + (yi − ys )2 (21.4)

for NB = 3. We note that with measurement errors, the three circular LOPs may not overlap at a single
point. Regardless, we may still form a location estimate by recognizing that we can transform the circular
LOPs to linear LOPs by using the lines connecting the points of intersection for each pair of range circles
[12, 13], as illustrated in Figure 21.4. The two LOPs can be expressed as

(x2 − x1)xs + (y2 − y1)ys = 1

2

(‖x2‖2 − ‖x1‖2 + R2
1 − R2

2

)
(x3 − x2)xs + (y3 − y2)ys = 1

2

(‖x3‖2 − ‖x2‖2 + R2
2 − R2

3

)
It is then straightforward to show that

xs = (y2 − y1)C3 − (y3 − y2)C1

[(x3 − x2)(y2 − y1)− (x2 − x1)(y3 − y2)]
(21.5)

ys = (x2 − x1)C3 − (x3 − x2)C1

[(y3 − y2)(x2 − x1)− (y2 − y1)(x3 − x2)]
(21.6)

where

C1 = 1

2

(‖x2‖2 − ‖x1‖2 + R2
1 − R2

2

)
C3 = 1

2

(‖x3‖2 − ‖x2‖2 + R2
2 − R2

3

)
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FIGURE 21.4 Generation of linear LOPs from circular LOPs for ranging location estimation.

For range differencing, we define the difference in distances to the MS from the i th and j th BSs as

Di, j = ‖xi − xs‖ − ‖x j − xs‖ (21.7)

which is a hyperbolic equation with foci at the two BSs. Note that for BSs i , j , and k, Dk,i = Dk, j − Di, j .
It can be shown that the x- and y-coordinates of the MS location estimate are related by [13]

ys = mxs + b (21.8)

where

m= D3,1(x2 − x1)− D2,1(x3 − x1)

D2,1(y3 − y1)− D3,1(y2 − y1)

b = D2,1‖x3‖2 − D3,1‖x2‖2 + D3,2‖x1‖2 + c 2 D3,1 D2,1 D3,2

2
[

D2,1(y3 − y1)− D3,1(y2 − y1)
]

By squaring and differencing Equation 21.7 for D2,1 and D3,1, and then substituting for ys in Equation
21.8, we obtain the quadratic in xs :

Ax2
s + B xs + C = 0 (21.9)

where

A= 4c 2 D2
2,1(1+m)2 − u2

B =−4c 2 D2
2,1[2x1 − 2m(y1 − b)]+ 2u

C = 4c 2 D2
2,1

(‖x1‖2 − 2y1b + b2
)− v2

and

u = 2[x1 − x2 +m(y1 − y2)]

v = ‖x2‖2 − ‖x1‖2 + 2b(y1 − y2)− c 2 D2
2,1
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which can then be used to compute ys in Equation 21.8. The solution to Equation 21.9 yields two solutions
for xs leading to an ambiguity. The two solutions arise from the fact that there are two possible branches to
the hyperbola. The ambiguity can be resolved by noting the sign of one of the range differences, for instance,
D2,1. If D2,1 > 0, then the MS lies closer to BS 1 than BS 2. Unfortunately, a consequence of this approach
is that there are frequently two or more possible solutions and there is no way to distinguish them without
more information [14]. Transformation of the hyperbolic LOPs to linear LOPs using geometric arguments
for range difference estimation with four BSs in two dimensions is given in [15]. In this approach, the
MS location is at the intersection of the linear LOPs, which are obtained from the major axes of two
conics on which the BSs lie. For range-differencing location in three dimensions, an extension of the
approach used above is developed in [16] using four BSs. For the overdetermined case, in which there
are more equations than unknowns, a method is developed in [17] for direct computation of a location
estimate.

21.3.2 Least Squares Estimation

When there are errors in the measured AOAs, ranges, or range differences, the solutions above can be utilized
with direct substitution of the measured quantities. However, statistical solutions are more justifiable in
the presence of measurement errors and are more suitable for overdetermined systems, unlike the solutions
in the previous section. To facilitate a statistical approach to the problem of MS location estimation, we
define a noisy vector of measurements at the NB BSs as

m = F(xs )+ n (21.10)

where n is the measurement noise vector with zero-mean and covariance matrix Q. The vector F(xs )
contains the AOAs, ranges, and range differences defined in Equations 21.1, 21.4, and 21.7, respectively.
The goal is to form a location estimate given the measurements in Equation 21.10.

A common approach for determining an estimate from a noisy set of measurements is the method of
least squares (LS) estimation, which forms a location estimate, x̂s , by minimizing

E(x̂s ) = [m− F(x̂s )]T W[m− F(x̂s )] (21.11)

Even when the noise cannot be assumed to be Gaussian, this is a reasonable approach for location estima-
tion. For simplicity, we will assume that W = I.

Since the measured parameters are nonlinear functions of the MS position, the LS problem is a nonlinear
one. A straightforward approach is to minimize Equation 21.11 using a gradient descent method [18].
With this approach, an initial guess is made of the MS location and successive estimates are updated
according to

x̂(k+1)
s = x̂(k)

s − μ ∇E(x̂(k)
s

)
(21.12)

where the matrixμ = diag[μx , μy] is the step size, x̂(k)
s is the estimate at iteration k, and∇ = ∂/∂x denotes

the gradient vector with respect to x. Because the system of equations is nonlinear, the error surface is
multimodal and the algorithm could converge to one of the local minima and not the global minimum.
Initialization of the algorithm, x(0)

s , is also important.
In order to mold the problem into a linear LS problem, the nonlinear function F(xs ) can be linearized

using a Taylor series expansion [19, 20, 21] about some reference point xo so that

F(xs ) ≈ F(xo)+H(xs − xo) (21.13)

where H is the Jacobian matrix of F(xs ) evaluated at xo . Then, the LS solution can be formed as

x̂s = xo + (HT H)−1HT [m− F(xo)] (21.14)
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This approach can be performed iteratively, with each successive estimate being closer to the final estimate
[19, 21]. Alternatively, if we ignore the linearization errors, a direct LS solution can be obtained by

x̂s = (HT H)−1HT m (21.15)

For AOA location in the overdetermined case, a system of linear equations in the unknown MS position,
xs , can be generated without linearization by utilizing the relationship

xs = xi + Ri

[
cos θi

sin θi

]
(21.16)

Solving these two equations for Ri and equating the results produces the system, i = 1, . . . , NB , of linear
relationships

Axs = b (21.17)

where

A = [ω1 · · ·ωNB

]T
and b =

⎡
⎢⎣
ωT

1 x1

...

ωT
NB

xNB

⎤
⎥⎦ (21.18)

with ωi = [sin θi − cos θi ]T [22]. The LS estimate is then obtained as

x̂s = (AT A)−1AT b (21.19)

For ranging (specifically, TOA), an LS approach that avoids linearization of the nonlinear functions
F(xs ) uses the linear LOPs given in Equation 21.2 for the overdetermined case. For NB > 3 BSs, NB − 1
nonredundant linear LOPs can be formed and represented in matrix notation as in Equation 21.17 where
[12]

A =

⎡
⎢⎢⎢⎣

(x2 − x1)T

(x3 − x2)
...

xNB − xNB−1

⎤
⎥⎥⎥⎦ and b = 1

2

⎡
⎢⎢⎢⎣

‖x2‖2 − ‖x1‖2 + R2
1 − R2

2

‖x3‖2 − ‖x2‖2 + R2
2 − R2

3
...

‖xNB ‖2 − ‖xNB−1‖2 + R2
NB−1 − R2

NB

⎤
⎥⎥⎥⎦ (21.20)

so that the LS solution is as given in Equation 21.19.
For range differencing, or TDOA, several other algorithms have been developed that exploit the

hyperbolic equations. One LS-based location algorithm, called the spherical interpolation (SI) method,
is developed in [23]. By mapping the spatial origin to the first BS and through some simple algebraic
manipulation, an error expression can be obtained as

e = δ − 2Rs m− 2Sxs (21.21)

where Rs = ‖xs‖, m is the measured TDOA vector,

δ =

⎡
⎢⎣

R2
s − D2

2,1
...

R2
s − D2

NB ,1

⎤
⎥⎦ and S =

⎡
⎢⎣

xT
2
...

xT
NB

⎤
⎥⎦ (21.22)

Note that Equation 21.21 is linear in xs given Rs , and it is also linear in Rs given xs . Consequently, a
two-step LS solution is developed that first provides the linear LS solution of xs given Rs , which is then
substituted back into Equation 21.21 to form the linear LS solution of Rs given xs . The result of the method
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is the LS estimate

x̂s = 1

2
[ST S]−1ST [δ − 2R̂s m] (21.23)

where R̂s is the LS solution for Rs . A variation of this algorithm is called the spherical intersection (SX)
method, which inserts the linear LS estimate of xs given Rs into Rs = xT

s xs [24]. The result is a quadratic
equation in Rs , the positive root of which is used to compute the location estimate.

Another TDOA LS solution that avoids linearization uses a transformation of the TDOA measurements
[25]. The simple transformation results in the new ‘measurements’ given by

ϕ = Δxs + R1m (21.24)

where

ϕ = 1

2

⎡
⎢⎣
‖x2‖2 − ‖x1‖2 − D2

2,1
...

‖xN‖2 − ‖x1‖2 − D2
N,1

⎤
⎥⎦ and Δ =

⎡
⎢⎣

(x2 − x1)T

...

(xN − x1)T

⎤
⎥⎦ (21.25)

The term R1 is nonlinear in xs and can be removed by using a projection matrix, P, that has m in its null
space. Projecting Equation 21.24 with P results in

Pϕ = PΔxs (21.26)

which leads to the linear LS estimate of the MS location:

x̂s = (ΔT PT PΔ)−1ΔT PT Pϕ (21.27)

For location in n dimensions, this method requires n + 2 BSs. It is shown in [25] that this result is
equivalent to the SI method. A more general form for this LS solution is developed in [26]. Another
two-step minimization method is developed in [27] that is optimal for small TDOA estimation errors.

21.3.3 Other Location Algorithms

While the LS approach to MS location is the predominant solution used in the literature, other approaches
have been developed as well in order to generate improved location estimators. A Bayesian approach
that partitions the location area into grids and uses signal strength measurements is presented in [28]. A
maximum likelihood (ML) approach that applies to signal strength, TOA, and TDOA location systems
is presented in [29] with a modification for the inclusion of sector cell information in [30]. Another
ML technique is developed in [31] for signal strength measurements using robust functions, while an
approximate ML and approximate minimum mean square error method are developed in [32] using
nonparametric estimates of the density functions for TDOA location. ML and other parametric approaches
are developed in [33] for AOA, TOA, and TDOA. Finally, a signal strength ML method is presented in [34],
while a method of weighting cell-ID location estimates (see Section 21.6) using signal strength information
is developed in [35].

21.3.4 Hybrid Location Methods

In many instances, several different types of measurements are available that can be used to improve an MS
location estimate. For example, the linearized LS result in Equation 21.15 for AOA only could be modified
to account for TOA and TDOA by augmenting the vector F(xs ) in Equation 21.10, and hence H to include
the appropriate measurements [36].

Hybrid TOA/TDOA methods are discussed in [14] and [37]. The combination is shown in [14] to
improve the limitations of both methods when applied individually, assuming the TOAs and TDOAs are
independent. The hybrid solution discussed in [37] uses a constrained weighted LS approach where the
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FIGURE 21.5 Examples of the geometry of (a) hybrid TOA/TDOA, (b) hybrid AOA/TOA, and (c) hybrid AOA/TDOA
location techniques.

solution is constrained to be in the MS’s serving cell/sector and within the range of the TOA measurement,
as illustrated in Figure 21.5(a). A benefit of the approach is its ability to estimate the location of an MS
with only two BSs.

Hybrid AOA/TOA methods are investigated in [36] and [38]. The simplest form of AOA/TOA location
is classical radar, where a direction and range from a known point provide a location estimate. With a
measured range Ri and direction θi from a BS located at xi , the MS position estimate is computed from
Equation 21.16, which defines the intersection of the linear and circular LOPs from the AOA and TOA
measurements, respectively, as illustrated in Figure 21.5(b). This approach is particularly useful near the
BS where line-of-sight (LOS) propagation is more likely and the effect of angular error is reduced. It has
the additional benefit that location estimation is possible with only a single BS. Reference [38] uses this
method in order to find a starting point for the nonlinear LS algorithm in [18].

Hybrid AOA/TDOA methods can also be implemented in which the MS position lies at the intersection
of the linear and hyperbolic LOPs from the AOA and TDOA measurements, respectively [39]. Thus, the
location of the MS can be estimated with only two BSs, as illustrated in Figure 21.5(c). Other methods
are developed in [39] and [40] that can accommodate more than two BSs. In [40], Kalman filtering with
appropriate models for the measured TDOAs and a single AOA measured at the serving BS is employed to
track an MS in motion. In [39], an LS location estimate based on a Taylor series linearization, as in [36],
and a two-step LS approach, which extends [27] to include AOA measurements, are developed.

21.3.5 Performance

To illustrate the relative performance of several of the algorithms discussed above, consider a network of BSs
where the cells have an ideal hexagonal shape and assume that the BS serving the target MS is in the center
of the surrounding BSs. Further, assume that the cell radii are each 2 km and TOA/TDOA measurements
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FIGURE 21.6 TOA and TDOA performance comparison.

have a standard deviation of 50 m. Figure 21.6 shows the mean location error of the TOA algorithms in
Equations 21.12 and 21.20 and the TDOA algorithms in Equations 21.12, and 21.27 and reference [27]
vs. the number of BSs used for location. As the figure illustrates, higher accuracy is achieved when using
more BSs. In addition, the TDOA algorithms perform somewhat better than the TOA algorithms for the
scenario considered.

A key factor that affects performance is the geometry of the BSs used for location. A common measure
of the performance is the geometric dilution of precision (GDOP), which is defined as

GDOP =

√
E
[
(x̂s − μ̂)T (x̂s − μ̂)

]
σr

(21.28)

where σr denotes the fundamental TOA/TDOA error and μ̂ = E[x̂s ] is the mean location estimate. For
AOA, σ 2

r is the average variance of the distance between each BS and a reference point near the true position
of the MS. The GDOP is an indicator of the extent to which the fundamental ranging error is magnified
by the geometric relation between the MS and BSs. It serves as a useful criterion for selecting the set of
BSs from a large set to produce the minimum location error. In addition, it may aid cell site planning for
cellular networks that plan to provide location services to their users.

In the simulation results of Figure 21.6, the GDOP is relatively small (i.e., near unity). However, if any of
the BSs are shifted closer to a nearby BS, the resulting GDOP might increase dramatically, thereby causing
increased location error. See [41] for more information regarding the effects of geometry on GDOP and
its importance for location accuracy.
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21.4 Location Parameter Estimation

In the preceding sections, the AOAs, ranges (based on signal strength or TOA), and range differences
(TDOAs) were assumed to be known. In practice, these parameters must be estimated before the location
of the MS can be computed, and the accuracy with which this is accomplished affects the overall location
accuracy. In the following, we summarize several methods for providing parameters for direction finding,
ranging, and range differencing.

21.4.1 AOA Estimation

The AOAs are typically estimated through the use of antenna arrays at the BSs. An antenna array is
composed of a number of antenna elements whose signals are often combined to produce a beam in a
desired direction. In mobile radio systems, the antenna arrays are typically located only at the BSs, since
it is difficult to place an array in an MS handset due to its physical size. Thus, AOA estimation is generally
used for network-based solutions.

Consider an antenna array in which samples from L source signals are sampled at M antenna array
elements. The M × 1 received signal at the array can be expressed as

v(t) = A(Θ)s(t)+ n(t) (21.29)

where v(t) = [v1(t), . . . , v M(t)]T , A(Θ) = [a(θ1), . . . , a(θL )] is the matrix of steering vectors, and
s(t) = [s1(t), . . . , s L (t)]T is the vector of source signals. With this formulation, there are several approaches
for estimating Θ for the L source signals.

An ML-based AOA estimator is presented in [42] for L < M and linearly independent steering vectors.
Due to the high complexity of the ML solution, other methods have been developed to reduce the com-
plexity. One such technique, the alternating projection method, uses an iterative algorithm to transform the
multidimensional, nonlinear problem to a sequence of simpler one-dimensional problems [42]. Details
of other ML methods can be found in [43, 44].

Another approach for AOA estimation forms estimates by minimizing the output power of the antenna
array beam former while a distortionless response is maintained along the direction of a signal of interest.
Hence, the approach is known as the minimum variance distortionless response (MVDR) method [45].
This constrained minimization problem can be solved via Lagrangian multipliers [45] to produce the
estimated AOAs.

An LS approach is developed in [46] in which the AOAs are computed from the minimization of

J = E[|v(n)− A(Θ)s(n)|2] (21.30)

which is defined from Equation 21.29. From the estimate of A(Θ), the AOAs can be determined.
A form of AOA estimation is the signal subspace approach made popular by Schmidt [47] with the

MUSIC algorithm. Subspace algorithms operate by separating a signal subspace from a noise subspace
and exploiting the statistical properties of each. MUSIC, in particular, exploits the eigenstructure of the
input covariance matrix Rvv = E[vvH ]. The eigenvectors of the L larger eigenvalues are used to form
the signal subspace, while the M − L remaining eigenvectors are used to form the noise subspace. This
approach utilizes the fact that the eigenvectors of the signal subspace (in which a(θ) lies) and noise subspace
are orthogonal.

Variants of the MUSIC algorithm have been developed to improve its resolution and decrease its compu-
tational complexity, including Root-MUSIC [48] and Cyclic MUSIC [49]. Other improved subspace-based
AOA estimation techniques include the ESPRIT algorithm [50] and its variants, and a minimum-norm
approach [51]. Further details of subspace-based estimation techniques can be found in [43, 52, 53].

Classic approaches for AOA estimation include Capon’s ML method [54] and Burg’s maximum entropy
(ME) method [55]. Closed-form solutions for AOA estimation, as opposed to maximizing spectra, as in
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MUSIC, are thoroughly described in [56]. Methods of location specific to mobile radio channels are given
in [57, 58, 59].

21.4.2 Range Estimation

Estimates of the range between an MS and BS can be obtained by measuring signal strength or the TOA
at either the MS or BS. Given the transmit power, the range between the MS and BS can be estimated by
measuring the received signal power and applying an empirical model describing signal attenuation with
distance [60, 61].

Signal strength is estimated by approximating the local mean μp of the received squared envelope r 2(l)
at position l according to [62]

μ̂p = 1

2L

∫ x+L

x−L

r 2(l)dl (21.31)

which averages the received signal strength over a window length of 2L samples. If 2L is too large, μ̂p

will not describe the lognormal fading, and if too small, it will not average out the multipath fading
[62]. Unfortunately, range estimates produced by Equation 21.31 may still have large variances due to the
variations of the mobile radio channel. Consequently, a fuzzy logic approach was developed in [63] that
uses membership functions to provide a measure of reliability of the estimated range. Alternatively, using
premeasured signal strength contours centered at the BSs [64, 65] can reduce the effect of the channel
variability.

Range can also be estimated by measuring the time required for a signal to propagate between the MS
and BS, i.e., TOA estimation. The measured time is converted into a distance by multiplying the TOA by
the propagation speed, which is usually the speed of light for mobile radio channels. For code division
multiple-access (CDMA)-based signaling, conventional coarse acquisition, such as the sliding correlator
[66] or matched filter [67], or fine acquisition, such as the delay-lock loop (DLL) [68], can be used assuming
the code offset between the MS and BS is known.

Recently, there has been a plethora of activity in TOA estimation for location. ML-based TOA estimators
are presented in [69] and [70], while a high-resolution estimator based on the minimum variance estimates
and normalized minimum variance of the power delay profile is presented in [71]. Similarly, a generalized
likelihood ratio test (GLRT) is used in [72] to detect the first arriving path from estimated channel
observations. Successive cancellation for TOA estimation in multipath channels is used with either a
correlation or MUSIC approach at each iteration in [73]. Signal subspace-based techniques have also been
developed for TOA estimation, particularly for CDMA systems, in [74, 75, 76] for static channels.

21.4.3 Range Difference Estimation

A straightforward approach for computing range differences, i.e., TDOAs, is to form differences of pairs
of measured TOAs. However, more direct methods exist. A classic approach for TDOA estimation is based
on generalized cross-correlation (GCC), which maximizes the cross-correlation between two signals at a
pair of BSs [77, 78, 79]:

τ̂ = max
τ

{
1

T

∫ T

0

r1(t)r2(t + τ )dt

}
(21.32)

where ri (t) is the received signal at the i th BS. Improvement in the accuracy of the delay estimate, τ̂ , can be
obtained by filtering the two received signals prior to cross-correlation [77, 80, 81, 82]. Other methods of
TDOA estimation such as cyclic cross-correlation (CYC-COR), spectral coherence alignment (SPECCOA),
and band-limited spectral correlation ratio (BL-SPECCOR) use methods that exploit the cyclostationarity
of signals [83].
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21.4.4 Joint Parameter Estimation

Recently, estimators that jointly estimate more than one type of location parameter (e.g., joint AOA/TOA)
simultaneously have been developed. These are useful for hybrid location estimation schemes, such as
those discussed in Section 21.3.4, as well as for receiver design in space–time communications systems.
Most joint estimators are based on ML techniques and signal subspace approaches, such as MUSIC or
ESPRIT, and are developed for joint AOA/TOA estimation of a single user’s multipath signal components
at a receiver. The methods provide the added benefit that no additional procedures are necessary to pair
or match the jointly estimated parameters.

The ML approach in [84] for joint AOA/TOA estimation in static channels presents an iterative scheme
that transforms a multidimensional ML criterion into two sets of one-dimensional problems. Both a
deterministic and a stochastic ML algorithm are developed in [85] for joint AOA/TOA estimation in
time-varying channels. A closed-form subspace method in [86] uses a two-dimensional ESPRIT-like
shift invariance technique to jointly estimate the TOAs and AOAs. Another ESPRIT-based estimator in
[87] uses separate one-dimensional spatial and temporal ESPRIT algorithms (S-ESPRIT and T-ESPRIT,
respectively) in a tree structure for jointly estimating the TOAs and AOAs of multipath components.
Subspace approaches for joint TOA/AOA estimation of multipath components based on MUSIC can be
found in [85] for time-varying channels and in [88] for fast fading channels, which exploit the stationarity
of the channel.

21.5 Impairments to Accuracy

Most of the algorithms described in Section 21.2 generally assume that an LOS path exists between the MS
and each BS and that the AOA, range, and range difference measurements are only corrupted by additive
white Gaussian noise. In mobile radio channels, however, other impairments exist that must be mitigated.
These include the propagation phenomena of multipath fading and non-line-of-sight (NLOS) propagation.
Both of these cause errors, sometimes significant, in the measured parameters and, consequently, affect
the accuracy of the location estimates. In addition, it may be difficult to obtain the required parameter
measurements for a given algorithm due to the inability of a BS to “hear” an MS (or vice versa). These
issues are briefly discussed below. Due to the drastic impact of NLOS propagation, it is treated in more
detail.

21.5.1 Multipath Propagation

Multipath propagation is described by the reception of multiple signals at an MS or BS. These signals
can combine constructively (larger signal) or destructively (smaller signal) and result in the phenomenon
known as fading. The multiple signals that are received make it difficult to accurately determine the
signal strength, AOAs, TOAs, or TDOAs in wireless systems. The high variability of the received signal
strength in mobile radio channels limits its use for accurate location. Although it is possible to estimate the
multiple AOAs of multipath signals at an antenna array using appropriate processing techniques, the AOA
corresponding to the true AOA must be determined. Methods for improving AOA estimates in mobile
radio channels can be found in [57, 58, 59].

For TOA and TDOA location systems, multipath propagation causes errors in the timing estimates even
when there is an LOS path between the MS and BS. TOA and TDOA estimators that are based on correlation
techniques are influenced by the presence of multipath, especially when the multipath components cannot
be resolved. Improvements in the conventional correlation-based code tracking loops are given in [89, 90].
Subspace-based estimation methods are given in [91, 92] for estimating TOAs in multipath channels.
Further, TOA estimators for multipath channels are given in [93] using a block LS method, in [94] using
an adaptive filtering operation, and in [95] using the independent fading of the paths and the pulse shape
symmetry.
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21.5.2 Hearability

Hearability is a major limiting factor for both network-based and handset-based methods and adversely
affects the deployment of a location scheme. In order to provide an unambiguous position fix, purely
time-based location techniques require a minimum of three BSs to simultaneously transmit to or receive
from the MS to be located. With two BSs or less, it becomes necessary to consider AOA-only schemes or
the hybrid techniques in Section 21.3.4.

A challenge common to all standards is the effect of the environment type on hearability and the choice
of location scheme to deploy. In rural environments where the separation between cell sites is large, it is
often difficult for the MS to hear from or be heard at BSs other than its serving BS, unless the MS is located
in a handoff region. Measurements performed using a Grayson Wireless CellScopeTM in an AMPS (see
Section 21.6) system showed that the probability of the number of BSs that could be heard by a receiver
varied with the environment type. For instance, the likelihood of finding three BSs with a received signal
strength indicator (RSSI) stronger than−100 dB was only 35% in rural areas, whereas it was approximately
84% in urban areas [96]. It is clear, then, that range-based methods that require three or more BSs are not
suitable for most rural areas.

Hearability also depends on the standards and technology that are employed. For wireless standards
that incorporate CDMA, the transmission powers of the MS are controlled to reduce the interference to
other users and to conserve the MS battery power. Consequently, for network-based location, the carrier-
to-interference ratio is received below the detection threshold at the neighboring BSs. A proposed solution
to improve hearability in the IS-95 system utilizes a power-up function (PUF) to provide high-powered
bursts from the MS that could be heard at the adjacent cells [97].

Alternatively, for handset-based schemes in the 3G wideband CDMA (WCDMA) system, it has been
proposed that idle periods in the downlink (IPDLs) be added during position location, where the serving
BS ceases transmission for a very short period, thus enabling the MS to make measurements from distant
BSs [98]. The length of the idle period has to be short enough that the impact on system capacity is minimal
and long enough to make accurate timing measurements.

21.5.3 Non-Line-of-Sight Propagation

For the time-based location systems, NLOS propagation introduces a large positive error in the TOA
and TDOA measurements even when high-resolution timing techniques are employed. The typical error
introduced by NLOS propagation in time-based ranging systems has been measured in the Global System
for Mobile Communications (GSM), which indicates that the NLOS error can average 400 to 700 m [99].
Results in [13, 18] show that the NLOS error can lead to location estimates that are several hundred meters
in error, depending on the characteristics of the scattering about the MS. Expressions have been derived
in [13] for the location estimate bias when NLOS-corrupted TOA or TDOA measurements are used in
linearlized LS solutions and when applying the algorithm in [25] to TDOA measurements. Although it
was shown that the linearized LS method was more accurate than that in [25], the FCC requirements were
achieved less than 20% of the time. The increase in the mean square location error in the presence of
measurement biases for the linearized LS algorithm is derived in [100].

For an AOA system, the absence of an LOS path greatly diminishes its use for providing location
estimates. Unfortunately, in macrocellular systems, an LOS path rarely exists. In microcells, it is often
assumed that the cells are small enough that the MS has a direct path to its serving BS, although it is
unlikely that an LOS path exists to other BSs (depending on the deployment).

Until recently, few researchers addressed the NLOS problem in wireless location systems. The first studies
to address NLOS as a key impairment for wireless location systems can be found in [99, 101]. Since then,
several techniques have been developed and these are briefly outlined below.

The method in [102] attempts to reconstruct LOS TOA measurements from a history of LOS and NLOS
TOA measurements, which can span tens of seconds. In this approach, a time series of range measurements
is recorded as an MS moves throughout a cell. A pth-order polynomial is fit to the range measurements
vs. time to produce a smoothed version of the range measurement curve. The smoothed curve is then
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compared to the actual range measurements. Since the measurements were recorded as the MS moved
in the cell, it is likely that both LOS and NLOS range measurements were made at a BS. For LOS range
measurements, we would expect to see a random variation that is defined by the statistics of standard
measurement noise. This noise is usually assumed to be Gaussian with zero mean and a relatively small
variance. For NLOS BS, measurements in [99] describe range measurements with a large, nonzero mean
and much larger variance. From the time series of range measurements, the variance can be determined
and compared to known values (i.e., the statistics of both the LOS and NLOS noise/error are known a
priori) to determine if a BS is LOS or NLOS.

The implementation of this method requires a few key assumptions. First, the statistics of the NLOS
bias are known. Second, the MS must be in motion throughout the cell in order to obtain the statistics
necessary for the LOS reconstruction. Finally, several of the measurements in the measurement history
must be made to an LOS BS. Without the recognition of standard measurement noise, which can only
occur with an LOS BS, the method fails.

The method in [103] expands on the ideas in [102] and utilizes a time history of TOA measurements
to determine whether a BS is LOS or NLOS. The decision is based on the standard deviation of the
measurements, with the assumption that the standard deviation is higher for NLOS BSs. While this may
be true for many scenarios, it is not necessarily so for all of them, or even the majority. For a low-mobility,
or stationary, MS, using standard deviation to identify NLOS BSs may not work since TOA estimates with
similar large errors may be made consistently, thus producing a small standard deviation.

Other extensions to the work in [102] generalized the NLOS identification problem to a decision
theoretical framework [104]. Again, using the assumption that NLOS and LOS BSs generate different
standard deviations of TOA measurements, a binary hypothesis test was used to identify NLOS BSs. The
approach used familiar ideas from estimation theory, such as the GLRT and uniformly most powerful
(UMP) tests. A further approach for identifying NLOS BSs in [105] used statistical methods such as
skewness and kurtosis tests and tests for normality, such as the Shapiro–Wilk and Anderson–Darling tests.

In [106], a simple method is presented to distinguish between LOS and NLOS range measurements in a
mixed measurement set when the LOS path from the MS to the serving BS is intermittently blocked. The
approach exploits the knowledge of the measurement noise statistics to determine which measurements
fall below the true range and then reconstructs the LOS range.

Other methods at mitigating NLOS effects for TOA location attempt to selectively remove or weight
NLOS-corrupted measurements by examining the standard deviation of the measurements. In [107],
an initial estimate of the MS location is determined from all range measurements from which a standard
deviation is formed, using the computed position as the mean value. If the difference between the measured
TOA and the TOA for the computed position is greater than a multiple of the computed standard deviation,
then that TOA measurement is weighted proportionately to minimize its effect [107]. A similar algorithm
using measured AOAs is presented in [108]. In that paper, the author ignored those AOA measurements
that differed from the original calculated position by more than some multiple of the standard deviation
of the AOA measurements. A TDOA-based algorithm is considered in [109], where it was assumed that
only one BS had an NLOS path to the MS. The TDOA measurement between this BS and the reference LOS
serving BS is identified as an NLOS measurement by comparing the magnitudes of the TDOA residuals in
a manner similar to that in [107]. Then the MS location and the NLOS TDOA error are computed using
LS methods. These approaches only perform well when there are a large number of BSs available, with the
majority being LOS with the MS.

A range-based constrained optimization procedure for tracking an MS in an NLOS environment is
presented in [110]; it utilizes constraints derived from the fact that the measured ranges are greater than
the true ranges and that the incremental changes in the MS position are bounded by some finite number
if the maximum velocity is known. This algorithm also requires that some of the communicating BSs have
LOS links to the MS, and the accuracy is expected to be low if unfavorable NLOS conditions persist for
several measurement instants.

Some statistical algorithms have been designed to work in NLOS environments that are described by
channel scattering models such as the ring/disk of scatterers and the Gaussian scattering models [111, 112].
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These algorithms aim to estimate the true ranges from the MS to a minimum of three NLOS BSs and then
employ traditional location algorithms in [13, 19] to determine the MS location. In [112], the probability
density functions (PDFs) of the TOAs are derived using the scattering models and then ML expectation–
maximization (EM) and Bayesian estimators are applied to the multipath TOA measurements at each BS
to estimate the true LOS ranges. In [111], the statistics of the measured TOAs of several multipaths are
matched with those produced by the scattering models to estimate the LOS ranges. The merits of these
methods are that they require the availability of only three BSs for location and can be applied for the
case of a stationary user. However, it becomes important to characterize the scattering environment in a
particular area before the algorithm can be applied.

Methods of scaling NLOS-corrupted TOA and AOA measurements to near their true LOS values are
presented in [105] and [113]. In [105], the scale factors are determined through a constrained optimization
process in which the constraints are provided by physical constraints on the NLOS error. This approach
is suitable for situations where all BSs are NLOS. Likewise, the method in [113] computes scale factors
through knowledge of multipath AOAs. In this approach, LOS propagation is assumed to the serving BS,
but not to neighboring BSs.

All of the solutions described above have advantages and disadvantages. However, it is clear that the
NLOS problem must be properly addressed in order to obtain accurate location estimates in wireless
communication networks.

21.6 Provisions in the Standards

In this section, we provide a summary of the standards and specifications established by various regulatory
bodies to achieve worldwide consensus on the location technologies suitable for each generation of mobile
wireless systems.

21.6.1 3G Location Solutions

First-generation (1G) systems such as the analog Advanced Mobile Phone System (AMPS) were aimed
at providing voice-only communications. Second-generation (2G) systems led the evolution to digital
wireless communications, offering voice and low-rate data services, and include the GSM, Digital AMPS
(DAMPS)/IS-136, and CDMA/IS-95B. The personal wireless systems currently deployed around the world
are 1G and 2G systems. 3G systems are aimed at providing enhanced services with multimedia capabilities
to 2G platforms at high data rates. The main 3G proposals include the WCDMA system, a Euro/Japanese
initiative; cdma2000, proposed by the U.S. Telecommunications Industry Association (TIA); and the EDGE
system, where EDGE stands for enhanced data rates for GSM evolution. In the push for high-speed and
value-added services, analog 1G systems are fast becoming obsolete and the roll-out of 3G systems was
expected to begin in late 2003. In the following, we will look at the standards set forth for the future 3G
systems and currently deployed 2G systems.

The standardization of positioning for the 3G mobile communications systems has been handled by the
3rd Generation Partnership Project (3GPP) and 3GPP2. The focus of 3GPP has been on WCDMA systems
and GSM, while 3GPP2 has been working on standards for cdma2000 and cdmaOne systems [114].

For the Universal Terrestrial Radio Access Network (UTRAN) that employs WCDMA and operates in
either time division duplexing (TDD) or frequency division duplexing (FDD) mode, 3GPP has specified
cell-ID, observed TDOA (OTDOA), and AGPS as the location technologies. The cell-ID method approxi-
mates the MS location at its serving BS and the accuracy of positioning depends on the coverage area of
the BS. By augmenting cell-ID with additional information such as the round-trip time (RTT) in FDD
mode and the received (RX) timing deviation in TDD mode, accuracy can be improved by limiting the
location of the MS to within range circles derived from these time measurements. Although cell-ID is not
a mandatory method, it can be used if the more accurate OTDOA or AGPS fails to locate the MS.

AGPS can be implemented as an MS-assisted solution or an MS-based solution. In the MS-assisted
solution, the network conveys the visible satellite list, satellite signal Doppler and code phase, approximate

Copyright © 2005 by CRC Press LLC



handset position, and ephemeris to the MS to assist with reducing the GPS acquisition time. The MS
calculates the pseudoranges to the satellites and returns them to the network server where the MS position
is determined. The MS-based solution maintains a fully functional GPS receiver in the handset that
computes the positions of the satellites and ultimately its position. AGPS allows for MS positioning
indoors or in severely faded conditions because the receiver in the MS can detect and demodulate the
satellite navigation message sequences that are an order of magnitude weaker than those required by
conventional GPS receivers. Only a partial GPS receiver is required in the MS to achieve this functionality,
but legacy terminals cannot be used and new handsets are required to deploy the technology.

OTDOA is based on TDOA and locates the MS by means of trilateration. Similar to AGPS, it can be
implemented as either MS-assisted OTDOA or MS-based OTDOA. The MS determines the geometric
time differences between signals arriving from each pair of BSs, and the final computation for the MS
location can be accomplished at the network (MS-assisted OTDOA) or at the MS (MS-based OTDOA).
The computation also requires the relative time difference (RTD) if the BSs are unsynchronized in FDD
mode. To address one of the shortcomings of TDOA-based techniques, namely, hearability, IPDL has been
specified as an option. Since the IPDL method is based on downlink transmission, the location service can
be provided efficiently to a large number of MSs simultaneously.

For the GSM EDGE Radio Access Network (GERAN), cell-ID, enhanced observed time difference
(E-OTD), and AGPS have been standardized. E-OTD is a TDOA positioning method similar to OTDOA,
but it operates in TDMA-based networks. The location technologies specified by 3GPP2 for the time-
synchronized systems, cdma2000 and cdmaOne, are advanced forward link trilateration (AFLT) and AGPS.
AFLT is similar to OTDOA and involves measuring the time difference between CDMA pilot signal pairs.

For the 2G systems, E-OTD has been finalized by the GSM standard committees (T1P1.5 and ETSI) in
LCS Release 98 and Release 99. Other technologies that have been specified for GSM include uplink TOA
and AGPS. Uplink TOA is based on measuring, at three or more location-measuring units (LMUs) in the
infrastructure, the TOA of the access burst generated by having the handset perform an asynchronous
handover. The MS’s position is then determined by the TDOA principle of hyperbolic trilateration. For
the 2G CDMA (IS-95) system, AFLT and AGPS have been standardized by the CDMA standard committee
(TR45.5).

21.6.2 Locating Legacy Terminals

In the U.S., the FCC mandate on E-911 requires that any location technology that is deployed have the
ability to locate all existing wireless terminals. It is only recently that handsets modified to accommodate
location services have been introduced in the market. The vast majority of wireless phones in use do not
have the necessary software or hardware to support handset-based location, and hence, it is essential to
adopt a network-based technology to locate these legacy terminals.

Although cell-ID and enhanced cell-ID offer the most convenient solution to locate all terminals,
accuracy depends heavily on the base station density and is generally too low to meet the FCC accuracy
requirement. Among uplink methods that do not require handset modification, uplink TDOA (UTDOA) is
being considered as a solution that is compatible with all of the major air interfaces and capable of locating
existing and future phones on the operator’s network. It can also be combined with the lower-accuracy
cell-ID to offer uninterrupted location services in areas with poor hearability. As the market penetration of
modified handsets grows, UTDOA can be complemented with other standardized handset-based solutions
such as E-OTD and AGPS.

21.7 Summary

Geolocation will play an important role in many future services in wireless communication networks.
Many technologies currently exist, from GPS to terrestrial-based solutions using the wireless network
infrastructure, for locating MSs. However, the harsh nature of the mobile radio channel severely limits
the accuracy with which a location estimate can be made. Many attempts have been made to improve
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performance when the radio signals are corrupted by multipath fading and NLOS error. The keys to highly
accurate location lie in developing technologies and other solutions that can mitigate these impairments.
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Abstract

This chapter discusses the application of adaptive array processing techniques in the Global Positioning
System (GPS). In GPS, the interference can be combated in the time, space, or frequency domain, or in
a domain of joint variables. Space–time adaptive arrays, which utilize both spatial and temporal degrees
of freedom, have been adopted in GPS for narrowband and broadband interference suppression, as well
as multipath mitigation. In this chapter, we discuss commonly used array processing techniques for
interference suppression and multipath mitigation in GPS. A novel self-coherent GPS antijamming receiver
is also presented with computer simulations.

22.1 Introduction

Global Positioning System (GPS) is a satellite-based all-weather positioning, navigation, and timing system
developed by the U.S. Department of Defense (DoD) in the late 1960s and early 1970s [1]. Today, there is
hardly any doubt that, beyond its original military purpose, GPS has proven to be a great asset in a variety
of civilian applications, due to its global coverage, precision in navigation, and low-cost receivers [2], [3].
While providing precise position, velocity, and time is the ultimate goal of GPS, it also provides signals
for land surveying and mapping, geographic analyses, and tracking of people, vehicles, and other objects.

∗This work is supported by the Air Force Research Lab, grant No. F30602-00-1-0514.
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FIGURE 22.1 GPS constellation.

Time and frequency dissemination, based on the precise clocks on board the satellites, is yet another use
for GPS.

GPS is composed of three components: a constellation of satellites, ground stations, and receivers
[4]. The nominal GPS constellation, also called space segment, consists of 24 satellites with well-known
positions in six earth-centered orbital plans with four equally spaced (60◦ apart) satellites in each plan
(Figure 22.1). The ground stations, including a master control station, form the control segment, which
tracks each satellite and periodically uploads to the satellite its prediction of future satellite positions and
satellite clock time corrections. The GPS receivers, which are referred to as GPS user segments, track the
ranging signals of selected satellites and convert them into position, velocity, and time estimates used for
navigation, positioning, time dissemination, etc.

GPS utilizes the concept of one-way time-of-arrival (TOA) ranging to determine user position [4] by
measuring the direct-path signal travel time from a satellite at the known location to a user’s receiving
device. Due to the lack of time synchronization between the satellite onboard clock and the receiver local
clock, the difference between the satellite clock time and user clock time is termed pseudorange, which
is the range from the satellite plus the clock offset. The pseudorange is measured in a GPS receiver by
evaluating the GPS signal time delay from the satellite [5], [6]. By measuring the propagation time of
signals broadcast from multiple satellites, the geolocation of the receiver is where the pseudoranges from
a set of satellites intersect, as displayed in Figure 22.2.

GPS is a code-division multiple-access (CDMA) system that employs direct-sequence spread-spectrum
(DS-SS) signaling [7]. The GPS satellites transmit signals at two L -band frequencies: L1 = 1.57542 GHz
and L2 = 1.2276 GHz [4] (Figure 22.3). For each satellite, two different pseudorandom noise (PRN) codes,
a coarse/acquisition (C/A) code, and a precision (P) code (encrypted into the Y code in the antispoofing
mode) are used to modulate the navigation symbols. The navigation symbols, which contain the satellite
clock and orbital parameters used in the calculation of the user position, are binary phase shift key (BPSK)
symbols transmitted at a data rate of 50 bps [4]. The C/A code is a Gold code [8] with a chip rate of
1.023 Mchips/sec (or code period P = 1023) and repeats every millisecond, while the P code has a chip
rate of 10.23 Mchips/sec and repeats about every week. The L1 carrier is modulated by both codes, while
the L2 carrier is modulated by either the C/A or the P code, but not both at the same time.

A GPS receiver tracks a satellite by first reproducing the PRN code transmitted by the target satellite,
then shifting the phase of the replica code until it correlates with the satellite’s PRN code. Maximum
correlation occurs when the locally generated PRN code matches the code of the incoming satellite signal,
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Position and time

FIGURE 22.2 Intersection of GPS range spheres.

and consequently, the satellite clock can be derived [5]. A conventional receiver’s tracking device consists
of the delay lock loop (DLL) and the phase lock loop (PLL) [9].

Despite the ever increasing civilian applications, the main drawback of GPS remains its high sensibility
to multipath and interference [1], [2], [10], [11], [12], [13], which are the two main sources of errors in
range and position estimations. The effect of interference on the GPS receiver is to reduce the signal-to-
noise ratio (SNR) of the GPS signal such that the receiver is unable to obtain measurements from the GPS
satellite [4]. This causes the receiver to lose its ability to navigation. The spread-spectrum (SS) scheme,
which underlies the GPS signal structure, provides a certain degree of protection against interference.
However, when the interferer power becomes much stronger than the signal power, the spreading gain
alone is insufficient to yield any meaningful information. For the C/A signal, the GPS receiver is vulnerable

x +

+

+

x

L1 carrier 1575.42 MHz

C/A code 1.023 MHz

Navigation data 50 Hz

P code 10.23 MHz

L2 carrier 1227.6 MHz

L1 signal

L2 signal

x
90 degree
phase shift

FIGURE 22.3 GPS signal structure.
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to strong interferers whose power exceeds the approximately 30-dB gain (10 log 1023 ≈ 30 dB) offered via
the spreading/despreading process. It is thus desirable that GPS receivers operate efficiently in the presence
of rich multipath and strong interference, whether it is intentional or unintentional.

Multipath occurs when a signal emitted from a GPS satellite reaches the receiver following multiple
propagation paths, due to reflections from nearby objects. In communications systems, multipath com-
ponents can be used as sources of diversity to improve the system performance. In GPS, on the other hand,
only the direct path signal carries the pertained geolocation information and the signal multipath results
in respective erroneous pseudorange measurements. Multipath can cause the GPS receiver’s tracking loops
to lose lock of the satellite. This occurs when the receiver attempts to correlate with both the direct signal
and its reflections [5], [14], [15]. Multipath components with delays larger than one chip, however, will
not cause severe pseudorange measurement error due to the low autocorrelation values of the Gold code.

Interference suppression and multipath mitigation in SS communications systems have been active
research topics for a long time, and many techniques have been reported in the literature (see, e.g., [10],
[16], [17], [18] and references therein). In GPS, interference and multipath can be combated in the time,
space, or frequency domain, or in a domain of joint variables, e.g., time–frequency [19], [20] or space–
time [21], [22]. Time–frequency signal representations equip the receiver with the ability to detect the
time–frequency signature of the nonstationary interferer and remove it through synthesis and subspace
projection methods [23], [24]. Conventional antenna arrays, which are only based on spatial processing,
are among the simplest, and yet effective, techniques for narrowband interference suppression. Space–time
processing relies on antenna arrays to provide the receiver with spatial and temporal selectivity. The spatial
selectivity allows discrimination between the GPS signals and interference based on their respective angles
of arrival (AOA) [25], [26], [27]. The temporal dimension can be used for broadband interference and
multipath cancellation. Generally, the criteria for determining the optimal array weights include maximum
signal-to-interference-plus-noise ratio (MSINR), minimum mean square error (MMSE), and minimum
output power (MOP) [22]. Array signal processing techniques are applied in [28], [29] for pseudorange
and carrier phase measurements, where the interference and signal multipath are modeled as a circularly
symmetric and spatially correlated Gaussian random process with zero-mean to reflect the fact that in
GPS, only the direct-path signal carries information concerning the pseudorange calculation. In [22],
adaptive space–time array processing (STAP) techniques are used to suppress strong interferers and signal
multipath, both components responsible for broadening and biasing the cross-correlation function of
the data and the receiver codes, and thereby degrading performance. A multistage nested Wiener filter
(MSNWF) is developed in [30] based on the MOP principle to combat both narrowband and broadband
interference. In [27], estimation of TOA is performed conditioned to a common group delay experienced
by all the beams formed for the satellites in the field of view (FOV) (at least four satellites are required to
acquire the three-dimensional position plus time [4]). It is noted, however, that the existing techniques for
GPS interference cancellations do not fully utilize the GPS signal structure, namely, the repetitive property
of the GPS C/A code.

Similar to interference, multipath distorts the C/A code and P code modulations, as well as the carrier
phase observations. The errors produced by multipath have been studied in [6], [10], [13], [31], [32],
[33], [34], [35]. One of the widely used multipath mitigation techniques is narrow correlator [36], [37],
which is one of the first low-cost receiving techniques that employs narrower early–late spacing than
the conventional early–late correlator for improved code tracking accuracy in multipath environments.
Another major category of multipath mitigation techniques is based on the multipath elimination technol-
ogy (MET) [38] or multipath elimination delay lock loop (MEDLL) [39], [40]. Other techniques include
strobe and edge correlators [41], [42] and high-resolution correlators (HRCs) [43]. The above-mentioned
techniques are all single-antenna techniques. The ability to discriminate the direct-path signal from its
reflections in the single-antenna receiver is limited because of the time resolution. The spatial diversity
introduced by a multiantenna GPS receiver can be used to resolve the direct-path signal from interference
and multipath [28] in the spatial domain.

In this chapter, we concentrate on interference suppression and multipath mitigation in GPS receivers
equipped with an adaptive antenna array. We first review some widely used adaptive array processing

Copyright © 2005 by CRC Press LLC



techniques for both broadband and narrowband interference suppression in GPS. We then present a novel
GPS processor that is based on the inherent self-coherent feature of the GPS signal to remove strong
interference from the received signal. Simulation results are provided to demonstrate the performance of
the self-coherence-based GPS receiver. Finally, we present effective multipath mitigation techniques for
single- and multi-antenna receivers.

22.2 GPS Signal Model

The GPS BPSK-modulated DS-SS signal, in the discrete-time form at the chip rate, is given by

s (t) = A
∞∑

n=−∞
b(n)p(t − nTc ) (22.1)

where b(n) is the satellite navigation symbol with amplitude A and p(t) denotes the C/A code (Gold code)
with chip duration Tc and code period P . In GPS, the C/A code repeats itself D= 20 times within one
symbol. The signal reaching the GPS receiver is the aggregate of the GPS signals of satellites currently in the
FOV, their multipaths, additive white Gaussian noise (AWGN), and broadband/narrowband interference.
Thus, the signal received at the GPS receiver, after the frequency synchronization with the carrier, can be
expressed as

x(n) =
Q∑

q=0

sq (nTs − τq )e jφq +
K∑

k=1

Bkuk(n)+ v(n) (22.2)

where Ts is the Nyquist sampling interval, Q is the number of multipath components, with subscript 0
designated to the direct-path signal, sq (n), τq , and φq are the signal sample, time delay, and phase shift of
the q th multipath component, respectively, K is the number of interferers, uk(n) is the waveform of the
kth interferer with amplitude Bk , and v(n) is the AWGN with zero-mean and variance σ 2

v .
If an M-element linear array is employed at the receiver, then the baseband received vector comprising

data across the array at time n is given by [6]

x(n)=
Q∑

q=0

sq (nTs − τq )aq e jφq +
K∑

k=1

Bkuk(n)dk + v(n)

(22.3)

= s0(nTs − τ0)a0e jφ0 +
Q∑

q=1

sq (nTs − τq )aq e jφq +
K∑

k=1

Bkuk(n)dk + v(n)

where aq and dk are, respectively, M × 1 spatial signatures of the q th satellite multipath and the kth

interferer, and v(n) consists of noise samples. Let s(n)
$= s0(nTs − τ0)a0e jφ0 denote the data vector across

the array due to the direct-path signal. Then, Equation 22.3 can be rewritten as

x(n) = s(n)+ s̃(n)+ u(n)+ v(n) (22.4)

where s̃(n)
$= ∑Q

q=1 sq (nTs − τq )aq e jφq and u(n)
$= ∑K

k=1 Bkuk(n)dk . Assuming a direct path to the
satellite located at the direction θ , we can express the spatial signature a0 as

a0 = a(θ)
$= [1, e j 2π fc t , . . . , e j 2π fc (M−1)t ]T (22.5)

where (·)T is the matrix/vector transpose, fc is the carrier frequency, t = DM/c sin θ is the interelement
path delay of the source in the direction of θ , c is the propagation speed of the waveform, and DM is the
sensor spacing.

Unlike other SS communication systems such as CDMA, where the so-called near–far phenomena may
cause severe impairment at the receiver, in GPS, interference from other satellites is negligible because
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(1) signals from all satellites are received at approximately the same power levels (no near–far problem),
and (2) the weak cross-correlations of the Gold codes and inherent high processing gain are sufficient to
attenuate interference from other satellites. For this reason, only one satellite is considered in Equation 22.2,
though multiple satellites are needed for navigation.

22.3 Interference Suppression Techniques in GPS

It is well known that interferers can severely impair the acquisition and tracking performance of the GPS
receiver. While narrowband interference in GPS can be effectively mitigated by temporal or frequency-
domain filtering [44], broadband interference must be combated using adaptive antenna array techniques
that utilize the spatial dimension of the array.

A variety of adaptive algorithms have been developed to suppress interference in GPS, each with different
optimization strategies and constraints. In general, all adaptive beam-forming algorithms attempt to reduce
the undesired interference while minimally affecting the desired GPS signals. The removal of interference
is performed by weighting and combining the signals received at each sensor in a manner such that
attenuation is applied in the direction of the interference sources and gain is provided in the direction of
the desired sources.

22.3.1 Broadband Interference Suppression Using Space--Time Array

To combat broadband interference, space–time adaptive array is required. We consider an M-sensor space–
time array at the receiver, with an L th-order FIR (finite impulse response) filter attached to each sensor
[22], as shown in Figure 22.4. The STAP is able to null interference and signal multipath as long as the
interelement time-delay T satisfies T < 1/B , where B is the array operating bandwidth and (L − 1)T of
each FIR filter is sufficient to encompass the differential multipath delays.

Let x(n − l) denote the received signal at the l th tap of the FIR filter across the array, l = 0, . . . , L − 1.
Define wl

$= [w1l · · ·w Ml ]T as the coefficient vector at the l th tap of the FIR filter across the array. The
array weight matrix can be defined as

W
$= [w0 · · ·wL−1] (22.6)

D D D

w10
w1,L−1w11

D D D

wM0 wM1 wM,L−1

M

1

FIGURE 22.4 Adaptive space–time array processor.
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The output of the array is then given by

z(n) = wH xML (n) (22.7)

where w
$= [wT

0 · · ·wT
L−1]T , xML (n)

$= [xT (n) · · · xT (n−L+1)]T , and (·)H denotes the complex conjugate
transpose. The average output power is calculated as

E {|z(n)|2} = wH E {xML (n)xH
ML (n)}w = wH Rs w+ wH Ruw+ wH Rv w (22.8)

where E {·} denotes the statistical expectation. It is assumed that the GPS signal, interference, and noise
are uncorrelated. The covariance matrices of GPS signal, interference, and noise, respectively, are Rs

$=
E {[sML (n) + s̃ML (n)][sML (n) + s̃ML (n)]H }, Ru

$= E {uML (n)uH
ML (n)}, and Rv

$= E {vML (n)vH
ML (n)},

where sML (n), s̃ML (n), uML (n), and vML (n) are similarly defined as xML (n). The optimum weight vector
w can be obtained via a number of methods, namely, the MSINR, MMSE, and MOP methods.

22.3.1.1 MSINR

The MSINR method seeks the array weights by maximizing the array output SINR, which is defined as
[45]

SINR
$= wH Rs w

wH (Ru + Rv )w
(22.9)

The desired weight vector w is the eigenvector corresponding to the maximum eigenvalue λmax of the
generalized eigenvalue problem:

Rs w = λmax(Ru + Rv )w (22.10)

In this case, the MSINR is given by λmax. It is clear from Equation 22.9 that the SINR method requires
the knowledge of the transmitted signal in order to calculate the signal power at the receiver. The SINR in
Equation 22.9 is obtained by taking both the direct-path signal and the signal multipath into account. It
is important to note, however, that if only the direct-path signal is considered in solving Equation 22.9,
the respective SINR will only decrease a few tenths of a decibel compared to the case when multipath is
included [22].

22.3.1.2 MMSE

The MMSE method obtains the array weight vector by minimizing the error between the array output
and a known reference signal. Let sd (n) denote the desired GPS signal, which is known at the receiver.
The error between the array output and the desired signal is defined as e(t)

$= (zn)− sd (n) and the mean
square error (MSE) is given by

ε
$= E {|e(n)|2} = E {|wH xML (n)− sd (n)|2}
= wH E

{
xML (n)xH

ML (n)
}

w−wH E
{

xML (n)s ∗d (n)
}−wT E

{
x∗ML (n)sd (n)

}+ E
{

sd (n)s ∗d (n)
}

(22.11)

Minimizing the above MSE yields the solution

wMMSE = (Rs + Ru + Rv )−1rxs (22.12)

where rxs
$= E {xML (n)s ∗d (n)}.

The vector rxs in the MMSE method, as well as the covariance matrix Rs in the MSINR method, can
be calculated as follows. Assume that the satellite is located at the angle (θ , ψ). For GPS, the temporal
autocorrelation of the transmitted signal, which is essentially the autocorrelation function of the Gold
code, denoted as Rp(τ ), is known. For an adaptive array with M antennas and L taps per antenna, define
the L × 1 vector as

r
$= [Rp(0) · · · Rp(L − 1)]T (22.13)
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The ML ×ML matrix Rs is calculated in the absence of interference and noise. Let η(m) denote the
phase shift for the GPS satellite at the angle (θ , ψ) to the mth antenna. Then the first column of matrix
Rs , which is rxs in the MMSE method, is given by [rT e jη(1) · · · rT e jη(M)]T . The rest of matrix Rs can be
similarly calculated.

22.3.1.3 MOP

The minimum output power is premised on the fact that the GPS signals are well below the noise floor
[21]. By minimizing the total array output power, the interference/noise power level can be effectively
reduced.

The output power of the space–time array is given by

Pout = E {|z(n)|2} = wH Rx w (22.14)

where Rx
$= E {xML (n)xH

ML (n)}. If the array weights are obtained by simply minimizing Pout, an obvious
shortcoming is that no attempt is made to minimize the distortion on the GPS signal. With the GPS satellite
positions assumed to be known, the constrained MOP method can be formulated as

wMOP = min
w

wH Rx w, subject to AH (θ)w = 1L (22.15)

where A(θ)
$= IL ⊗ a(θ), IL is an L × L identity matrix, 1L is an L × 1 unit vector, and ⊗ denotes the

Kronecker product. The constraint in Equation 22.15 suggests that for each time tap, we have aH (θ)wl = 1,
l = 0, . . . , L − 1. Using Lagrange multipliers, the solution to Equation 22.15 is given by

wMOP = R−1
x A(θ)

[
AH (θ)R−1

x A(θ)
]−1

1L (22.16)

With multiple satellites in the FOV, the above processes are repeated for each GPS satellite to obtain the
optimum solution.

Any beam formed by a STAP processor will have an underlying temporal filtering characteristic toward
the signal of interest [27]. With the STAP array shown in Figure 22.4, the effective FIR filter coefficients
for the direct-path signal can be calculated as

h = WH a(θ) (22.17)

with W given by Equation 22.6. In GPS navigation, usually at least four satellites are required to calculate
the receiver’s three-dimensional position and time [4]. Assuming that there are F satellites in the FOV,
we denote h f , f = 1, . . . , F , as the corresponding effective FIR filter of the f th satellite. If no further
constraints are imposed, it is possible that the group delay for each filter could be different and thus bias
the GPS solution [27]. Two methods have been proposed in [27] to deal with the time-bias problem.
The first approach constrains each STAP beam such that a fixed group delay common to all the beams
is imposed; i.e., the vector h f , f = 1, . . . , F , can be chosen such that the group delay of the effective
filter is equal to a constant for the GPS waveform. This constraint forces h f to be orthogonal to the vector
[R′s (0) · · · R′s ((L − 1)T )]T , where R′s (τ ) is the derivation of the autocorrelation function of the GPS
signal and T is the fixed delay.

The second approach uses equalizers at the beam outputs such that the differential group delay seen
from beam to beam is zero.

22.3.1.4 Signal Distortion Introduced by Processor

The main goal of the signal processing techniques in the GPS receivers discussed above is to minimize
the effect of interference while preserving the GPS signal. However, since the processor does not have a
uniform frequency response across the operating band, it is possible that it will introduce a distortion of
the desired GPS signal. The distortion introduced by the GPS processor is investigated in [22] in terms of
the cross-correlation between the array output and a desired signal.

Consider the space–time array shown in Figure 22.4. Without loss of generality, we assume that the
satellite is located at the polar angle (θ , ψ) and the satellite carrier frequency is fc . At the receiver, to take the
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possible steering vector mismatch into account, a different position (θ̂ , ψ̂) is used in the calculation of the
cross-correlation function instead of the exact one. Correspondingly, the array weight becomes wml (θ̂ , ψ̂).
Let H( f ) denote the frequency response of the GPS processor. Using (θ̂ , ψ̂), it is straightforward that the
response of the FIR filter to the satellite is [22]

H( f, θ̂ , ψ̂) =
M∑

m=1

L−1∑
l=0

ŵml e
j 2π f (tm+l T) (22.18)

where tm
$= dm/c , dm

$= xm sin θ cos ψ + ym sin θ sin ψ + zm cos θ , (xm, ym, zm) is the three-dimensional
position of the mth antenna, and ŵml = wml (θ̂ , ψ̂)e j 2π fc tm .

Denote S( f ) as the Fourier transform of the GPS signal s (t). The array output in the frequency domain
is then Z( f ) = H( f )S( f ), which, when expressed in the time domain, is given by

z(t) =
∫ ∞

−∞
Z( f )e j 2π f t df =

∫ ∞

−∞
H( f )S( f )e j 2π f t df (22.19)

Let sd (t) be the reference signal known at the receiver. The cross-correlation between the array output z(t)
and sd (t) is calculated as

Rzs (τ ) = E
{

z(t)s ∗d (t + τ )
} = ∫ ∞

−∞
Ps ( f )H( f )e− j 2π f τ df (22.20)

where Ps ( f ) is the power spectrum of the signal.
Since Ps ( f ) is a positive symmetric function of f , the correlation peak will occur at τ = 0 if H( f ) is

absent. However, the presence of H( f ) can broaden the correlation function and the phase of H( f ) may
bias the correlation peak. The shift introduced by H( f ) can be corrected as follows. If H( f ) is known,
we can always construct another filter G( f ) = H∗( f ) and sequentially attach it to the adaptive processor.
Then the combined processor has a response G( f )H( f ) = |H( f )|2 and the cross-correlation becomes

R̃zs (τ ) =
∫ ∞

−∞
|H( f )|2 P ( f )e− j 2π f τ df (22.21)

It is obvious that the peak of R̃zs (τ ) now lies at τ = 0. Another option is to equalize only the phase using
an all-pass filter.

Though G( f ) helps in correcting the bias caused by the phase of H( f ), it offers no cure for multipath.
In the presence of multipath, the Fourier transform of the GPS signal is replaced by S( f )[1+δ( f )], where
δ( f ) =∑Q

q=1 sq e− j 2π f τq , each multipath component with amplitude sq and time-delay τq , q = 1, . . . , Q.
The corresponding cross-correlation function is

R̃zsm(τ ) =
∫ ∞

−∞
Ps ( f )|H( f )|2[1+ δ( f )]e− j 2π f τ df (22.22)

from which it is evident that the signal multipath can introduce a broadening of the correlation peak.

22.3.2 Narrowband FM Interference Suppression
Using Time--Frequency Method

A subspace projection-based array processing technique is proposed in [46] for suppressing interference
with a rapidly time-varying spectrum. The subspace projection techniques based on the time–frequency
distributions of the FM interferer have been proposed in [23], [47]. The concept of subspace projection
for instantaneously narrowband jammer suppression is to estimate the instantaneous frequency of the
jammer using time-frequency signal representation techniques, and the result is then used to construct
the interference subspace. The jammer components are removed by the projection of the received data
onto the subspace that is orthogonal to the jammer subspace [46].
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Consider an M-element linear space-only array. Assume that the interference waveform uk(n) in Equa-
tion 22.3 represents an instantaneously narrowband FM signal with constant amplitude uk(n) = e jϕk (n),
k = 1, . . . , K , and v(n) is the noise vector, which is assumed to be temporally and spatially white with
zero-mean and E {v(n)vH (l)} = σ 2

v δn,l IM .
The received signal is chip rate sampled. By collecting P consecutive samples at the receiver, we define

the MP× 1 vector,

x
$= [xT (n) · · · xT (n − (P − 1))]T = s+ u+ v (22.23)

as the received spatial–temporal data block, where s only contains samples of the direct-path GPS signal.
Signal multipath is ignored from the received signal. If it is assumed that the navigation symbol “1” is
transmitted and the received signal is aligned with the locally generated PRN code replica, we can express
s in Equation 22.23 as

s = [p(n) · · · p(n − (P − 1))]T ⊗ a0
$= p⊗ a0 (22.24)

Similarly, define

uk
$= [uk(n) · · · uk(n − (P − 1))]T (22.25)

where uk(n) is the normalized jammer waveform, provided by using instantaneous frequency estimations,
including time–frequency distributions. The vector u in Equation 22.23 is then given by u =∑K

k=1 Bk ũk ,

where ũk
$= uk ⊗ dk . The overall interference subspace is spanned by Ũ

$= [ũ1 · · · ũK ]. The interference is
suppressed by projecting x onto the orthogonal subspace of Ũ. The orthogonal subspace projection matrix
of Ũ is given by [23]

Ũ⊥ = IMP − Ũ(ŨH Ũ)−1ŨH = IMP − 1

MP

K∑
k=1

ũk ũH
k (22.26)

Applying Ũ⊥ on x yields the projection of the received signal vector onto the orthogonal subspace:

x⊥
$= Ũ⊥x = Ũ⊥s+ Ũ⊥v (22.27)

which shows that the jammers are completely removed from the received signal [46].
The performance of this subspace projection-based receiver is evaluated in terms of SINR after the

interference suppression and despreading. It is noted that s represents the spatial–temporal signature of
the GPS signal. Therefore, we can use s to perform the despreading after the interference suppression,

z = sH x⊥ = sH Ũ⊥s+ sH Ũ⊥v (22.28)

Let zg
$= sH Ũ⊥s represent the term in Equation 22.28 due to the GPS signal after the despreading.

Then, after some straightforward calculations, we have

zg =MP − 1

MP

K∑
k=1

sH ũk ũH
k s

=MP − 1

MP

K∑
k=1

(pH uk)
(

aH
0 dk

)(
dH

k a0

)(
uH

k p
)

(22.29)

=MP

(
1−

K∑
k=1

|αk |2|βk |2
)
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where αk
$= P pH uk and βk

$= MaH
0 dk , and

E {z} = zg = MP

(
1−

K∑
k=1

|αk |2|βk |2
)

(22.30)

var{z} = E {|sH Ũ⊥v|2} = σ 2
v zg (22.31)

where we have invoked the white Gaussian assumption of the noise and var{·} denotes the variance of the
argument.

The array output z in Equation 22.28 is obtained by considering only one block of P samples within the
GPS symbol. At the symbol level, the array output after despreading is the summation of D = 20 blocks,
i.e., z =∑D

d=1 zd , where zd is given by Equation 22.28. It has been shown that the receiver SINR after the
subspace projection and despreading is given by [46]

SINR = E 2{z}
var{z} = 2

MP

σ 2
v

[
D −

K∑
k=1

D∑
d=1

|αkd |2|βkd |2
]

(22.32)

The temporal and spatial coefficients appear as multiplicative products in the SINR expression in
Equation 22.32. This suggests that the spatial and temporal signatures play equivalent roles in the receiver
performance. In the absence of jammers, no excision is necessary, and the SINR of the receiver output
will become 2MPD/σ 2

v , which represents the upper bound of the interference suppression performance.
Indeed, the term 2MP

∑K
k=1

∑D
d=1 |αkd |2|βkd |2 is the reduction in the receiver performance caused by the

proposed interference suppression technique. It reflects the energy of the signal component that is in the
jammer subspace. We note that if the jammers and the DS-SS signal are orthogonal, either in the spatial
domain (α = 0) or in the temporal domain (β = 0), the interference excision is achieved with no loss
in performance. In the general case, β, for FM interference, takes a small value, which is much smaller
than α. Therefore, the difference in the temporal signatures of the incoming signals allows the proposed
projection technique to excise FM jammers effectively with only insignificant signal loss.

Interference suppression using arrays is improved in several ways. First, the employment of an antenna
array can lead to an accurate instantaneous frequency estimation of the jammers [48]. Second, in com-
parison to the single-sensor case when M= 1 and αkq = 1, and the SINR becomes

SINR = 2
P

σ 2
v

[
D −

K∑
k=1

D∑
d=1

|βkd |2
]

(22.33)

which indicates that multisensor receivers, at minimum, improve SINR by the array gain. This is true,
independent of the underlying fading channels and scattering environment. Finally, spatial selectivity,
highlighted by the role of α, is used to discriminate against the jammer signal.

The above analysis assumes the perfect knowledge of the jammer waveform. In practice, instantaneous
frequency, or phase, values of the jammer have to be estimated and, as such, are subject to errors. In the
simulations, the effect of phase errors on the receiver performance is studied. Consider a periodic chirp
jammer whose period is equal to one block length of the GPS C/A symbol. The angle of arrival of the
satellite signal is 50◦. An M = 2 array is considered with half-wavelength spacing. The signal-to-noise
ratio and signal-to-interference-plus-noise ratio are defined, respectively, as SNR = 10 log10 1/σ 2

v and
SINR = 10 log10 1/(σ 2

i + σ 2
v ), all in decibel, where unit signal power is assumed for simplicity, σ 2

v is the
noise power, and σ 2

i is the jammer power. The jammer-to-signal ratio is defined as JSR = 10 log10 σ 2
i , also

in decibel. The JSR is set to 50 dB and SNR is equal to−20 dB. Figure 22.5 depicts the simulated values of
the receiver SINR vs. the phase error variance, varying from 0 to 0.01 for all blocks. The AOAs of the jammer
signals are set to 50◦, 35◦, and 65◦, respectively. It is clear from the figure that as the error variance increases,
the output SINR decreases. The SINR of the single-sensor case is also plotted for comparison. Unlike the
result of exact instantaneous frequency estimation, where antenna arrays bring a constant 3-dB array gain,
the receiver SINR in the presence of those errors is dependent on the spatial signatures of the signal and
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FIGURE 22.5 Receiver SINR vs. error variance.

jammer. For small spatial cross-correlation coefficients, the use of antenna array allows the receiver to be
more robust to the instantaneous frequency estimation errors. The relation between the receiver SINR and
the jammer AOA is shown in Figure 22.6, whereas the spatial cross-correlation coefficient vs. the jammer
AOA is depicted in Figure 22.7. In this case, phase error variance was kept constant at 0.01. It is important
to observe that the peak and the null in Figure 22.6 correspond, respectively, to the lowest and highest
values of the spatial correlation parameter between the GPS signal and the jammer.
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22.3.3 A Self-Coherence Antijamming GPS Receiver

The interference suppression techniques discussed in Section 22.3.1 require some known information
about the satellite at the receiver. For example, the MSINR and MMSE methods need the transmitted
signal information in order to calculate the signal power and obtain the reference signal, while the MOP
approach uses the knowledge of the satellite direction to preserve the GPS signal. When the GPS receiver is
operating in a persistent jamming environment, however, this information may not be available, especially
during the initial signal searching and acquisition stage. Thus, it is desirable to develop an interference
suppression technique that does not rely on the a priori knowledge of the transmitted GPS signal.

It is known that the C/A code is repeated 20 times within the navigation symbols. As a result, the GPS
signal exhibits strong self-coherence between chip samples that are separated by integer multiples of the
spreading gain, and this unique structure can be utilized in interference suppression. Indeed, under the
assumption that the interferers do not have the same structure as that of the GPS signal, a self-coherence
antijamming GPS receiver can be constructed based on the SCORE (spectral self-coherence restoral)
algorithm [49]. The receiver excises broadband interference by exploiting the structure of the GPS signal
without knowing either the transmitted signal or the direction of the satellite.

A block diagram of the self-coherence GPS receiver equipped with an M-element linear uniform array
is shown in Figure 22.8, while Figure 22.9 illustrates the structure of the received noise-free GPS signal.

+

...

+

−

1

M w

f

x(t)

z(t )

Cross-SCORE algorithm

Least squares algorithm
e(t)

d(t )

x(t-jPTc)

FIGURE 22.8 Block diagram of the self-coherence GPS receiver.
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FIGURE 22.9 Noise-free GPS signal structure and data and reference blocks’ formation.

Specifically, two blocks of data are formed at the receiver: a data block, which spans N consecutive samples,
and a reference block with the same number of samples as the data block. The distance between the respective
samples in the data and reference blocks is set equal to j P chips, where 1≤ j < 20. The repetition of the
spreading code suggests that the nth sample in the reference block has the same value as its counterpart
in the data block, providing that the two samples belong to the same symbol. The data in the data block
are processed by a beam-former w. In addition, an auxiliary beam-former f is also installed to provide a
reference signal by processing samples in the reference block, as shown in Figure 22.8. The weight vector
w is adaptively updated according to the cross-SCORE algorithm (refer to [50] for details on the SCORE
algorithm), while f is renewed using the least squares algorithm.

The signal model for the self-coherence GPS receiver is derived from Equation 22.3, which is repeated
as follows:

x(n) =
Q∑

q=0

sq (nTs − τq )aq e jφq +
K∑

k=1

Bkuk(n)dk + v(n) (22.34)

According to the formulation of the data and reference blocks, the counterpart of x(n) in the reference
block within the same symbol can be written as

x(n − jP)=
Q∑

q=0

sq (nTs − τq − jP)aq e jφq +
K∑

k=1

Bkuk(n − jP)dk + v(n − jP)

=
Q∑

q=0

sq (nTs − τq )aq e jφq +
K∑

k=1

Bkuk(n − jP)dk + v(n − jP) (22.35)

= s(n)+ s̃(n)+ u(n − jP)+ v(n − jP)

where we have assumed that, when considered within the same symbol, sq (nTs −τq ) = sq (nTs −τq − jP),
q = 0, . . . , Q.

From Figure 22.8, the beam-former output and the reference signal, respectively, are given by z(n)
$=

wH x(n) and d(n)
$= fH x(n − jP). Accordingly, we can define the following covariances:

Rzd
$= E {z(n)d H (n)} = wH E {x(n)xH (n − jP)}f (22.36)

Rzz
$= E {z(n)zH (n)} = wH E {x(n)xH (n)}w (22.37)

Rdd
$= E {d(n)d H (n)} = fH E {x(n − jP)xH (n − jP)}f (22.38)

Under the assumption that the GPS signal, interference, and noise are independent, then

Rxx
$= E {x(n)xH (n)} = E {x(n − jP)xH (n − jP)} = Rs + Ru + Rv (22.39)
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The three terms in Equation 22.39, denote the covariance matrices of the GPS, interference, and noise, re-
spectively. Providing that only the GPS signals are correlated when delayed jP samples, the cross-correlation
matrix between the corresponding data vectors in the data and reference blocks becomes

R(P )
xx

$= E {x(n)xH (n − jP)} = Rs (22.40)

To determine the weight vector w, we define the following cost function [50]:

C(w, f)
$= |Rzd|2

Rzz Rdd
= |wH R(P )

xx f|2
[wH Rxx w][fH Rxx f]

= |wH Rs f|2
[wH Rxx w][fH Rxx f]

(22.41)

Then w is obtained by maximizing C(w, f), i.e., the cross-correlation between z(n) and d(n).
In practice, the covariance matrices Rs and Rxx in Equation 22.41 are unknown and have to be replaced

by their sample estimates. Define the M× N data and reference matrices as XN
$= [x(n) · · · x(n−(N−1))]

and XNref
$= [x(n − jP) · · · x(n − (N − 1) − jP)], where N is the block length and N ≤ P . Thus, the

sample covariance matrices are given by

R̂xx
$= 1

N
XN XH

N (22.42)

R̂(P )
xx

$= 1

N
XN XH

Nref (22.43)

Using the covariance matrix estimates, Equations 22.36 to 22.38 become, respectively, R̂zd = wH R̂(P )
xx f,

R̂zz = wH R̂xx w, and R̂dd = fH R̂xx f.

Let e(n)
$= d(n) − z(n) be the error between the output of the beam former and the reference signal.

For a fixed beam-former w, the error e(n) is minimized in the least squares sense when f is given by
fLS = R̂−1

xx r̂xz , where

r̂xz
$= 1

N

N−1∑
i=0

x(n − i − jP)zH (n − i) = R̂(P )H
xx w (22.44)

Substituting f in Equation 22.41 by fLS, the cost function becomes

C(w, fLS) = wH R̂(P )
xx R̂−1

xx R̂(P )H
xx w

wH R̂xx w
(22.45)

The weight vector w that maximizes C(w, fLS) is readily shown to be the eigenvector corresponding to the
largest eigenvalue of the following generalized eigenvalue problem:

R̂xx w = λmaxR̂(P )
xx R̂−1

xx R̂(P )H
xx w (22.46)

where λmax is the largest eigenvalue.
To demonstrate the performance of the self-coherence receiver, we use a linear uniform array consisting

of M = 7 sensors with half-wavelength spacing. GPS navigation symbols are in the BPSK format and spread
by the C/A code with a processing gain of P = 1023. At the receiver, chip-rate sampling is performed and
N = 800 samples are collected in both the data and reference blocks.

Figure 22.10(a) shows the beam pattern when interference is absent and the data and reference blocks
are within the same symbol. The SNR is−30 dB. It is clear that the antenna pattern is formed toward the
satellite located at θ = 30◦. Figure 22.10(b) displays the antenna gain of the receiver when two jammers
located at 40 and 60◦ enter the system. The JSR of each jammer is 30 dB and SINR = −33 dB. The satellite’s
location is at 20◦. Also shown in Figure 22.10(b) is the antenna gain obtained using the MMSE method, as
discussed in Section 22.3.1.2. Unlike the self-coherence receiver, which requires neither the knowledge of
the position of the satellite nor the transmitted symbols, the MMSE-based receiver determines the weight
vector by minimizing the mean square difference between the array output and the desired signal assumed
known at the receiver. Figure 22.10(b) clearly shows that for both schemes nulls are placed at the jammer
locations while high gains are obtained toward the direction of the satellite.
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FIGURE 22.10 (a) Beam pattern with SNR = −30 dB when the data and reference blocks are within the same
symbol. (b) Antenna gains of the proposed scheme and the MMSE scheme with SINR = −33 dB and JSR = 30 dB.

When the signal multipath is present at the receiver, the GPS receiver will treat the multipath components
just like a direct signal since the signal multipath possesses exactly the same structure as the direct signal.
However, the signal multipath widens the correlation function. For illustration, we add four multipath
components to the received signal and calculate the correlation function at the output of the receiver
according to [22]. For the direct GPS signal, we set SNR = −30 dB. The time delays are 0.1Tc , 0.2Tc , 0.3Tc ,
and 0.4Tc , and the carrier phases are random variables uniformly distributed over (0, 2π). The powers of
the multipath signals are set to be one tenth of that of the direct signal. The correlation functions with
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FIGURE 22.11 Correlations with and without multipath with SNR = −30 dB.

and without multipath are shown in Figure 22.11. It is observed from Figure 22.11 that multipath widens
the autocorrelation function as compared to the one obtained without multipath. Since the self-coherence
receiver is a spatial array without temporal filtering, it will not introduce additional delays and the peak
of the autocorrelation function occurs at t = 0.

With multiple satellites in the FOV, the proposed scheme is expected to pass signals from all satellites
with high gains since all satellite signals share the same periodic structure. For demonstration, four satellites
located at θ1 = 10◦, θ2 = 30◦, θ3 = 50◦, and θ4 = 70◦ are selected from the constellation. In this case,
M = 9 sensors are used and SNR = −30 dB. Figure 22.12 shows that as expected, four beams are generated
toward the four satellites.
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FIGURE 22.12 Beam pattern with four satellites and SNR = −30 dB.
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FIGURE 22.13 SNR = −25 dB and JSR = 50 dB; (a) Beam pattern; (b) Normalized cross-correlation before jammer
removal; (c) Normalized cross-correlation after jammer removal.

In GPS, synchronization between the satellite and the receiver is achieved by cross-correlating the beam-
former outputs with a locally generated Gold sequence [9]. When the phase of the GPS receiver replica
code matches the phase of code sequence emitted from the satellite, there is maximum correlation [4]. In
the simulation, the satellite is located at 20◦ and the two jammers are placed at 40◦ and 60◦. The normalized
cross-correlation together with the antenna beam pattern are shown in Figure 22.13 for SNR = −25 dB.
Also shown in the figure is the normalized cross-correlations obtained before the jammers are removed.
Figure 22.13 shows that the proposed GPS receiver can effectively cancel directional jammers and achieve
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FIGURE 22.13 (Continued.)

synchronization even when the JSR is as high as 50 dB (Figure 22.13(c)). Without interference suppression,
however, synchronization fails, as shown in Figure 22.13(b).

22.4 Multipath Mitigation in GPS

Multipath is another dominant error source in high-accuracy GPS applications. In the presence of multi-
path, most GPS positioning methods suffer a degradation in accuracy and an increase in processing time.
The degradation of the pseudoranges is caused by the distortion of the correlation peak by the presence
of the indirect signal. Distortion of the correlation peak causes the zero crossing of the early–late curve to
be shifted, and thus the receiver will determine an erroneous pseudorange.

Unlike other error sources, multipath is normally uncorrelated between antenna locations. Hence, differ-
encing techniques will not cancel the multipath incurred errors. Also, modeling multipath for each antenna
location is difficult and impractical [40]. Various techniques have been proposed to eliminate/reduce the
multipath induced bias. Narrow correlator is one of the most widely used approaches that improves the
C/A code tracking performance by reducing the space between the early and late correlators in the multi-
path environments. Before discussing some common techniques in multipath mitigations, we first show
the effect of signal multipath in biasing the correlation peak of the early–late receiver.

22.4.1 Bias Due to Signal Multipath

Figure 22.14 shows the configuration of the early–late correlator with E , P , and L representing the early,
punctual, and late correlators, respectively. R(τ ) is the noise-free cross-correlation function between the
incoming signal and the locally generated reference code.

If the interference is ignored, the baseband received signal can be expressed in continuous-time format
as (cf. Equation 22.2)

x(t) =
Q∑

q=0

sq (t − τq )e jφq + v(t) (22.47)

Copyright © 2005 by CRC Press LLC



E

L

time

d

τ̂n − ετ τ̂n τ̂n + ε

R(τ)

P

FIGURE 22.14 Early–late correlator configuration.

where τ
$= τ0 is the time delay of the direct-path signal to be estimated and φ

$= φ0 is the phase shift.
The multipath components in Equation 22.47 can be written as a time-shifted version of the direct-path
signal [6], i.e., sq (t − τq ) = s0(t − τ − τ̃q ), where τ̃q = τq − τ is the differential time delay between the
direct-path signal and the q th multipath component.

22.4.1.1 Early--Late Discrimination Functions

Signals enter the noncoherent early–late correlator at IF [9] and are filtered by an IF filter with bandwidth
B . The early–late DLL discriminators are based on in-phase (I) and quadra-phase (Q) samples of the
filtered baseband signal cross-correlated with the reference PRN code. The cross-correlation process can
be implemented by correlating the incoming I and Q samples with either the early (E ) and late (L ) reference
codes (called the early-minus-late mode) or the punctual (P ) and early-minus-late (E − L ) reference codes
(called the dot-product mode) [37]. The corresponding noncoherent discriminators are given as:

� Normalized early-minus-late discriminator:

dτ = I2
E +Q2

E − I2
L −Q2

L

I2
E +Q2

E + I2
L +Q2

L

(22.48)

� Normalized dot-product discriminator:

dτ = IE−L IP +QE−L QP

I2
P +Q2

P

(22.49)

The I and Q components of the incoming signal at time t can be expressed as

I(t)=
√

2σ Rh(τ ) cos φ + v I (t)
(22.50)

Q(t)=
√

2σ Rh(τ ) sin φ + v Q(t)

where σ is the SNR in a predetection bandwidth (usually 50 Hz) [37], and v I (t) and v Q(t) are the I and
Q components of the noise, respectively. In Equation 22.50, Rh(τ ) is the cross-correlation between the
incoming filtered signal PRN code and the locally generated reference code:

Rh(τ ) =
∫ ∞

0

Rp(ξ)h(τ − ξ)dξ (22.51)
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where h(t) is the impulse response of the receiver IF filter, whose frequency response is H( f ), and Rp(ξ)
is the autocorrelation function of the reference code p(t), given by [6]

Rp(ξ)
$=
∫

TP

p(t) p(t − ξ)dt =
{

1− P+1
P | ξ

Tc
| � 1− | ξ

Tc
|, for |ξ | ≤ Tc

− 1
P � 0, for |ξ | > Tc

(22.52)

where Tc is the chip interval, P = 1023, and Tp = P Tc .
With an infinite precorrelation bandwidth and |τ | ≤ d/2, where d is the time interval between the early

and late correlators, the expected value of dτ is [37]

E {dτ } = 4σ (2− d)τ, for early-minus-late power (22.53)

E {dτ } = 4στ (1− |τ |), for dot-product (22.54)

22.4.1.2 Time-Delay Estimation

For a noncoherent DLL, the time-delay τ can be estimated from the cross-correlation between the received
signal and the direct-path signal. Let τ̂ denote an estimate of τ and assume that the early and late correlators
are placed quasi-distance from τ̂ . Then τ̂ can be obtained by minimizing the error function [51]

e(τ̂ )
$=
∣∣∣∣Rxs

(
τ̂ + d

2

)∣∣∣∣
2

−
∣∣∣∣Rxs

(
τ̂ − d

2

)∣∣∣∣
2

(22.55)

where Rxs (τ ) is the cross-correlation between the received signal x(t) and the direct-path signal s0(t):

Rxs (τ )
$= 1

Td

∫
Td

x∗(t)s0(t − τ )dt (22.56)

where Td is the integration period. Let S( f ) denote the Fourier transform of s0(t). Then, s0(t) can be
expressed in S( f ) as

s0(t) =
∫ B/2

−B/2

S( f )e j 2π f t df (22.57)

Substituting x(t) and s0(t) in Equation 22.56 with Equations 22.47 and 22.57, Rxs (τ ) becomes [51]

Rxs

(
τ̂ ± d

2

)
= Pc

Q∑
q=0

∫ B/2

B/2

cos

[
2πf

(
ε ∓ d

2
+ τ̃q

)]
Ps ( f )df + Rvs

(
±d

2

)
(22.58)

where Pc is the signal carrier power, Ps ( f )
$= |S( f )|2

Td Pc
is the normalized power spectrum of the signal

such that
∫∞
−∞ Ps ( f )df = 1, Rvs(τ ) is the cross-correlation between the noise and the GPS signal, and

ε
$= τ − τ̂ is the estimation error. If the filter bandwidth and the estimation error satisfy Bε < 0.25, it is

shown in [51] that Equation 22.58 can be simplified and the error function defined in Equation 22.55 can
be written in a compact form as

e(τ̂ ) = �ε + γ + v̄ (22.59)

where v̄ represents the noise, and � and γ are defined as

�
$= 4π P 2

c

Q∑
g=0

Q∑
q=0

[&g ϒq + ϒg &q −�g 	q −	g �q ] (22.60)

γ
$= −2P 2

c

Q∑
g=0

Q∑
q=0

[&g �q +�g 	q ] (22.61)
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where &q =
∫ B/2

−B/2 cos(2πfτq ) cos(πfd)Ps ( f )df , ϒq =
∫ B/2

−B/2 cos(2πfτq ) sin(πfd)Ps ( f )df , �q = −
∫ B/2

−B/2

sin(2πfτq ) sin(πfd)Ps ( f )df , and 	q = − ∫ B/2

−B/2 sin(2πfτq ) cos(π f δ)Ps ( f )df . If the noise term in Equa-
tion 22.59 is ignored and the error is set to zero, then ε= − γ /�, from which we know that

τ̂ = τ + γ

�
(22.62)

The analysis provided above clearly indicates that multipath causes bias in the time delay estimation
and, subsequently, in the pseudorange measurement.

22.4.2 Single-Antenna Multipath Mitigation Techniques

22.4.2.1 Narrow Correlator

Conventional DLL discriminators use 1.0 chip correlator spacing, a concept usually found in P code
tracking in early GPS receivers. However, for P code discriminator, Doppler and other disturbances may
cause the receiver to lose code lock if narrower spacing is used [37]. This is because the P code chip is
already relatively short. On the other hand, for C/A code tracking, since the C/A code has a much longer
chip duration than the P code (10 times), narrow correlator can be implemented together with carrier
aiding to minimize the Doppler effect.

Variable spacings have been implemented in the NovAtel GPSCardTM for C/A code tracking [36]. The
receiver has a variable correlator spacing capability, with the spacing of the early and late reference code
changing from 0.05 to 1.0 C/A code chip. The C/A code tracking performance of this narrow correlator
receiver is better than 10 cm at nominal SNRs, which is essentially equivalent to the P code tracking. The
narrow spacing also reduces the effects of multipath. This is because distortion of the cross-correlation
function near its peak due to multipath is less severe than that at regions away from the peak. Thus, if
the receiver could track near the peak, the effects of multipath would be reduced [37]. It has been shown
that in the presence of multipath, the narrow spacing C/A code tracking provides superior performance,
approaching that obtainable using a P code receiver [37].

22.4.2.2 Multipath Elimination Delay Lock Loop

MEDLL is the modified version of the conventional DLL, which estimates the multipath components in
the received signal [39]. In order to achieve high accuracy, it is necessary to eliminate multipath errors in
both the DLL and PLL discriminator and track direct signals transmitted from GPS satellites. The MEDLL
approach decouples the correlation function into its direct and multipath components.

According to the maximum likelihood (ML) principle, the MEDLL method estimates the amplitude,
time delay, and phase shift of each multipath component and subtracts these components from the
measured correlation function [40]. Eventually, only the estimate of the direct-path signal correlation
function is left and parameters of interest can be derived by using a standard early–late DLL. Simulation
results in [40] show that the MEDLL performs as good as or even better than the P code DLL in the
presence of multipath, while significantly outperforming the narrow correlator. The MEDLL receiver can
virtually eliminate all multipath biases for delays greater than 0.1 chips [39].

22.4.3 Time-Delay and Carrier-Phase Estimation Using Antenna Array

Maximum likelihood-based approaches have been used extensively in parameter estimation [5], [6],
[32], [34], [40], [52], [53], [54], [55], [56], [57]. In GPS, however, only the direct-path signal is the
information-bearing signal; i.e., the pseudorange is derived from the direct-path signal. Therefore, the
time-delay estimation in GPS needs only to focus on the direct-path signal. This is observed in [28] and
utilized to develop an ML-based time delay and carrier phase estimation using antenna array.

Assuming an M-element linear array, a simplified signal model is adopted in [28]:

x(n) = Ã0s0(nTs − τ0)a0 + v(n) (22.63)
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where Ã0 is a complex variable representing both the unknown amplitude and the carrier phase of the
direct-path signal to be estimated, and v(n) is the vector that contains contributions from the interference,
signal multipath, and noise. v(n) is modeled as a complex Gaussian process which satisfies E {v(n)} = 0
and E {v(n)vH (l)} = δn,l �, where � is an unknown matrix to be estimated. In Equation 22.63, the steering
vector of the direct-path signal a0 as well as the waveform of s0(t) are assumed to be known [28].

By collecting N data samples within one navigation symbol at the receiver, we define

X
$= [x(1) · · · x(N)] = Ã0a0sT (τ0)+ V (22.64)

where s(τ0)
$= [s (Ts − τ0) · · · s (NTs − τ0)]T and V

$= [v(1) · · · v(N)]. The unknown parameters,
( Ã0, τ0, �), are estimated using the maximum likelihood method. Let

R̂v = 1

N

N∑
n=1

[x(n)− Ã0s0(nTs − τ0)a0][x(n)− Ã0s0(nTs − τ0)a0]H (22.65)

Then, by ignoring terms irrelevant to the parameters of interest, it is straightforward to obtain the log-
likelihood function of {x(n)}N

n=1 as

C( Ã0, τ0, �) = − ln |�| − tr{�−1R̂v } (22.66)

where |·| and tr{·} stand for the determinant and trace of a matrix, respectively. Minimizing Equation 22.66
with respect to � leads to the ML estimate of the unknown covariance matrix Ψ̂ = R̂v . Further, define
the following sample estimations: R̂xx

$= XXH/N, r̂xs (τ0)
$= Xs∗(τ0)/N, P̂s

$= sH (τ0)s(τ0)/N, and
Ŵ(τ0) = R̂xx − r̂xs (τ0)r̂H

xs (τ0)/ P̂s . Then it has been shown in [28] that the ML estimates of τ0 and A0 can
be obtained as

τ̂0ML = arg max
τ0

∣∣aH
0 R̂−1

xx r̂xs (τ0)
∣∣2

P̂s − r̂H
xs (τ0)R̂−1

xx r̂xs (τ0)
(22.67)

ˆ̃A0ML =
aH

0 Ŵ−1(τ0)r̂xs (τ0)

P̂s aH
0 Ŵ−1(τ0)a0

∣∣∣
τ= τ̂

0ML
(22.68)

which shows that the estimation of τ0 involves the search of the one-dimensional parameter space τ0.
A hybrid beam former is constructed in [28] to implement the above ML estimator. Let w denote the

beam-former weight vector. Then, the output of the beam former is z = wH X and the MSE between z
and the reference signal Ã0sT (τ ) is given by

E(w, Ã0, τ0) = 1

N
‖z− Ã0sT (τ )‖2 (22.69)

Then, by using the assumption that the steering vector a0 is known, the weight vector w, Ã0, and τ0 can
be obtained by minimizing E(w, Ã0, τ0) under the spatial constraint that wH a0 = 1, i.e.,(

wMSE, Ã0MSE, τ0MSE
) = arg min

w,Ã0,τ0

E(w, Ã0, τ0),

(22.70)
subject to wH a0 = 1

where the resulting wMSE is a hybrid beam-former since it is obtained using both spatial and temporal
references. wMSE can be obtained in two steps. First, wMSE is calculated for fixed Ã0 and τ0 as

wMSE( Ã0, τ0) = Ã∗0R̂−1
xx r̂xs (τ0)+ 1− Ã∗0aH

0 R̂−1
xx r̂xs (τ0)

aH
0 R̂−1

xx a0
R̂−1

xx a0 (22.71)
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which indicates that the beam-former is a weighted linear combination of the beam-former with temporal
reference given by R̂−1

xx r̂xs (τ0) and the beam-former with spatial reference given by R̂−1
xx a0. In the second

step, Ã0 and τ0 are estimated from the output of the beam-former. Simulation results in [28] show that
the estimation error decreases with the number of antennas. This justifies the use of antenna array for
improving the time delay and carrier phase estimation.

22.5 Conclusions

In this chapter, we discussed the applications of the adaptive antenna array in GPS interference suppression,
multipath mitigation, and time delay and carrier phase estimations. The ultimate goal of GPS is to provide
accurate navigation information. Therefore, it is desirable that GPS receivers operate efficiently in the
strong jamming and rich multipath environments. Space–time adaptive arrays equip the GPS receivers
with the ability to excise both narrowband and broadband interferers and to mitigate multipath. Some
widely used techniques utilizing antenna arrays have been presented. It is concluded from the analysis
and simulations that multiantenna GPS receivers are needed for effective geolocation in the presence of
jamming and local scatters.
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Abstract

Transmitter power control is key in wireless networking for maintaining the quality of each wireless link
at a desirable level via adaptation to channel interference and variations, while mitigating the interference
the link generates on others and resulting in increased network capacity via higher spatial spectrum reuse.

In this chapter, we present the fundamentals of power control focusing on basic principles and core
algorithms. For methodological and exposition purposes, we first investigate the case of wireless links sup-
porting delay-sensitive continuous traffic (voice, video) where the link quality is largely characterized by the
signal-to-interference ratio and bit error rate. Then we consider the case of packetized delay-tolerant traffic
and address the fundamental power vs. delay trade-off. Several key power control algorithms are discussed.

23.1 Introduction

The advent and rapid expansion of wireless networking in the 1990s have prompted intense investigation
of transmitter power control fundamentals, algorithms, and architectures for over a decade. Power control
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is a key element of wireless networking for various reasons. Adjusting its transmitter power to adapt to
interference, mobility variations, and channel impairments, a communication link can maintain a desirable
quality of service (QoS). By doing this carefully and systematically, it will generate the minimum possible
interference on other links sharing the channel, resulting in higher network capacity via better sharing of
the radio bandwidth and denser spectrum reuse. Additionally, the transmitter will minimize the power
drain and maximize the battery lifespan between recharges, a key operational limitation in modern mobile
devices. QoS support, interference management, battery life, and various other factors make power control
a very important element of current and projected wireless network designs.

Early cellular wireless networks circumvented the need for full power control by spatially separating
transmissions using the same radio resource (time slot and frequency band in TDMA/FDMA (time
division/frequency division multiple-access) systems, spreading code in CDMA (code division multiple-
access) systems, etc.), resulting in low spatial densities of spectrum reuse. Power control was simply used
in CDMA systems primarily to mitigate the near–far effect. Due to the scarcity of the radio spectrum and
the exponentially increasing user demand for wireless mobile information services, the pressure to pack
more radio transmissions into the same fixed radio spectrum is rising fast. To achieve this objective, there
are basically two approaches:

1. Use transmitter power control to better manage and mitigate interference in order to increase
the spatial spectrum reuse. This increases the network capacity for a given network infrastructure
(access point) density.

2. Increase the infrastructure density by deploying more access points (base stations, wireless local
area networks (LANs), etc.) and getting those access (and, perhaps, relay) points closer to the
wireless terminals. This makes wireless terminal-to-access links smaller, hence needing less power
for a given QoS level. In this way, denser spatial packing of links (and higher spectrum reuse) can
be achieved. Besides the higher infrastructure cost, there is also more control and signalling needed
in denser infrastructure environments to manage mobility, as more access point handoffs occur
per unit of time for a given level of mobility.

Moving forward onto next-generation networks, both approaches are advancing in unison. Therefore,
the importance of power control is critical. It is essential to better understand its fundamentals, as well
as various important architectural and implementation aspects. In this chapter, we mostly focus on the
fundamentals of power control, which reveal some important design insights. Particular implementation
architectures are not discussed in the limited space of this chapter, but the core algorithms presented are
specifically chosen to be distributed and autonomous, on-line adaptive (agile), robust and scalable, with
an eye toward high-performance design and practical implementation.

It is interesting to consider the logic of power control from an individual link’s point of view in order to
understand the global nature of power control from the network’s point of view. Intuitively speaking, the
communication link should choose its transmission power to be large enough to adequately compensate for
radio propagation losses and interference/noise effects, yet low enough to generate minimal interference
on other network links sharing the same channel and disturb those minimally. According to the above
logic, all links are coupled to each other, in the sense that one’s benefit (communication) is everyone else’s
cost (interference). However, interference has a positive aspect too. Indeed, it provides collective feedback
information from the channel/network that each link observes in order to assess the stress level of its
channel/network environment. This is valuable information that the link can use to control its power, as
well as autonomously perform various network control functions like admission, congestion, and handoff
control in a distributed scalable manner. It should be mentioned that power control may be considered to
operate at the media access control (MAC) layer of wireless networking; however, it touches on and actually
couples with many other functions. Those range from signal processing, modulation, transmission, etc.,
on one side, to admission and handoff control on the other (as seen later).

Early work on power control [5, 8, 9, 10, 15, 20, 21] brought attention to the importance of the problem
and provided some significant insights and results. A decade of further investigation [6, 16, 17, 18, 22, 23,
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24, 26, 27, 29, 31] has revealed several interesting key facts and has crystallized the big picture of power
control. We aim to sketch out this picture in this chapter, from an admittedly particular — yet central and
insightful — point of view.

For methodological and presentation purposes, we first consider in Section 23.2 the power control
problem for continuous streamed delay-sensitive traffic (voice, video) where the main quality-of-service
metric is the bit error rate, expressed as a function of the signal-to-interference (plus noise) ratio (SIR).
We then consider in Section 23.3 the case of packetized delay-tolerant data traffic. In this case, during
interference highs the dilemma arises whether data transmission should be halted and delay incurred,
expecting that the interference might soon subside and power benefits might be realized by transmitting
lots of data at a low power cost. This core delay vs. power trade-off is captured below in a simple model and
analyzed, yielding some interesting insights about the nature of the power control problem. The overall
emphasis is on presenting the fundamental principles of power control, leading to basic core algorithms
and protocols, without expanding into various operational and implementation details, some of which
can be found in the background references. To achieve this we utilize simple — yet canonical — models
of wireless networking, whose analysis provides significant insight as well as several graphs that visually
demonstrate important aspects of power control dynamics.

23.2 Power Control for Streamed Continuous Traffic

In this section, we study the case of power control for streamed continuous delay-sensitive traffic (voice,
video). In particular, voice service was the main driver in first-generation cellular wireless networks, while
streamed multimedia services are planned for next-generation networks. The SIR of the wireless link is
the basic QoS metric managed via control of the transmitter power, mapping to control of the bit error
rate on the link.

We consider the wireless network as a collection of radio links, where each link is a single-hop radio
transmission from a transmitter to an intended receiver. Chains of consecutive links may correspond to
multihop communication paths, but they are also treated as sets of individual links for power control
purposes. If there are several communication channels, we assume that the interference between links op-
erating in different ones is negligible. That is, channels are orthogonal, and so only co-channel interference
need be considered. We can therefore reduce the network picture to that of a collection of interfering links
in a single channel, rendering the notions of network admission and channel access equivalent.

In the cellular communication network paradigm, links correspond to upstream or downstream trans-
missions between mobiles and base stations. In the ad hoc networking paradigm, links may correspond to
single-hop transmissions between mobile terminals and fixed access points or other mobile terminals. Each
channel is basically a communication resource shared by the various interfering links using it. For exam-
ple, the channels can be nonoverlapping frequency bands in FDMA systems, nonoverlapping time slots in
TDMA systems, distinct spreading codes in CDMA systems, or combinations of the above in hybrid systems.

23.2.1 The Target SIR Formulation of the Power Control Problem

A key performance metric of the radio link is its bit error rate, which to first approximation is a decreasing
function of the SIR observed at its receiver node. We can therefore consider the QoS of a wireless link as
an increasing function of its SIR and use the latter in our problem formulation. Given N interfering links
in a channel, we denote the SIR of the i th link by

Ri = G ii Pi

ηi +
∑

j �=i G i j P j
, i, j ∈ {1, 2, . . . , N} (23.1)

where Pi is the power of the transmitter of link i, ηi is the thermal noise power at the receiver of link i ,
and G i j is the power gain (actually loss) from the transmitter of the j th link to the receiver of the i th one.
The power gain G i j may incorporate free space loss, multipath fading, shadowing, and other radio-wave
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FIGURE 23.1 The simplest possible wireless network consisting of two interfering links in a channel. The power
gains G i j from the transmitters (dark circles) to the receivers (light circles) are depicted, as well as the transmitted
powers.

propagation effects, as well as modulation effects (processing gain, etc.) To keep the presentation simple,
in this section we assume that the G i j are deterministic (fluctuations have been averaged out) and stay
constant over time (no mobility).

For each link i we consider a target SIRγi > 0 that the link must maintain (or perhaps exceed) throughout
the communication in order to operate properly and sustain acceptable quality of service. Recalling that
the QoS is an increasing function of the SIR, we see that we need to have

Ri (P) ≥ γi , for all i ∈ {1, 2, . . . , N} (23.2)

in order for the links to coexist smoothly in the channel. According to Equation 23.1, each SIR is a function of
the whole power vector1 P= (P1, P2, . . . , PN)T . Given a constant power gain matrix G = [G i j ] and noise
vector η= (η1, η2, . . . , ηN), the issue is to find the optimal power vector P that satisfies Equation 23.2, if
any such vector exists.

In particular, the feasibility problem is to determine whether Equation 23.2 has a solution P satisfying
Equation 23.1 and Pi > 0 for all i ={1, . . . , N}. If that is feasible, then the optimal power allocation problem
is to select the best power vector among potentially several feasible ones. Before proceeding with the general
case, let us first consider a two-link network (N= 2), which will provide us with some useful insights.

23.2.1.1 Example of the Simple Two-Link Network

Consider the simplest possible network of Figure 23.1, which is comprised of only two links interfering
in a channel. For exposition purposes, we analyze it in two steps, addressing the power feasibility and
allocation problems. First, let us ignore the thermal noise, setting η1 = η2 = 0. The SIR Equations 23.1
and 23.2 yield R1 = G 11

G 12

P1

P2
≥ γ1 and R2 = G 22

G 21

P2

P1
≥ γ2, which can be put into linear inequality form:

G 11 P1 − γ1G 12 P2 ≥ 0 (23.3)

G 22 P2 − γ2G 21 P1 ≥ 0 (23.4)

Figure 23.2 shows the power feasibility region D(G, γ ) in the (P1, P2) power space. Any power vector
P = (P1, P2) in D satisfies both inequalities above. The cone D is a function of the gain matrix G = [G i j ],
the target SIR vector γ = (γ1, γ2), and the noise vector η, which is set to zero in the current discussion.
Note that ε1 and ε2 are the lines where Equations 23.3 and 23.4 become equalities, respectively. The slopes
of ε1 and ε2 are 1

γ1

G 11

G 12
and γ2G 21

G 22
, respectively, and according to Figure 23.2 we have:

1. When 1
γ1

G 11

G 12
>

γ2G 21

G 22
, the feasibility region D is a full cone and any power vector in it satisfies

Equations 23.1 and 23.2.

1The symbol (·)T denotes the transpose column vector.
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FIGURE 23.2 The power feasibility region D(G, γ ) (shaded region) of the network of Figure 23.1 corresponds to the
set of power vectors P = (P1, P2)T satisfying Equations 23.3 and 23.4. It is a cone with boundary lines ε1, ε2 where
Equations 23.3 and 23.4, respectively, hold true with equality. Increasing γ1 tilts ε1 toward ε2 (and conversely for γ2),
resulting in the shrinking of D. The noise vector (η1, η2) = (0, 0) is artificially set to zero in this case (it is considered
again in Figure 23.3).

2. When G 11

γ1G 12
= γ2G 21

G 22
, the two lines ε1, ε2 coincide and D reduces to a line.

3. When G 11

γ1G 12
<

γ2G 21

G 22
, then D=∅ is empty; that is, no power vector P= (P1, P2)T can satisfy Equa-

tion 23.2 of both links, so the system is infeasible.

The third case is due to the fact that the SIR requirements γ1 and γ2 are too high for the system to
accommodate, given the power gains G. In general, observe that for any i = 1, 2 and j �= i , (1) an increase
in any γi , (2) an increase in any interlink power gain G i j , or (3) a decrease in any intralink power gain G ii

results in line εi tilting toward line ε j (until crossing it) and the feasibility region D shrinking. The reverse
actions make D expand.

Taking now into consideration the thermal noise (η1, η2) �= (0, 0), the inequalities in Equation 23.2 take
the following form in the two-link network of Figure 23.1:

G 11 P1 − γ1G 12 P2 ≥ γ1η1 (23.5)

G 22 P2 − γ2G 21 P1 ≥ γ2η2 (23.6)

Figure 23.3 shows the new feasibility region D(G, γ ,η), which is now a function of the gain matrix G, the
target SIR vector γ, and the noise vector η. The tip of the cone P∗ is the Pareto-optimal power vector, in
the sense that any other feasible power vector P requires at least as much power from every transmitter
[29], that is, P ≥ P∗ component-wise. The inclusion of the noise (η1, η2) has the effect that cone boundary
lines ε′1 and ε′2 of D — where Equations 23.5 and 23.6 respectively, hold true with equality — are shifted
right and up by γ1η1

G 11
and γ2η2

G 22
relative to the original ε1 and ε2, respectively. Therefore, an increase in

the target SIRs γi has the effect that not only does ε′i tilt toward ε′j , but also the distance of ε′i from εi

increases. This results in P∗ moving away from 0, and hence all transmitters increasing their powers to
satisfy Equation 23.2 for the increased γi .

The above discussed behavior and the gleaned geometric intuition extend directly to the general case of
N > 2 links. The feasibility region D is then an N-dimensional polyhedral cone with boundary hyperplanes
where Equation 23.2 is satisfied with equality. The tip of the feasibility cone is the Pareto-optimal power
vector P∗, at which the links should operate, in order to achieve their target SIRs at minimum possible
power. Increasing any γi or any interlink gain G i j and decreasing any intralink gain G ii result in D shrinking
and P∗ moving away from 0; eventually D “evaporates” and P∗ disappears at infinity, as the system becomes
infeasible. Adding more links in the channel results in introducing more “cutting” hyperplanes that define
the feasibility cone, which again shrinks and sees its tip move away from 0.
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FIGURE 23.3 The feasibility region D(G, γ ,η) (shaded area) of the two-link network of Figure 23.1 where each
power vector satisfies both Equations 23.5 and 23.6. It is a cone with boundary lines ε′1, ε′2 where Equations 23.5 and
23.6 hold true with equality, respectively. The tip of the cone is the Pareto-optimal power vector P∗ where the target
SIRs (γ1, γ2) are achieved at minimum power.

23.2.1.2 The Optimal Power Vector P∗

The inequalities in Equation 23.2 can be put into a linear form G ii Pi −γi
∑

i �= j G i j P j ≥ γi ηi and further
into a matrix form

(I− F)P ≥ u and P > 0 (23.7)

where

u =
(

γ1η1

G 11
,
γ2η2

G 22
, . . . ,

γNηN

G NN

)T

(23.8)

is the column vector of noise powers, normalized by the target SIR requirements over the intralink power
gains, and F is the matrix with entries

Fi j =
{

0 if i = j
γi G i j

G ii
if i �= j

(23.9)

where i, j ∈ {1, 2, . . . , N}. Note that the latter is the matrix of interlink power gains only, normalized by
target SIRs over intralink gains.

The Perron–Frobenious theory of nonnegative matrices (having positive or zero entries only, like F)
[11, 12] addresses the existence of feasible power vectors (Equation 23.7) as follows. It is reasonable to
assume that the nonnegative matrix F is irreducible; that is, there are no totally isolated groups of links
that do not interact with each other. Then the maximum modulus eigenvalue ρF of F is real, positive, and
simple, while the corresponding eigenvector is positive component-wise. The following statements are
equivalent:

1. There exists a power vector P > 0 such that (I− F)P ≥ u.
2. ρF < 1.
3. (I− F)−1 =∑∞

k=0 Fk exists and is positive component-wise.

If Equation 23.7 has a solution, by the third fact mentioned above we have that

P∗ = (I− F)−1u (23.10)
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is the Pareto-optimal solution of Equation 23.7, in the sense that any other power vector P satisfying the
equation would require as much power from every transmitter [29], or P ≥ P∗ component-wise.

Therefore, if it is possible to satisfy the SIR requirements for all links simultaneously, the optimal power
allocation strategy is to set the transmitter power to P∗ and minimize the overall transmission power
throughout the network.

23.2.2 Autonomous Distributed Power Control

Can links achieve the globally optimal power vector P∗ without any interlink communication in a totally
distributed and autonomous manner, even without any prior knowledge of the power gains matrix G and
noise vector η? Fortunately, the answer is yes, as was explicitly observed in the early 1990s by Foschini and
Miljanic [8] and others. To see this, consider first the following iterative algorithm over subsequent time
slots k = {1, 2, 3, . . .}

P(k + 1) = FP(k)+ u (23.11)

and note that by recursively substituting Equation 23.11 into itself we get P(k) = Fk P(0) +∑k−1
i=0 Fi u.

Therefore, the iteration converges to the the Pareto-optimal power vector

lim
k→∞

P(k) = lim
k→∞

Fk P(0)+ lim
k→∞

k−1∑
l=0

Fl u = 0+
[ ∞∑

l=0

Fl

]
u = (I− F)−1u = P∗ (23.12)

when P∗ exists or, equivalently, ρF < 1. This can be easily seen by the basic facts of the Perron–Frobenious
theory mentioned in the previous section, and recalling that ρF < 1 implies limk→∞ Fk P(0) = 0.

Observe now that the distributed power control (DPC) algorithm (Equation 23.11) can be equivalently
written for each link i as the iteration

Pi (k + 1) = γi

G ii

[∑
j �=i

G i j P j (k)

]
+ γi

G ii
ηi = γi

G ii

[∑
j �=i

G i j P j (k)+ ηi

]
= γi

Ri (k)
Pi (k) (23.13)

since from the expression of the SIR (Equation 23.1) we have
∑

j �=i G i j P j (k)+ ηi = G ii Pi (k)
Ri (k) . Therefore,

Pi (k + 1) = γi

Ri (k)
Pi (k) (23.14)

for each i = 1, 2, . . . , N and k = 1, 2, 3, . . . . Observe that under Equation 23.14 each link independently
and autonomously measures its own SIR Ri (k) and adjusts its transmission power to Pi (k + 1) according
to its own SIR target γi , without explicit knowledge of any other transmitter power P j , any power gain
G i j , or any noise level η j . No interlink communication is required, but only intralink communication
of the SIR Ri (k) observed locally at the receiver of each link i back to its transmitter, where the power
Pi (k+1) is computed and set. The SIR information communicated is minimal (a single number per power
update), so it can be carried on either a low-rate reverse virtual link or a global control channel, which may
also carry other control information (acknowledgments, etc.). In “symmetric” networks — like cellular
ones — with uplink/downlink communication, it may also be piggy-backed on the reverse link. The
lack of any interlink communication justifies calling Equation 23.14 distributed, down to the level of the
individual link, which is the functional primitive of the wireless network model.

An interesting observation regarding Equation 23.14 is that each link i autonomously updates its power
trying to hit its SIR target γi — as if the interference induced from the other links remained constant
because those would not update their powers. If the latter were indeed the case, link i would hit γi in a
single step. In reality, all other links adjust their powers too, so Ri (k) will asymptotically converge to γi (if
feasible) as k →∞. It is worth noting that the convergence Ri (k) → γi is geometrically fast — as easily
seen by the equivalent algorithm in Equation 23.11 — and ρF < 1 is the convergence rate. If ρF > 1, the
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FIGURE 23.4 A graphical view of the convergence of the DPC algorithm (Equation 23.14) for the two-link network
of Figure 23.1. The power vector evolution at consecutive iterations is shown. In the left graph, the initial power
vector P(0) is within the feasibility region/cone, while in the right one it is outside. At each iteration, each transmitter
autonomously changes its power to hit the cone boundary, which corresponds to hitting its target SIR if the other
transmitters do not change their powers.

DPC algorithm obviously diverges and the link powers explode to infinity. Figure 23.4 graphically shows
the power vector dynamics of a simple two-link network under DPC, while the evolutions of both power
and SIR are plotted for a three-link network in Figure 23.5.

23.2.3 DPC with Active Link Protection

The power and SIR evolution dynamics of the raw DPC algorithm (Equations 23.14 and 23.11, respectively)
are problematic because when new links power up in the channel, existing ones may see their SIRs dive
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FIGURE 23.5 Power (solid lines, left scale) and SIR (dotted lines, right scale) evolutions under the DPC algo-
rithm (Equations 23.14 and 23.11, respectively) for a three-link network. All links have the same target SIR
γi = 10, which is achievable. In the time interval {1, 2, 3, 4, 5} only links 1 and 2 are active. At time 6, link 3
powers up in the channel. At time 20, link 1 terminates transmission and drops out. Note how the SIRs of links
1 and 2 deteriorate temporarily as link 3 powers up in the channel and the powers escalate to accommodate the
new link.
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FIGURE 23.6 Power (solid lines, left scale) and SIR (dotted lines, right scale) evolutions under the DPC algorithm
(Equations 23.14 and 23.11, respectively) for a three-link network with a common target SIR γi = 10, which is infeasible.
In the time interval {1, 2, 3, 4, 5} only links 1 and 2 are active and actually admissible at γi = 10. At time 6, link 3
powers up in the channel. Since all three links are not admissible in the channel at γi = 10, their powers explode to
infinity while their SIRs saturate below the target γi = 10.

significantly below their target SIRs γ for several iterations. This effect may cause established links to
actually disconnect, which is unacceptable from a service support point of view. This is clearly shown in
Figure 23.5, while in Figure 23.6 the case of new links powering up and driving even established ones
unstable is demonstrated.

The underlying problem is that the raw DPC algorithm (Equation 23.14) does not support admission
and congestion control in the channel, which are fundamental networking functions [22, 27, 29]. A novel
idea/concept is needed to allow for such support, and this turns out to be the active link protection
(ALP), discussed in this section. Indeed, since new links are expected to arrive and power up often in a
wireless network, it is essential to protect already active (operational) ones from having their SIRs degrade
below their target γ and disconnect. Even more importantly, we need to exercise admission control in
the channel, rejecting any new link that makes the network infeasible. Can this be done in a distributed,
autonomous, scalable fashion, without requiring any interlink communication? Fortunately, the answer
is yes [22, 27, 29], as discussed below.

Let L be the set of all interfering links in the channel. At each power update step k = 1, 2, . . . , let
us partition L into the subset Ak of active or operational links or the subset Bk of inactive or new links
according to the criterion of whether the links’ SIRs are currently above or below their target γ , that is:

Ak = {i ∈ L : Ri (k) ≥ γi } (23.15)

Bk = {i ∈ L : Ri (k) < γi } (23.16)

Let also

δ = 1+ ε > 1 (23.17)

be a control parameter (ε > 0), whose purpose and significance will become clear below. Then, the
DPC/ALP algorithm works as follows:

Pi (k + 1) =
{

δγi

Ri (k) Pi (k), i ∈ Ak

δPi (k), i ∈ Bk

(23.18)
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Note that under DPC/ALP, each active link updates its power similarly to the standard DPC algorithm
(Equation 23.14), but shoots for a boosted SIR target δγi for reasons explained below; each new/inactive
link, however, powers up gradually at geometric rate δ. The intuition behind DPC/ALP is the following.
Each active link shooting for a slightly higher (than needed) SIR target δγi results in an SIR protection
margin εγi = (δ − 1)γi acting as a cushion. It protects the link’s SIR from dropping below its true target
γi , cushioning the jolts induced by the new links powering up. On the other hand, since new links power
up gradually, their degrading effect on active ones is bounded and has already been anticipated by raising
the SIR target to δγi and introducing the protection/cushioning zone of (δ − 1)γi thickness.

Several key properties of the DPC/ALP dynamics can be rigorously established and are leveraged later.
First, note that there is a bounded power overshoot property:

Pi (k + 1) ≤ δPi (k) (23.19)

for each link i at each step k = 1, 2, . . . , when the links operate under the DPC/ALP algorithm with any
fixed δ > 1. Indeed, this follows immediately from the definition ofAk and Equation 23.18. This property
guarantees that active link powers may increase smoothly — up to a factor of δ on each update — while
inactive link ones increase by exactly a factor δ in each update.

The second property is key active link protection. That is, when the links operate under DPC/ALP with
any fixed δ > 1, we have

Ri (k) ≥ γi ⇒ Ri (k + 1) ≥ γi (23.20)

for each link i at each time k = 1, 2, . . . . That means that if a link i is active (Ri (k) ≥ γi and so i ∈ Ak) in
the kth time slot, it will also be active (Ri (k + 1) ≥ γi and so i ∈ Ak+1) in the (k + 1)st time slot. Thus, an
active link will remain active forever (until completing communication), while a new link may become active
at some point and remain so forever after; that is, i ∈ Ak ⇒ i ∈ Ak+1 andAk ⊆ Ak+1, but Bk+1 ⊆ Bk at
each time k. This property in Equation 23.20 can be easily seen as follows. Observe that the interference
Ii (k+ 1) =∑ j �=i G i j P j (k+ 1)+ ηi ≤ δ

{∑
j �=i G i j P j (k)+ ηi

} = δ Ii (k) or Ii (k+ 1) ≤ δ Ii (k) at every
time k, because of the property in Equation 23.19 and δ > 1. Using this fact and Equation 23.18, we get
for any active link i ∈ Ak that Ri (k + 1)= G ii Pi (k+1)

Ii (k+1) = G ii

Ii (k+1)
δγi

Ri (k) Pi (k)= δγi
Ii (k)

Ii (k+1) ≥ δγi
1
δ
= γi , hence

Equation 23.20.
Finally, there is a property of new link improvement at every time step. That is, when the links operate

under DPC/ALP with any fixed δ > 1, we have

Ri (k + 1) ≥ Ri (k), for any new link i ∈ Bk (23.21)

at each time k = 1, 2, 3 . . . . This is easily seen since Ii (k+ 1) ≤ δ Ii (k) as argued above, and Pi (k+ 1) =
δPi (k) for i ∈ Bk . Thus, each of the new links increases its SIR at each step, so it may eventually rise above
its target SIR γ and become active, staying such forever after. Note that this introduces a natural concept
of channel admission, which is exploited later.

Note that the geometric convergence of the plain DPC algorithm, coupled with the geometric power-up
of the inactive links, guarantees a geometric convergence of the DPC/ALP. For small δ (close to 1), the
ALP component dominates the convergence rate; for large δ, the inherent speed (dominated by ρF) of the
plain DPC becomes prevalent in the DPC/ALP.

23.2.4 Admission Control under DPC/ALP

Let us now study how the DPC/ALP algorithm (Equation 23.18) supports the concept of admission control
of new links in the channel. Recall that network admission is equivalent to the link becoming active in
the channel by raising its SIR above its target γ . According to the property in Equation 23.20, once a link
becomes active it is guaranteed to remain so until voluntarily completing transmission. This property is
the basis of the network admission concept. A new link arriving and seeking admission to the channel
starts powering up from a low initial power and, according to Equation 23.21, sees its SIR improve at
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FIGURE 23.7 Power (solid lines, left scale) and SIR (dotted lines, right scale) evolutions under the DPC/ALP algorithm
(Equation 23.18) of a four-link network with common SIR target γi = 10 and δ = 1.3. All links are admissible at SIR
level δγ ; that is, they are δ-compatible. Each link starts inactive and when its SIR rises above γi the link turns active
and eventually its SIR converges to δγi .

every step. Hence, it will either rise above its SIR target γ and become active (and stay so forever after) or
saturate below its target if it is not admissible in the channel.

Let us examine some key cases of provable [22, 27, 29] link behavior and make some interesting
observations. Suppose that the network starts at time 0 with a setA = A0 of active links and a set B = B0

of new (inactive) ones, and let us consider their evolution under DPC/ALP.
First consider the case where all links i ∈ A∪B can be admitted to the channel at SIR levels δγi — call

them δ-compatible. That means that there is a Pareto-optimal finite power vector P∗δ = (I− δF)−1u < ∞
that the system should operate at. Under DPC/ALP each new link will become active in finite time and
be admitted to the channel. The power of each link will eventually converge limk→∞ Pi (k) = [P∗δ ]i to
the optimal power value and its SIR to its boosted target value limk→∞ Ri (k) = δγi , which is targeted by
DPC/ALP. Throughout convergence, no active link will ever drop below its actual target value γ . This is
demonstrated in Figure 23.7.

What happens if all links i ∈ A ∪ B are not admissible at SIR levels δγi (hence, (I− δF)−1u = ∞) but
are all admissible at SIR levels γi (hence, (I− F)−1u < ∞)? In that case, all new links will actually become
active in finite time. However, as active links will keep shooting for δγi under DPC/ALP, all powers will
eventually explode to infinity limk→∞ Pi (k) = ∞, while all SIRs will converge γi < limk→∞ Ri (k) < δγi

below the target δγi . This problematic power explosion situation is demonstrated in Figure 23.8.
By DPC/ALP shooting for the boosted SIR target δγi rather than the required γi , some network capacity

is basically traded for enhanced performance (δ − 1)γi per link. However, since δ can be chosen to be
arbitrarily small, the capacity loss can be made arbitrarily small as well. In any case, any small loss of
capacity is overcompensated by the active link protection and the other benefits in network performance
discussed before. How should δ be chosen? When the channel is not congested (has low P∗, ρF significantly
lower than 1, etc.), we can choose a δ significantly higher than 1, so that new links increase their powers
fast and gain admission to the channel. On the contrary, as the channel becomes congested (P∗ gets high,
ρF gets close to 1, etc.), the network becomes more sensitive to link admissions and we should choose a δ

closer to 1 in order not to lose network capacity and also gracefully admit new links if possible.
In general, during evolution under DPC/ALP each new (inactive) link sees its SIR increase in every

step because of the property in Equation 23.21; hence, either it will reach its target SIR γ and become
active after a few steps or it will saturate below γ and stick there — this is a clear indication that it is not
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FIGURE 23.8 Power (solid lines, left scale) and SIR (dotted lines, right scale) evolutions under the DPC/ALP algorithm
(Equation 23.18) of a four-link network with common SIR target γi = 10 and δ = 1.3. All links are admissible at SIR
target γi but not at δγi . Since DPC/ALP shoots for δγi , all powers eventually explode to infinity and the SIRs saturate
below the DPC/ALP boosted target δγi , but still above the absolute target γi .

admissible to the channel. Therefore, some of the new links gain admission, while others are kept out by
saturating below their target SIR; it may actually be beneficial to the network if some new links back off
(set their power to zero) and try again later for admission. By backing off, they reduce interference on
other new links, giving them a better chance of gaining admission. Figure 23.9 demonstrates such a case.
The network consists of four links, but initially only one of them gains admission. The remaining three
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FIGURE 23.9 Power (solid lines, left scale) and SIR (dotted lines, right scale) evolutions under the DPC/ALP algorithm
(Equation 23.18) of a four-link network with common SIR target γi = 10 and δ = 1.3. One link gains admission
soon, but the rest saturate below γ . When the link with the lowest SIR voluntarily drops out at time 25 (sets its power
to zero), the other two soon gain admission.
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links saturate below their SIR target γi . However, when a link drops out (the one with the lowest SIR in
the plot) by setting its power to zero, the other two links soon get admitted. Had no link dropped out, the
power levels of all the links would have exploded to infinity.

This example shows that we should augment the DPC/ALP algorithm so that new links voluntarily drop
out when they sense that the channel is congested; hence, it is unlikely that they will become admitted.
These links may either try admission to a different channel immediately (if available) or back off for
some time before trying again at the same (or a different) channel. During their back-off, they should
remain dormant (set the transmitter power level equal to zero) and then restart their power-up from
the beginning. Depending on the criterion used for dropping out, we can design different algorithms for
voluntary dropout (VDO) of new links as follows.

23.2.4.1 Voluntary Dropout

The first algorithm is based on the idea of a time-out when a new link tries for a long time to gain admission
without success. Specifically, if a link powers up but remains inactive longer than time Ti (time-out), it
computes a dropout time horizon Di as a decreasing function of the distance between its target γi and
its current SIR Ri (Ti ). The link continues to compete for admission for another Di iterations. If at time
Ti + Di it has not become active, it voluntarily drops out, setting its transmission power to zero. A new
admission attempt may be reinitiated later in the same or another channel. The elimination of the link
from the channel reduces the interference on other links seeking admission and increases their chances of
success. Ti and Di can be either fixed quantities or chosen at random (e.g., with a geometric distribution).
Nonetheless, they are design parameters that should be optimized by testing. Indeed, too short a time-
out period will cause the link to drop out possibly unnecessarily, whereas too long a time-out will result
in the link heavily congesting the channel. Similarly, too short a back-off period will result in frequent
readmission trials, which will increase the congestion of the channel and possibly lower the admission
chances by having too many inactive links seeking admission; on the other hand, too long a back-off period
will result in large delays before a link gets admitted.

Taking a different approach, we present an alternative algorithm for dropping out. The basic idea is that
the link should keep trying to get admission as long as it observes some adequate SIR improvement over
a time window of Mi steps. If persistently for more than Mi steps no such improvement has occurred,
the link decides whether to drop out or to continue by flipping a coin. Coin flips in subsequent steps are
independent, and the dropout probability is a decreasing function of the difference between the target
and the current SIRs. As we have already seen, the idea behind this algorithm lies in the fact that if a
link is inadmissible, then it will saturate below its target. Hence, consecutive power update steps will not
bring about any significant SIR improvement, so the link will start the randomized dropout process. If,
however, some other link drops out sooner, the link under consideration may experience some significant
SIR increase, which will abort the dropout process and give it more time to try for admission. More details
can be found in [29].

23.2.4.2 Forced Dropout

As we have already seen, admission of new links to the channel leads to an increase of the Pareto-optimal
power vector P∗, as the Perron–Frobenious eigenvalue ρF moves closer to 1. In a real system, however,
the transmitters would be limited by some maximum transmission power P max

i . What if the transmitter
has to exceed P max

i in order to keep the link active? Clearly, we need a forced dropout (FDO) mecha-
nism [29] that will force the inactive links to dropout when the active links are close to their maximum
transmission powers. This mechanism should be as follows: When an active link senses that it is about
to exceed its power limit, it should transmit a distress signal (which can be a special tone in some control
channel/slot) at a certain power level. This signal is received by the links in its vicinity and instructs any
inactive link that hears it above a certain power level to drop out immediately in order to de-congest
the neighborhood of the active link, permitting it to relax its transmission power level. This distress sig-
nal should be transmitted by any active link i ∈ Ak whenever its transmission power enters the region
(P max

i /δ, P max
i ) — as it follows from Equation 23.19 — in order to avoid the forbidden region of (P max

i ,∞).
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Note that this property is not true for the plain DPC, as the power overshoots are not bounded in the
DPC.

Forced dropout is also useful in the case of 1-compatible, but not δ-compatible, links [29]. Although not
probable in a dynamic environment where multiple links seek admission, when it occurs, active link powers
diverge to infinity, triggering a distress signal from the link that first reaches its power limit. Thus, newly
admitted links should monitor for the distress signal for some short time horizon after their admission
and drop out if they hear any. After the time horizon has passed, the links should consider themselves
permanently admitted.

23.2.4.3 Initial Power Level of New Links

When the new links initiate their admission process, they start transmitting at some power Po , which may
cause an active link to drop its SIR below its target γi [29]. To avoid this link being considered inactive, we
should modify the rule of distinguishing between active and inactive links to include a “once active, always
active” clause. Thus, even if the active link mildly dips below γi for a short time, it will still be considered
an active link and rapidly recover due to the fast geometric convergence of the DPC algorithm. However,
by choosing Po to be small enough, we can limit the disturbance to active links. Indeed, through a simple
calculation [29] we see that if Po ≤ (δ−1)ηmin

G max
, no active link will drop below γi upon the appearance of

the new one, given that all the active links have attained their enhanced targets δγi . G max is the maximum
interlink power gain, and ηmin is the minimum thermal noise among the active links.

23.2.5 Noninvasive Channel Probing and Selection

Another key idea is that of channel probing [23, 30], which can alternatively be employed for admission
control, or even in conjunction with the ideas discussed before. Channel probing can be used by a new link
to quickly decide whether it is admissible in a channel, by collecting quantitative information about its
congestion state in a fully autonomous manner. Hence, when there are several channels available, probing
can be used to identify the best channel to seek admission into. The implementation of autonomous
channel probing is based on the following provable facts.

Consider a set of initially active linksA = A0 and a set of initially inactive (new) onesB = B0 interfering
in a channel. Suppose that:

1. All links follow the DPC/ALP power update algorithm (Equation 23.18) with some fixed δ > 1.
2. No new link in B becomes active before iteration K .
3. All active links i ∈ A are such that γi ≤ Ri (0) ≤ δγi (are initially stable).

Then it can be shown [23, 30] that the SIR of each new link i ∈ B evolves within a certain envelope while
the link powers up in the channel, as follows:

1
Xi (δ)

δk + Yi (δ)
≤ Ri (k) ≤ 1

Xi (1)
δk + Yi (1)

, for each i ∈ B (23.22)

for all k ≤ K , where Xi (δ) and Yi (δ) are functions of G, γ ,η, and δ > 1. Actually, as δ ↓ 1, we have
Xi (δ) ↓ Xi (1) = Xi and Yi (δ) ↓ Yi (1) = Yi ; hence, the lower bound converges to the upper bound of
the SIR evolution envelope. This means that for δ ≈ 1 the envelope shrinks to a trajectory

Ri (k) ≈ 1
Xi

δk + Yi

, when δ ≈ 1 (23.23)

for k = 0, 1, 2, . . . , K . Based on this, each new link i ∈ B can autonomously perform the following
probing functions and make the corresponding decisions. First, by observing its own SIR for a few initial
steps, it estimates the parameters Xi and Yi via curve fitting. Based on these parameter estimates, the link
predicts its SIR evolution in the future power-up steps. In principle, two consecutive SIR measurements
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(at low powers Pi (0) and Pi (0)δ) would be enough to estimate

Xi ≈ δ

δ − 1

{
1

Ri (0)
− 1

Ri (1)

}
and Yi ≈ 1

δ − 1

{
δ

Ri (1)
− 1

Ri (0)

}
(23.24)

In practice, however, a link may need a few more steps to account for randomness and measurement errors.
In any case, the transmitted power during these few initial steps is very low; hence, the probing process is
fast and noninvasive, generating minimal interference in the channel.

If the new link i were to continue powering up in the channel without ever becoming active, then from
Equation 23.23 we see that Ri (k)→ 1

Yi
< γi , as k→∞ (since δ > 1). Indeed, the SIR will keep increasing

and eventually saturate below the target γi . Having estimated Yi by probing the channel, the link may
immediately decide to drop out when 1

Yi
< γi , without stressing the channel any further.

If, however, the estimated parameter Yl is such that 1
Yi

> γi , then the link is admissible in the channel
and should proceed to power up in it. Indeed, the link will gain admission and become active at time k∗i
approximately, when its SIR reaches the required threshold Ri (k∗i ) ≈ γi , that is,

1
Xi

δ
k∗
i
+ Yi

≈ γi (23.25)

The link can then autonomously estimate its admission delay time k∗i ≈ 1
log(δ) log( Xi

1
γi
−Yi

) and the power
level at which it will gain admission Pi (k∗i ) ≈ δk∗i Pi (0) ≈ ( Xi

1
γi
−Yi

)Pi (0), using the estimates Xi and Yi

obtained in the probing phase.
To conclude, the link can make a decision to proceed powering up and enter (become active in) the

channel, if it finds the admission delay and entry power acceptable. If not, it can drop out from this channel
and probe another one. Moreover, if multiple channels are available, the link can probe several of them
and decide which one to join according to some criteria, for example, admission power and delay. We do
not elaborate any further on these issues here, but complete details can be found in [23, 30].

23.3 Power Control for Packetized Data Traffic

The power control problem formulation employed in the previous section was geared toward wireless
links carrying continuous delay-sensitive traffic (primarily voice or video), where power control is used
to maintain a desired SIR level. This formulation, however, is not appropriate for packetized data traffic,
which may be bursty and delay tolerant. In particular, it does not allow us to capture the fundamental
power vs. delay trade-off of data traffic, which entails the following. During high interference periods,
when high power is required to reliably transmit data, it may be better to buffer traffic and incur a
delay cost, in anticipation that interference will soon subside and power benefits will be realized by
reliably transmitting high data volumes at low power. What is needed is an enhanced power control
model/formulation [24, 25, 26, 28, 31], capturing the above trade-off. We provide such a model and discuss
it in this section, leading to identification of a new class of algorithms for power-controlled multiple access
(PCMA).

23.3.1 Power-Controlled Multiple Access: The Basic Model

We take the local perspective of a single link, sharing a wireless channel with many others, which cre-
ates a fluctuating interference environment. Time is slotted. Let I (k) be the interference that the link
experiences at each receiver throughout time slot k = 1, 2, 3, . . . ; the interference remains constant
within a slot but may change across different slots. The link’s transmitter is equipped with a buffer,
where packets may be stored waiting to be transmitted. Let B(k) be the packet backlog in the buffer,
that is, the number of packets in the transmitter buffer awaiting transmission. At the beginning of each
time slot k, the link checks the interference I (k) and the transmitter backlog B(k) and decides what
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power P (k) to use to transmit the head packet (if any) of the transmitter buffer (FIFO). If a packet is
transmitted at power P across the channel, when the interference is I , then it is successfully received
and decoded with probability S(P , I ) and so is removed from the buffer. Successful packet reception
events are statistically independent in different time slots. The function S(P , I ) should obviously be
increasing in P and decreasing in I ; two typical functional forms in communications systems are the
following:

S1(P , I ) = P

αP + β I
=

P
I

α P
I + β

(23.26)

where α ≥ 1 and β > 0, and

S2(P , I ) = 1− e−δ P
I (23.27)

where δ > 0. Note that P
I is the SIR in the time slot. If the packet is not successfully received at the receiver

because it was corrupted during transmission (with probability {1 − S(P , I )}), then it will have to be
transmitted again and again until it is successfully received. We assume that the transmitter is immediately
notified at the end of each slot (perhaps over a separate control channel), whether or not the packet
transmitted in that slot was successfully received, through some highly reliable ACK/NACK process that
takes negligible time. Assume that the transmitter first checks the interference at the beginning of each
time slot k, then selects a power P (k) at which to transmit the head packet, and — if successful — removes
the packet from the queue at the end of the time slot.

To spotlight and capture the fundamental power vs. delay trade-off, we make the assumption that the
interference I (k) induced on the link is nonresponsive to the powers P (k) transmitted by it, as if the
interference were determined by an extraneous (to the system) agent that is insensitive to the transmitter
power of the link under consideration. This is a substantial simplification, since we know that all channel
links are entangled to each other through mutual interference. Increasing the power of the link would
increase the interference it generates on other channel links; those in turn would increase their powers,
resulting in higher interference on the former link. The nonresponsive interference assumption, however,
does have high value in the following sense. It allows for obtaining a tractable model whose optimal solution
provides substantial insight into the general model of responsive interference. This insight obtained on
the reduced model leads to the design of efficient PCMA algorithms, which perform surprisingly well
when used in the full system with responsive interference [24, 25, 31]. This is further discussed later. Based
on that, we proceed with the nonresponsive interference assumption, used as a conceptual device and a
methodological step in our study. We assume that the interference I (k) evolves according to an irreducible
Markov chain with transition probabilities P [I (k+ 1) = J |I (k) = I ] = Q I J and steady-state πI , where
I , J are interference states from a finite set of all possible ones.

The power control problem can now be expressed as follows. First, let us define the cost structure of the
system. In each time slot k, the link incurs:

1. A power cost P (k), that is, the power transmitted in the channel in the time slot
2. A delay cost D(B(k)), which is an increasing function of the packet backlog B(k) in the time slot

Thus the system incurs per time slot a cost equal to the sum of the above two costs. Then, the overall cost
is equal to the cost incurred per slot summed over all time slots throughout the evolution of the system.
Observing the backlog B(k) and interference I (k) in each slot k, the power control problem is to decide
what power P (k) to use for transmitting the head packet of the buffer, so as to minimize the overall average
cost throughout the evolution of the system.

23.3.2 Optimally Emptying the Transmitter Buffer

In the simplest form of the problem, we consider the case of starting with B packets in the buffer and
interference state I , and optimally controlling the transmitter power P (1), P (2), P (3), . . . in order to
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empty the buffer incurring the minimal overall cost. This problem can be solved using the framework of
dynamic programming [13], as follows.

Let V(B , I ) be the cost-to-go, that is, the minimal expected cost that will be incurred under optimal
power control until the buffer empties, given that the system starts with backlog B and interference I . The
standard dynamic programming recursion (for B > 0) is simply

V(B , I ) = inf
P≥0

{
P + D(B)+ S(P, I)

[∑
J

QIJV(B− 1, J)

]
+ [1− S(P, I)]

∑
J

QIJV(B, J)

}
(23.28)

with initial value V(0, I ) = 0. QIJ is the probability of the interference state switching from I to J ,
and the summation above is performed over all possible states J . The first two terms P + D(B) of
Equation 23.28 correspond to the cost incurred in the current time slot, while the other two terms
express the collective future cost conditioned on successful and unsuccessful reception of the packet
correspondingly. Rearranging the terms, for B > 0, we get

V(B , I ) = inf
P≥0
{P − S(P , I )X(B , I )+ Y (B , I )} (23.29)

where

X(B , I )=
∑

J

QIJ[V(B , J )− V(B − 1, J )] (23.30)

Y (B , I )= D(B)+
∑

J

QIJ V(B , J ) (23.31)

Note that V(B , J )−V(B−1, J ) ≥ 0 for every B > 0, I , since the cost to empty the buffer increases when
there are more packets. Therefore, X(B , I ) ≥ 0. Recursively solving the above equations, we obtain the
optimal power control policy P ∗ = P ∗(B , I ) as a function of the system state (B , I ). Hence, the optimal
transmitter power in slot k is P ∗(k) = P ∗(B(k), I (k)).

In order to solve the equations, we need to have a good knowledge (empirical or analytic) of the
function S(P , I ) and a reliable statistical profile of interference behavior {Q I J }. It is then possible to solve
the dynamic programming recursion off-line and store the optimal power values P ∗(B , I ) in a lookup
table accessible by the transmitter on-line.

23.3.3 The Case of Per-Slot-Independent Interference

Dynamic programming recursions can rarely be solved in a closed form. Fortunately, a nice semianalytical
solution can be obtained for our model, in the special case when the interference is independent and
identically distributed (i.i.d.) on different time slots. It is worth studying because it provides significant
insight into the structure of optimal power control in the general case.

Under i.i.d. interference, the transition probabilities Q I J become equal to the stationary distribution
probabilities πJ , and thus X and Y in Equations 23.30 and 23.31, respectively, lose their dependence on I ,
greatly reducing the complexity of the problem. Indeed, X = X(B) =∑J πJ [V(B , J )− V(B − 1, J )]
and Y = Y (B) = ∑J πJ [D(B) + V(B , J )] under i.i.d. interference with distribution πJ . Revisiting
Equation 23.29, if S(P , I ) is convex in P , then we can see that the solution P ∗ of the equation

∂S(P , I )

∂ P
= 1

X(B)
(23.32)

if positive, minimizes the right-hand side of Equation 23.29. To better study the nature of the solution, let
us consider two typical functional forms for S(P , I ) as follows. When S1(P , I ) = P

αP+β I with α ≥ 1 and
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β > 0, from Equation 23.32 we get

P ∗1 (B , I ) =
⎧⎨
⎩

1
α

[√
β X(B)I − β I

]
, I ≤ X(B)

β

0, I > X(B)
β

(23.33)

while when S2(P , I ) = 1− e−δ P
I with δ > 0, Equation 23.32 results in

P ∗2 (B , I ) =
{

I
δ

ln δX(B)
I , I ≤ δX(B)

0, I > δX(B)
(23.34)

as the optimal power control function. More details can be found in [31].

23.3.4 Structural Properties: Backlog Pressure and Phased Back-Off

Figure 23.10 shows plots of the optimal powers P ∗1 (Equation 23.33) and P ∗2 (Equation 23.34) against the
interference I , for various X = X(B) values. The explicit dependence on B has been suppressed in the
graphs and has been incorporated in X(B), which is an increasing function of B reflecting the backlog
pressure (observe that the cost-to-go difference V(B , I ) − V(B − 1, I ) will be increasing in B , as D(B)
is increasing in B).

Note that although S1(P , I ) and S2(P , I ) have quite different analytic forms, the plots of the corre-
sponding optimal power levels P ∗1 and P ∗2 are very similar. Indeed, observe that for a fixed backlog B (and
thus a fixed backlog pressure X(B)), the optimal power P ∗ goes through three different phases in response
to interference: aggressive, soft back-off, and hard back-off. In the first phase (low interference zone), the
transmitter tries to aggressively match the interference and increases its power so as to maintain the needed
success probability S(P , I ) and alleviate the delay cost. This effort gradually relaxes and eventually at some
interference level the power P ∗ attains a maximum and the second soft back-off phase begins. In this
phase, matching the interference is no more cost-efficient, and hence the transmitter starts to withdraw
from the channel. The transmitter softly backs off of the channel by gradually decreasing its power until it
hits zero. In the third phase, the transmitter completely refrains from any transmission (hard back-off)
because setting P ∗ = 0 as the interference is too high to even make a transmission attempt. Intuitively,
the two back-off phases can be explained as being preferable to incur some delay cost instead of spending
enormous amounts of power (energy) for successful transmission when the interference is high.

As already mentioned, the effect of the backlog B on P ∗ is indirectly considered through X(B), which
is increasing in B . Observe that the boundaries of the three phases of P ∗ depend on the value of X(B); an
increase in X(B) expands the length of the aggressive phase and the power levels used. In essence, X(B)
corresponds to the backlog pressure, that is, the pressure coming from the delayed packets, which forces
the transmitter to be more aggressive at any fixed interference level I .

The above observations regarding the dependence of P ∗ on I and B , although originating from two
particular functional forms of S(P , I ), are actually ubiquitous for any regular S(P , I ), and thus can be
used in designing efficient PCMA algorithms. The properties and behaviors discussed are largely structural
in nature and very robust with respect to particular choices of parameters and functions S(P , I ).

Incorporating a finite ceiling Pmax for the transmitter power, that is, P ∈ [0, Pmax], the solution
changes slightly by having to take into account the new constraint in the minimization. Specifically,
P ∗1 (B , I ) = min{ 1

α
[
√

β X(B)I − β I ], Pmax}1{I≤ X(B)
β
}, where 1{·} is the standard indicator2 function. More-

over, P ∗2 (B , I ) = min{ I
δ

ln δX(B)
I , Pmax}1{I≤δX(B)}.

Finally, we can easily extend the model [24, 25, 26, 28, 31] to include packet arrivals, a finite buffer
and corresponding overflow cost, and even packet deadlines and expiration cost. We can similarly use

2The indicator function 1{x} is equal to x when x > 0 and 0 otherwise.
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FIGURE 23.10 Plots of optimal power vs. interference function for various fixed back-log pressures
X(B)= 1, 2, 4, 6, 8, 10, 12, 16, 20, 24. On the left, Equation 23.33 is plotted for α=β = 1, while on the right Equa-
tion 23.34 is plotted for δ= 1. In both plots, the family of curves are ordered, the lowest being for X(B) = 1 and the
highest for X(B)= 24.

dynamic programming in all these cases, and the resulting optimal power control solutions have very
similar structural properties to those discussed in the simple model analyzed above.

23.3.5 Design of PCMA Algorithms: Responsive Interference

Note that the DPC algorithm (Equation 23.14) previously introduced for continuous traffic can be written
as Pi (k+1) = γi

Ri (k) Pi (k) = γi

G ii
Ii (k) for each link i . At every step, it tries to match the interference and keep
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the SIR constant. Based on that observation, we can naturally extend it to the case of packetized traffic as

Pi (k + 1) = γi

G ii
Ii (k)1{Bi (k)>0} (23.35)

that is, each link applies DPC in each slot, when its backlog is nonzero.
Now, based on the optimal power control solutions in Equations 23.33 and 23.34, especially their

versions including a power ceiling Pmax , we can introduce the following two PCMA algorithms. Each link
i observes its own backlog Bi (k) and interference Ii (k) at its receiver at the current time slot and sets its
power in the next time slot as follows:

Pi (k + 1) = min

{
1

α

[√
β X(Bi (k))Ii (k)− β Ii (k)

]
, Pmax

}
1{Ii (k)≤ X(Bi (k))

β
} (23.36)

with α ≥ 1 and β > 0. Another PCMA algorithm is to set the power in the next time slot according to

Pi (k + 1) = min

{
Ii (k)

δ
ln

Ii (k)

δX(Bi (k))
, Pmax

}
1{Ii (k)≤δX(Bi (k))} (23.37)

with δ > 0. The backlog pressure X(B) is taken to be an increasing function of the backlog B , for example,
X(B) = �B + �, with �, � > 0. These algorithms are designed to operate in the realistic responsive
interference environment, where all links are entangled to each other via interference.

It is interesting to note that simulations experiments [24, 31] show that both PCMA algorithms perform
very well, and certainly outperform by a large margin the DPC algorithm in Equation 23.35 in almost all
operational scenarios. We do not elaborate further within the limited scope of this chapter, but only mention
that the topic of optimal power control of wireless data traffic is vast and deserves further investigation.

23.4 Final Remarks

We have discussed fundamental aspects and core algorithms for power control of both continuous delay-
sensitive traffic and packetized data traffic. The emphasis has been on understanding basic principles
and simple — yet robust and scalable — algorithms with high practical potential. Technology-specific
implementations of the algorithms have not been discussed — the limited space of this chapter would do
them injustice.

The topic of transmitter power control is still under intense development and much further research
should be expected in the near future, as wireless networking technology advances.
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24.1 Introduction

In multiaccess wireless networks where a common channel is shared by a population of users, both the
reception capability of the common wireless channel and the efficiency of the medium access control (MAC)
protocol affect the network performance. Traditionally, MAC protocols are designed based on a collision
channel model where any concurrent transmissions result in the destruction of all transmitted packets.

∗This work was supported in part by the Multidisciplinary University Research Initiative (MURI) under the Office of
Naval Research Contract N00014-00-1-0564, the Army Research Office under Grant ARO-DAAB19-00-1-0507, and the Army
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Numerous protocols, such as ALOHA, the tree algorithm, the first-come first-serve (FCFS) algorithm [5],
and a class of adaptive schemes [6, 14, 15, 17], have been proposed to coordinate the transmissions of all
users for the efficient utilization of the limited channel reception capability.

The advent of sophisticated signal processing techniques has changed the underlying assumptions
made by conventional MAC protocols. In networks with space-division multiple access or code-division
multiple access (CDMA), it is possible to receive some or all simultaneously transmitted packets that,
in the conventional channel, would result in a collision and require retransmissions. In addition to the
direct throughput improvement resulting from the recovery of colliding packets, the traffic load caused
by retransmissions is reduced, which further decreases the frequency of collision.

While promising improvement in the overall performance of the network, this multipacket reception
(MPR) capability presents new challenges to MAC designers. First, the MPR capability enriches the channel
outcome, which makes it more difficult to infer the state of a user from the feedback information. Second,
the MPR capability opens new options for collision resolution that, in the conventional collision channel,
can be achieved only by splitting of users. To fully exploit the MPR capability, new MAC protocols need
to be designed.

In this chapter, we present signal processing techniques that enable multipacket reception at the physical
layer and examine their impact on the performance and design of MAC protocols. We give a summary of
the results presented in [34–37]. More details can be found in [33].

24.2 MPR at the Physical Layer

We consider here a packetized system where data are generated in equal-sized packets. Transmission time
is slotted, and each packet requires one time slot to transmit. MPR in such a network can be modeled as a
signal separation problem in a multi-input multi-output (MIMO) system, illustrated in Figure 24.1, where
s (1)(n), . . . , s (K )(n) are K simultaneously transmitted packets and y1(n), . . . , yP (n) are observations at
the receiver. Here the multiple receivers can be antenna array elements or virtual receivers from temporal
processing. The channel transfer function H(z) depends on the form of modulation, the transmission
protocol, and the configuration of transceiver antenna arrays. In a wireless mobile network, it is unrealistic
to assume that H(z) is known to the receiver in advance. The problem of MPR is then to design an estimator
F (z) without the knowledge of H(z) to extract some or all transmitted packets.

In this section, we present the basic ideas of two signal processing techniques that enable MPR at the
physical layer. Specifically, we consider the training-based zero-forcing receiver and the semiblind least
squares smoothing (LSS) receiver proposed in [36].

24.2.1 The Model

We give in Figure 24.2 a more detailed description of the MIMO channel H(z). Suppose that each packet
contains N0 symbols s (k)(0), . . . , s (k)(N0 − 1) and s (k)(n) = 0 for n < 0. The input–output relation of

s (1) (n)

s (K ) (n)

… ……

Channel

H(z)

K × P channel P × K channel

Receiver

F (z)

uP (t )

yP (t )

y1 (t )

u1 (t )

s (1) (n)^

s (K ) (n)^

FIGURE 24.1 A general model for MPR.
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…
…
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FIGURE 24.2 Packet collision: a MIMO system.

this MIMO system is given by

x(n)
= [x1(n), . . . , xP (n)]t =

K∑
k=1

L k∑
i=0

h(k)(i)s (k)(n − i) (24.1)

y(n)= x(n)+ v(n), n = 0, . . . , N0 − 1 (24.2)

where y(n) ∈ C P×1 is the received signal and v(n) ∈ C P×1 is the additive noise. We have assumed that the
composite channel response {h(k)(i)} of the kth colliding user has a duration of L k symbol intervals.1 Our
goal here is to estimate s (k)(n) from y(n) (n = 0, . . . , N0−1) without knowing h(k) (k = 1, . . . , K ), where
h(k) is defined as

h(k) =
⎛
⎝ h(k)(0)

...

h(k)(L k)

⎞
⎠ ∈ C(L k+1)P×1 (24.3)

For N < N0, define the output block row vector xn and the input row vector s(k)
n as

xn
= [x(n), . . . , x(n + N − 1)] ∈ C P×N

s(k)
n

= [s (k)(n), . . . , s (k)(n + N − 1)] ∈ C1×N

From Equation 24.1 and Equation 24.2, we have

xn =
K∑

k=1

L k∑
i=0

h(k)(i)s(k)
n−i , yn = xn + vn (24.4)

where yn ∈ C P×N and vn ∈ C P×N are defined similarly as xn ∈ C P×N . Consider w consecutive output block
row vectors; we define

Xw (n)
=
⎛
⎝ xn

...
xn+w−1

⎞
⎠∈ CwP×N (24.5)

We thus have, from Equation 24.4,

Xw (n)=
K∑

k=1

H(k)
w S(k)

w (n) = Hw Sw (n) (24.6)

Yw (n)= Xw (n)+ Vw (n)

1 L k is the maximum of the channel durations of the P subchannels shown in Figure 24.2.
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where

Hw
= [H(1)

w , . . . , H(K )
w

] ∈ CwP×(Kw+L) (24.7)

H(k)
w

=

⎛
⎜⎝

h(k)(L k) · · · h(k)(0)
. . .

. . .

h(k)(L k) · · · h(k)(0)

⎞
⎟⎠∈ CwP×(w+L k )

Sw (n)
=

⎛
⎜⎝

S(1)
w (n)

...

S(K )
w (n)

⎞
⎟⎠∈ C(Kw+L)×N , S(k)

w (n)
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

s(k)
n−L k

...

s(k)
n
...

s(k)
n+w−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
∈ C(w+L k )×N (24.8)

L =
K∑

i=1

L i

24.2.2 Assumptions and Properties

We pose the following two assumptions for the training-based methods presented in Section 24.2.3 and
the semiblind technique discussed in Section 24.2.4:

A1. There exists a w such that Hw (as defined in Equation 24.7) has full column rank.
A2. For the w specified in A1, Sw (n) (as defined in Equation 24.8) has full row rank.

Properties of A1 are summarized below:

P1. The row spaceR{Xw (n)} of Xw (n) is isomorphic to the row spaceR{Sw (n)} of Sw (n), i.e.,

R{Xw (n)} = R{Sw (n)} (24.9)

P2. w has a lower bound given by

w ≥ w0
=
{
� L

P−K � if L �= 0

1 if L = 0
(24.10)

Property P1 indicates that without knowing the input sequences, the row span of the input matrix Sw (n)
can be obtained from the output Xw (n). Property P2 results from a necessary condition of A1. In order to
make Hw full column rank, w should be sufficiently large so that Hw has no more columns than rows.

24.2.3 The Training-Based Zero-Forcing Receiver

In this section, we present the training-based zero-forcing (ZF) receiver. Consider an example where we
have three colliding packets with channel order 1, 1, and 2, respectively. Suppose that Hw has full column
rank and Sw (t) has full row rank for w = 2. From Equation 24.6 we have

X2(t)
=
(

x t

x t+1

)
= H2S2(t) (24.11)

From the isomorphism betweenR{X2(t)} andR{S2(t)} as given in Equation 24.9, we have

s(k)
t ∈ R{X2(t)}, k = 1, 2, 3 (24.12)
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which implies that all colliding packets can be obtained as linear combinations in the row space of X2(t).
Under the assumption that S2(t) has full row rank, we can show, from the isomorphic relation, that
R{X2(t)} has dimension 10. Let {u1, . . . , u10} be a basis ofR{X2(t)}. We have, from Equation 24.12,

s(k)
t = [a(k)

1 , . . . , a(k)
10

]⎛⎝ u1
...

u10

⎞
⎠ = a(k)U, k = 1, 2, 3 (24.13)

For the ZF receiver, the receiver coefficient vector a(k) can be obtained by imposing the least squares
criterion on the known symbols embedded in s(k)

t . Specifically, let αk denote the vector containing the
positions of the known symbols in s(k)

t . From Equation 24.13 we have

s(k)
t (αk) = a(k)U(αk) (24.14)

where A(αk) denotes the matrix that consists of the columns in A whose indexes are in αk . If U(αk) is of
full row rank, the optimal ZF receiver for s(k)

t is given by

a(k) = s(k)
t (αk)U′(αk)(U(αk)U′(αk))−1 (24.15)

The full row rank condition on U(αk) requires that U(αk) has at least as many columns as rows. This
implies that the minimum number NZF of known symbols required by the ZF receiver to obtain the
colliding packets from Xw (n) is determined by the dimension ofR{Xw (n)}, i.e.,

NZF = Kw + L ≥
{

K � L
P−K � + L if L �= 0

K if L = 0
(24.16)

where the lower bound onNZF comes from the lower bound on w given in Property P2.

24.2.4 The Semiblind Least Squares Smoothing Receiver

Equation 24.16 shows that the minimum number of known symbols required by the ZF receiver is a
monotone increasing function of the number of colliding packets (K ) and the summation of the channel
orders (L). This observation suggests that in order to reduce the number of required known symbols,
we should reduce multiaccess interference (decrease K ) and intersymbol interference (decrease L) in
the received signal. The basic idea of the semiblind LSS receiver is to generate from the received signal
an innovation sequence that contains less multiple-access interference (MAI) and intersymbol interfer-
ence (ISI). The colliding packets can then be obtained from this innovation sequence with fewer known
symbols.

We illustrate the basic idea of the semiblind LSS receiver with the same example given in Section 24.2.3.
Consider first the detection of the two packets s(1)

t and s(2)
t with the smallest channel order from X2(t). To

reduce MAI and ISI, we introduce a smoothing operation on X2(t) to obtain the innovation with respect
to the future and past data. Specifically, consider w = 2 consecutive future and past data vectors X2(t+ 2)
and X2(t − 2). Under A1, we have the following two isomorphic relations:

R{X2(t + 2)} = R{S2(t + 2)}, R{X2(t − 2)} = R{S2(t − 2)} (24.17)

The overall data matrix X6(t − 2) that contains the future, current, and past data is given by

X6(t − 2)
=

⎛
⎜⎝

X2(t − 2)

X2(t)

X2(t + 2)

⎞
⎟⎠= H6S6(t − 2) (24.18)

Under the assumption that H6 has full column rank and S6(t − 2) has full row rank, X6(t − 2) spans a
22-dimensional row space that is isomorphic toR{S6(t−2)}. This isomorphism is illustrated in Figure 24.3
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FIGURE 24.3 Isomorphism between input and output subspaces.

where the output block row vectors in X6(t − 2) and the input row vectors in S6(t − 2) are plotted. The
other two pairs of isomorphic spaces specified in Equation 24.17 are also illustrated with right and left
slashes, respectively. The input row vectors involved in the current data X2(t) are shaded with horizontal
lines. Figure 24.3 shows that among all input vectors contained in X2(t), only s(1)

t and s(2)
t are outside

the space spanned by the future and past data. All the other input vectors in X2(t) are contained in
either R{X2(t + 2)} or R{X2(t − 2)}. For uncorrelated and zero-mean input signals, s(1)

t and s(2)
t are,

asymptotically, the innovations of X2(t) with respect to X2(t + 2) and X2(t − 2). It then follows that the
asymptotic smoothing error E2(t) of X2(t) by the future data X2(t + 2) and the past data X2(t − 2) has
the following form:

E2(t)
= P⊥[X′2(t+2),X′2(t−2)]′ {X2(t)}
= h1s(1)

t + h2s(2)
t (24.19)

where P⊥A {X} denotes the projection error of X into the row space of A and hi
= [h′i (0), . . . , h′i (L i )]′ is

the vector of channel coefficients for the i th user.
From Equation 24.19 we note that the smoothing error E2(t) contains only two multiaccess interferers;

the MAI from the third user and the ISI of the first two users are completely removed from X2(t) by the
smoothing operation. The original system with K = 3, L = 4 has been converted to a system with K = 2
and L = 0. With h1 and h2 linearly independent, E2(t) spans a two-dimensional row space from which
s(1)

t and s(2)
t can be obtained with two known symbols from each.

After recovering the first two users’ signals, we can also obtain their channel coefficients from E2(t).
Hence, signals from the first two users can be subtracted from the output, and we then have a system with
K = 1 and L = 2. With the output after the subtraction denoted as x̄t , we now apply the same process to
the third user. Consider the smoothing error of X̄3(t) by X̄2(t + 3) and X̄2(t − 2). With similar analysis,
we have the asymptotic smoothing error E3(t) as

E3(t)
= P⊥[X̄′2(t+3),X̄′2(t−2)]′ {X̄3(t)}
= h3s(3)

t

With one known symbol from the third user to remove the scalar ambiguity, both s(3)
t and h3 can be

obtained from E3(t).
We now consider the general case where we have K packets involved in a collision. Suppose L k ∈

{l1, . . . , l J } with l1 < l2 < · · · < l J . The number of colliding packets that come from channels with order
li is ki (

∑J
i=1 ki = K ). Without loss of generality, we assume that the packets are arranged according to
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their channel orders and the packets from channels with order l1 are the first k1 packets. Then we have the
following theorem that characterizes the smoothing error:

Theorem 24.1 Suppose that A1 holds for w and 2w + l1 + 1. Then for uncorrelated and zero-mean input
signals, the asymptotic smoothing error El1+1(t) is given by

El1+1(t)
= P⊥[X′w (t+l1+1),X′w (t−w)]′ {Xl1+1(t)}
= h1s(1)

t + · · · + hk1 s(k1)
t (24.20)

Theorem 24.1 summarizes the key result upon which the semiblind LSS approach is based. From
Equation 24.20 we note that the smoothing error contains k1≤ K multiaccess interferers and no ISI. With
k1 known symbols from the first k1 users, their packets can be obtained as linear combinations in the
k1-dimensional row space spanned by the smoothing error. After recovering s(1)

t , . . . , s(k1)
t , we can also

obtain h1, . . . , hk1 from El1+1(t). Consequently, interference from the first k1 users can be subtracted from
the received signal and the same process can be applied to users with channel order l2, which now is the
smallest channel order.

A schematic diagram of this approach is shown in Figure 24.4, where we assume, without loss of
generality, that J = 3. Figure 24.4 shows that the semiblind LSS receiver consists of two operations: a
blind smoothing and a nonblind linear separation. The minimum number of known symbols required by
each linear separator is also marked in Figure 24.4.

Unlike the ZF receiver, the minimum number of known symbols required by the semiblind LSS receiver
to recover all colliding packets does not depend on the specific values of L k (1 ≤ k ≤ K ). Instead, it is
determined by the diversity of the channel orders as specified by the following equation:

NLSS = max{k1, . . . , kJ } ≤ K (24.21)

As demonstrated by Theorem 24.1, the semiblind LSS receiver obtains packets with the smallest channel
order first and then subtracts them from the observation. This successive demodulation makes this receiver
particularly attractive in near–far scenarios where users with smaller channel orders are usually closer to
the receiver, and hence have higher SNRs. The subtraction of stronger users from the observation facilitates
the detection of weaker ones.

24.2.5 Further Remarks

There has been considerable research in blind and semiblind signal separation in recent years (see a survey
on this topic in [19]). Without a sufficient number of training symbols, the key to signal separation is
to utilize the structure of the channel and the characteristics of the input sources. The semiblind LSS

Smoothing
(Blind)

Linear
Separation

(k1)

Smoothing
(Blind)

Linear
Separation

(k2)

Smoothing
(Blind)

Linear
Separation

(k3)

xn

El1+1(n)

El2+1(n)

El3+1(n)

{h(i ), sn
(i )}i =1

k1

{h(i ), sn
(i )}

i =k1 +1
k1 + k2

{h(i ), sn
(i )}

i =k1 + k2 +1
K

FIGURE 24.4 A schematic diagram of the semiblind LSS approach.
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receiver presented in this section exploits the diversity of the propagation channel from each transmitting
node to the receiver. The constant modulus property of communication signals can also be exploited
to separate multiple sources by minimizing the signal dispersion using the constant modulus algorithm
(CMA) [26, 27]. The finite alphabet property of communication signals provides yet another possibility
for packet separation [18, 28]. In a transmitter-oriented CDMA system, discrimination among spreading
codes also enables source separation [31]. For related topics in this growing field of research, refer to [13].

24.3 The Interface between the Physical Layer and the MAC
Layer: Resolvability

In order to study the impact of MPR at the physical layer on the performance and design of the MAC layer,
the MPR capability needs to be quantitatively characterized. In this section, we present a mathematical
model for channels with MPR capability. We then introduce the resolvability function as a performance
measure for receivers with MPR capability and analyze the training-based ZF receiver and semiblind LSS
receiver.

24.3.1 Channel Reception Matrix

A general model for channels with multipacket reception capability has been developed in [11, 12], where
the MPR capability is characterized by the probability Cn,k :

Cn,k
= P[k packets are correctly received | n are transmitted] (1 ≤ n ≤ M, 0 ≤ k ≤ n)

The multipacket reception matrix of the channel in a network with M users is then defined as

C =

⎛
⎜⎜⎜⎝

C1,0 C1,1

C2,0 C2,1 C2,2

...
...

...

CM,0 CM,1 CM,2 · · · CM,M

⎞
⎟⎟⎟⎠ (24.22)

Let

Cn
=

n∑
k=1

kCn,k (24.23)

denote the expected number of correctly received packets when total n packets are transmitted. We then
define the capacity of an MPR channel and the optimal number n0 of transmissions as

η
= max

n=1,...,M
Cn, n0

= min{arg max
n=1,...,M

Cn} (24.24)

We can see that to achieve the channel capacity η, n0 packets should be transmitted simultaneously.
This general model for MPR channels applies to the conventional collision channel and channels with

capture as special examples. The reception matrices of the conventional noiseless collision channel and
channels with capture are given by⎛

⎜⎜⎜⎝
0 1 0 · · · 0

1 0 0 · · · 0
...

...
...

...

1 0 0 · · · 0

⎞
⎟⎟⎟⎠ ,

⎛
⎜⎜⎜⎝

1− p1 p1 0 · · · 0

1− p2 p2 0 · · · 0
...

...
...

...

1− pM pM 0 · · · 0

⎞
⎟⎟⎟⎠ (24.25)

where pi is the probability of capture given i simultaneous transmissions.

Copyright © 2005 by CRC Press LLC



24.3.2 Resolvability

In this section, we introduce the resolvability function as a performance measure for receivers with MPR
capability. We show later that the resolvability function is closely related to the channel reception matrix
C defined in Equation 24.22.

Definition 24.1 Suppose that there are K colliding packets, each coming (independently) from a
channel with channel order L k ∈ {l1, . . . , l J } where l1 < l2 < · · · < l J . The probability that L k is l j is
assumed to be p j . The collision resolvability functionRK (k, m) of a receiver is the probability that, given
m known symbols per packet, at least 1 ≤ k ≤ K colliding packets can be resolved using the received data
from the slot when collision occurs.

In general, the resolvability function is an attribute of a packet separation algorithm. It may be a function
of channel characteristics, signal-to-noise ratio, and the performance of error control codes. To simplify
the analysis, we consider here the uncoded system with no noise. The resolvability functions of the ZF
receiver and the LSS receiver are given by the following theorems. Proofs of Theorems 24.2 to 24.4 can be
found in [34].

Theorem 24.2 Let l = [l1, . . . , l J ]t be the vector of channel orders, and p = [p1, . . . , pJ ]t the vector of
probabilities that a packet comes from channels with order li . Define k = [k1, . . . , kJ ] as the random vector
whose i th entry is the number of colliding packets that come from channels with order li . Then

RZF
K (k, m) =

⎧⎪⎪⎨
⎪⎪⎩

0 if m < K∑
L�=0,K � L

P−K �+L≤m

∑
k,lt k=L f (k, p) if m ≥ K and l1 �= 0

pK
1 +

∑
L�=0,K � L

P−K �+L≤m

∑
k,lt k=L f (k, p) others

(24.26)

where f (k, p) is the multinomial mass function

f (k, p)
= K !

k1! · · · kJ !
pk1

1 · · · pkJ
J ,

∑
i

ki = K (24.27)

Theorem 24.3 Under the same definition in Theorem 24.2, the resolvability function for the semiblind
least squares smoothing algorithm with successive demodulation is given by

RLSS
K (k, m) =

∑
k∈K(k)

f (k, p) (24.28)

where f (k, p) is the multinomial function defined in Equation 24.27, and

K(k)
=
{

k : ki ≤ m, i = 1, . . . , Ik ,
Ik−1∑
i=1

ki < k,
Ik∑

i=1

ki ≥ k

}
(24.29)

We now draw comparison between the ZF and semiblind LSS receivers in terms of resolvability. We
are particularly interested in two boundary points in the (k, m) plane of RK (k, m). One point, denoted
as m0(k), is the “takeoff” point, which indicates the minimum number of known symbols for a receiver
to resolve at least k packets from K colliding ones with nonzero probability. The other one, denoted as
m1(k), indicates the minimum number of known symbols for a receiver to guarantee the recovery of at
least k colliding packets.
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Theorem 24.4 Define

m0(k)
= arg min

m
RK (k, m) �= 0 (24.30)

m1(k)
= arg min

m
RK (k, m) = 1 (24.31)

We then have:

P1.

mLSS
0 (k)=min

{⌈
k

J − 1

⌉
,

⌈
K

J

⌉}
(24.32)

mZF
0 (k)=

{
K
⌈

Pl1
P−K

⌉
if l1 �= 0

K if l1 = 0
(24.33)

P2.

mLSS
1 (k)= K (24.34)

mZF
1 (k)=

{
K
⌈ P l J

P−K

⌉
if l J �= 0

K if l J = 0
(24.35)

P3. RLSS
K (k, m)≥ RZF

K (k, m) with equality if and only if m≥mZF
1 (k) (when RLSS

K (k, m)= RZF
K (k, m)= 1)

or m < mLSS
0 (k) (when RLSS

K (k, m) = RZF
K (k, m) = 0).

A proof of Theorem 24.4 can be found in [34].

24.3.3 From Resolvability Function to Reception Matrix

With the resolvability functionRLSS
K (k, m), the channel reception matrix for an M-user multiaccess network

that employs the semiblind LSS receiver and has m known symbols embedded in each packet can be obtained
as follows:

Cn,k = RLSS
n (k, m)−RLSS

n (k + 1, m) (24.36)

where 1 ≤ n ≤ M, 1 ≤ k < n. For k = n, we have

Cn,n = RLSS
n (n, m) (24.37)

For k = 0, we easily have

Cn,0 = 1−
n∑

k=1

Cn,k (24.38)

The channel reception matrix for a multiaccess network employing the training-based ZF receiver can be
similarly obtained fromRZF

K (k, m).

24.3.4 Further Remarks

The reception matrix C defined in Equation 24.22 provides a simple yet powerful interface between the
physical and MAC layers. It allows tractable analysis on the interaction between these two layers. Though
applicable to many scenarios, this model of the MPR physical layer does not characterize asymmetry
among users that may arise in systems with antenna arrays. In [2, 21, 22], a more general MPR model is
proposed where packets from different nodes can have different reception probabilities, depending on the
identities of all transmitting nodes.
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24.4 Impact of MPR on the Performance of Existing
MAC Protocols

The training-based ZF receiver and the semiblind LSS receiver can be employed by both ad hoc and centrally
controlled networks to provide MPR capability. In this section, we consider a centrally controlled network
with a finite population of users. Numerical studies on the resolvability of the ZF receiver and the LSS
receiver and the effects of their MPR capabilities on the network performance are presented. We consider
an example where we have P = 12, l = [2, 3, 4]t , and p = [ 1

3 , 1
3 , 1

3 ]t (definitions of l and p are given in
Theorem 24.3).

24.4.1 Resolvability Comparison

Based on Theorem 24.2 and Theorem 24.3, the resolvability functions of the ZF receiver and the semiblind
LSS receiver can be calculated. We illustrate the results with K = 4 and k = 1 in Figure 24.5, from which
we observe

mLSS
0 (1) = 1, mLSS

1 (1) = 4 (24.39)

mZF
0 (1) = 12, mZF

1 (1) = 24 (24.40)

These results confirm Equation 24.32 to 24.35 and demonstrate the improvement in resolvability provided
by the semiblind LSS receiver over the training-based ZF receiver.

With the resolvability function, the channel reception matrix can be obtained as given in Section 24.3.3.

24.4.2 Network Performance Comparison

Here we study the effect of the MPR capability of the ZF receiver and the semiblind LSS receiver on the
throughput performance of a multiaccess network using slotted ALOHA with delayed first transmission.
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FIGURE 24.5 Resolvability functions (K = 4, k = 1).
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FIGURE 24.6 The impact of MPR on the throughput performance of slotted ALOHA.

We assume that there are M= 10 users in the network. Each user has a single buffer. With probability p,
a user independently generates a packet within each slot. At the beginning of each slot, a packet, newly
generated or backlogged, is transmitted with probability pr , which is chosen to maximize the throughput.
Given the channel reception matrix C, the throughput of such a system can be analyzed [5]. The results
(as a function of p) are shown in Figure 24.6 where we consider the semiblind LSS receiver at m= 1, 2, 3 and
the ZF receiver at m = 12. We can see that with one known symbol to remove a scalar ambiguity, the LSS
receiver provides significant improvement in the network throughput, compared with that of networks
without MPR capability. The throughput gain achieved by the semiblind LSS receiver with 2 known
symbols is almost twice as large as that achieved by the training-based ZF receiver with 12 known symbols.

24.4.3 Further Remarks

There is a growing body of research on the impact of MPR capability on the performance of existing
MAC protocols. Being the first random access protocol, the application of ALOHA to networks with
MPR capability has been thoroughly studied. In [1, 8, 29, 38] and references therein, slotted ALOHA is
applied to networks with capture effect. In [11, 12], a general model for channels with MPR capability is
developed and the performance of slotted ALOHA analyzed for the infinite population case. In [4], the
impact of MPR on the performance of slotted ALOHA is compared between two types of CDMA wireless
local area networks (LANs) — centrally controlled and ad hoc networks — based on a finite population
model. Based on a more general MPR model [21, 22] study the impact of MPR on the stability of ALOHA.
Other random access protocols such as the FCFS algorithm and the window protocol [23] have also been
extended to networks with capture effect and their performance evaluated [3, 20, 25, 32]. The application
of contention free-scheme time-division multiple access (TDMA) to networks with MPR capability is
another interesting research topic. In [7, 16], the authors address the use of TDMA in fully connected
half-duplex ad hoc networks with MPR provided by multiple independent collision channels. In [24],
dynamic time slot allocation is introduced for cellular systems with antenna arrays. Given a set of active
users (users with packets to transmit), the proposed dynamic slot allocation scheme assigns an appropriate
number of active users to each time slot to utilize the MPR capability provided by the antenna array.

Copyright © 2005 by CRC Press LLC



24.5 MAC Layer Design for Networks with MPR

MPR at the physical layer undermines assumptions upon which many existing MAC protocols are built.
To fully exploit the MPR capability at the physical layer, new MAC protocols need to be designed. In this
section, we address the issue of MAC layer design for the optimal utilization of the MPR capability. Two
protocols, the multiqueue service room (MQSR) and the dynamic queue protocol, are presented. The
MQSR protocol is optimal in terms of per-slot throughput, while the dynamic queue protocol achieves a
comparable performance with a much simpler implementation.

24.5.1 The Network Model

We consider a communication network with M users who transmit data to a central controller through
a common channel. Each user generates data in the form of equal-sized packets. Transmission time is
slotted, and each packet requires one time slot to transmit. Each user has a single buffer. With probability
p, a user independently generates a packet within each slot, but only accepts this packet if its buffer is
currently empty. A successfully transmitted packet leaves its buffer. Packets generated by a user with a full
buffer are assumed lost.

The slotted MPR channel is characterized by the reception matrix given in Equation 24.22. We assume
that the central controller can distinguish without error between empty and nonempty slots. Furthermore,
if some packets are successfully demodulated at the end of a slot, the central controller can identify the
source of these packets and inform their sources so that their buffers can be released. However, if at least
one packet is successfully demodulated at the end of a slot, the central controller does not assume the
knowledge whether there are other packets transmitted but not successfully received in this slot.

24.5.2 The Multiqueue Service Room Protocol

The multiqueue service room protocol [37] is designed explicitly for general MPR channels. The protocol
is designed to accommodate groups of users with different delay requirements. Here we consider the case
when there is only one group of users with the same delay requirement. The basic structure of the MQSR
protocol is illustrated in Figure 24.7. When the network starts, all M users in the network are waiting in a
queue to enter the service room for channel access. Users enter the service room in turn and stay ordered
inside the service room. The service room consists of an access set and a waiting set. Users and only users
in the access set transmit, in the current slot, packets generated before entering the service room. Packets
generated by a user when it is inside the service room are held in the user’s buffer (if the buffer is empty)
and cannot be transmitted until next time this user enters the service room. After entering the service
room, a user stays there until either the central controller detects that its packet generated before entering
the service room has been successfully transmitted or it enters the service room with an empty buffer. At
this time, we say this user is processed. A processed user leaves the service room and goes to the end of the
queue.

2 3

Access Set Waiting Set

Service Room

Processed

4 5 … … M 1

FIGURE 24.7 The basic structure of the MQSR protocol.
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At the end of slot t− 1, the central controller first removes, from the access set, users who are processed
in slot t − 1. It then chooses the access set for slot t by specifying the size K (t) (1 ≤ K (t + 1) ≤ M) of the
access set. If K (t) is smaller than the number of users currently inside the access set, the last users in the
access set are pushed back to the waiting set. If, on the other hand, K (t) is larger than the number of users
currently inside the access set, users in the waiting set, and users outside the service room if necessary, will
join the access set to access the channel in slot t.

With this structure, the only parameter to be designed is K (t), the size of the access set for slot t.
The criterion here is to choose K (t) so that the throughput of slot t is maximized. This problem can be
formulated as follows. Let Xi (t) denote the number of packets held by the i th user that may be transmitted
in slot t. Let S(t) be the number of successfully transmitted packets in slot t. We then have

K (t)= arg max
k=1,...,M

E [S(t) | K (t) = k, I[1,t−1]] (24.41)

= arg max
k=1,...,M

k∑
n=1

Cn P

[
k∑

i=1

Xi (t) = n | I[1,t−1]

]
(24.42)

where I[1,t−1] denotes the available information at the beginning of slot t, which includes the initial
condition of the network in the form of the distribution of Xi (1) (i = 1, . . . , M), the access sets for slot 1
to t − 1, and the channel outcome for slot 1 to t − 1.

In order to compute P [
∑k

i=1 Xi (t) = n | I[1,t−1]] for all possible k, we need the joint distribution
of Xi (t) (i = 1, . . . , M), which is updated at the beginning of slot t based on the joint distribution of
Xi (t − 1) (i = 1, . . . , M) by incorporating the information we obtained from the outcome of slot t − 1.
Detailed derivation of the MQSR protocol can be found in [37].

24.5.3 The Dynamic Queue Protocol

The MQSR protocol optimally exploits all available information. It maximizes per-slot throughput under
a set of heterogeneous delay constraints. The difficulty of the MQSR protocol, however, lies in its compu-
tational complexity, which grows exponentially with the number of users in the network. In this section,
we present the dynamic queue protocol that achieves a performance comparable to that of the MQSR
protocol with an on-line implementation as simple as that of slotted ALOHA.

Observe that the computational complexity of the MQSR protocol mainly comes from the update of
joint distribution of all users’ states at the beginning of each slot. In the dynamic queue protocol, the
knowledge on the states of users is only updated periodically to reduce complexity. To prevent severe
performance loss, the dynamic queue protocol ensures that the state of every user remains unchanged
between two consecutive updates.

The basic idea of the dynamic queue protocol is to divide the time axis into transmission periods (TPs)
where the i th TP is dedicated to the transmission of the packets generated in the (i − 1)th TP. We assume
that besides the packet waiting for transmission in the current TP, each user can hold at most one packet
newly generated in the current TP and to be transmitted in the next one. Thus, in each TP, each user has
at most one packet to transmit. Let qi denote the probability that a user has a packet to transmit in the i th
(i ≥ 1) TP. Recall that p denotes the probability that a user generates a packet within one time slot. We
have

qi = 1− (1− p)L i−1 (24.43)

where L i−1 (i ≥ 2) denotes the length of the (i − 1)th TP defined as the number of slots it contains. Thus,
qi carries our knowledge on the state of each user at the beginning of the i th TP.

At the beginning of the i th TP, all M users are waiting in a queue for the transmission of their packets.
Based on qi and the channel MPR capability, the size Ni of the access set that contains users who can access
the channel simultaneously in the i th TP is chosen. Then the first Ni users in the queue are enabled to
access the channel in the first slot of the i th TP. At the end of this slot, the central controller detects whether
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FIGURE 24.8 The optimal size of access set for the dynamic queue protocol.

this slot is empty. If it is empty, all these Ni users are processed and the next Ni users in the queue are
enabled in the next slot. On the other hand, if this slot is not empty and k (k ≥ 0) packets are successfully
received, the sources of these k packets are processed; the remaining Ni − k users along with the next k
users in the queue are enabled to access the channel in the next slot. This procedure continues until all M
users are processed.

With this structure, the only parameter to be designed is Ni , the size of the access set for the i th (i ≥ 1)
TP. The criterion of choosing Ni is to minimize the expected length of the i th TP. Specifically,

Ni = arg min
N=1,...,M

E [L i | N] (24.44)

where E [L i | N] is the expected length of the i th TP when the size of the access set is chosen to be N. It is
shown [35] that E [L i | N] can be computed as the absorbing time of a finite-state discrete-time Markov
chain where the state at the beginning of a slot is defined as the number of unprocessed users along with
the number of packets that will be transmitted in this slot. The size Ni of the access set is then chosen
as the one that minimizes E [L i | N]. Furthermore, the optimal size of the access set can be computed
off-line. By varying qi from 0 to 1, we can construct a table that specifies the interval of qi on which a size
N (N = 1, . . . , M) of the access set is optimal (a typical lookup table is illustrated in Figure 24.8). Thus,
when the network starts, the optimal size of the access set for each TP can be obtained by looking up this
table; little on-line computation is required to implement the dynamic queue protocol.

A steady-state performance analysis of the dynamic queue protocol can be found in [35].

24.5.4 Further Remarks

MAC protocol design for the conventional collision channel has a long history. Excellent surveys on this
topic can be found in [9, 10]. Surprisingly, the problem of designing MAC protocols explicitly for MPR
channels has not been attacked until recently. Besides the two protocols presented in this section, the
opportunistic ALOHA proposed in [2, 30] is another MAC scheme designed for an MPR physical layer.
The novelty of opportunistic ALOHA lies in the use of channel state information characterized by the
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propagation channel gain. It is shown in [2, 30] that if each node chooses optimally its transmission
probability based on the quality of the channel, an asymptotic throughput no smaller than the spreading
gain of the system can be achieved with arbitrarily small power from each node. This makes the pro-
tocol particularly attractive for networks with stringent energy constraint, for example, wireless sensor
networks.

24.6 Approach High Performance from Both Physical
and MAC Layers

In this section, we demonstrate the network performance gain resulting from a joint design of the physical
and MAC layers. At the physical layer, we employ the semiblind LSS receiver that provides MPR capability.
At the MAC layer, we use the MQSR and dynamic queue protocols that fully exploit the MPR capability
at the physical layer.

We consider a multiaccess network with 10 users transmitting to a central controller. The channel
durations of transmitted packets take, independently, three possible values with equal probability. The
MPR capability provided by the LSS receiver with one known symbol can be obtained from Theorem 24.3.
The capacity of this MPR channel is 4/3, which can be achieved by transmitting n0 = 2 packets in each
slot.

We first construct the lookup table for the dynamic queue protocol that specifies the qi intervals in which
a possible size (from 1 to 10) of access set is optimal. As shown in Figure 24.8, the result demonstrates
clearly the trend that the heavier the traffic is (larger qi ), the smaller the access set should be, as intuition
suggests. Note that the optimal size of access set equals n0, which is greater than 1 at the heaviest traffic
load (qi = 1), indicating that contention is preferable at any traffic load for this MPR channel.

Shown in Figure 24.9 is the throughput performance at various packet generation rates p. Compare
the performance of the MQSR protocol with that of the slotted ALOHA with optimal retransmission
probability in the noiseless collision channel (without MPR). The throughput gain from 0.4 to 1 is achieved
by the optimal protocol at the MAC layer. Compare the performance of the MQSR protocol in the noiseless
collision channel with that in the MPR channel using the semiblind LSS receiver. The throughput gain
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FIGURE 24.9 High-performance approaches from both physical and MAC layers.
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from 1 to 4/3 is provided by the signal processing technique at the physical layer. By introducing MPR at
the physical layer and employing optimal protocols at the MAC layer, a more than 200% gain is achieved,
compared to slotted ALOHA in the conventional collision channel.

From Figure 24.9 we see that the MQSR protocol achieves the channel capacity at heavy traffic load, as
proved in [37]. Figure 24.9 also demonstrates that the dynamic queue protocol, with an on-line imple-
mentation as simple as that of ALOHA, achieves a performance comparable to that of the optimal MQSR
protocol.

24.7 Conclusion

The objective of this chapter is to explore the idea of cross-layer design of wireless networks, which is
motivated by the need to provide a greater level of adaptivity to variations of wireless channels. We have
examined one aspect of the interaction between the physical and MAC layers. In particular, we presented
signal processing techniques that provide MPR capability at the physical layer and studied their impact
on the performance and design of the MAC layer. Significant performance gain can be achieved by a joint
design of these two layers.
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25.2 Time--Frequency Signal Processing Tools

Limitations of Traditional Signal Representations
• Joint Time--Frequency Representations • Quadratic
Time--Frequency Distributions
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Precoding for LTV Channels • Signaling Using Chirp
Modulation • Detection of FM Signals in Rayleigh Fading
• Mobile Velocity/Doppler Estimation Using Time--Frequency
Processing

25.6 Conclusion

Abstract

This chapter is intended to relate recent advances in the field of time–frequency signal processing (TFSP)
to the need for further capacity of wireless communications systems. It first presents, in a brief and heuris-
tic approach, the fundamentals of TFSP. It then describes the TFSP-based methodologies that are used in
wireless communications with special emphasis on spread-spectrum techniques and time–frequency array
processing. Topics discussed include channel modeling and identification, estimation of scattering func-
tion, interference mitigation, direction of arrival estimation, time–frequency MUSIC, and time–frequency
source separation. Finally, other emerging applications of TFSP to wireless communications are discussed.
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25.1 Introduction

Wireless communications is growing at an explosive rate, stimulated by a host of important emerging
applications ranging from third-generation mobile telephony, wireless personal communications, and
wireless subscriber loops, to radio and infrared indoor communications, nomadic computing, and wireless
tactical military communications. Signal processing has played a key role in providing solutions to key
problems encountered in communications in general, and in wireless communications in particular [1]. An
important branch of signal processing called time–frequency signal processing (TFSP) has emerged over
the past decades [2, 3]. It provides effective tools for analyzing nonstationary signals where the frequency
content of signals varies in time, as well as for analyzing linear time-varying systems. The purpose of this
chapter is to review the methodologies of TFSP applied to wireless communications.

Fundamental issues in wireless communications include the problems of interference mitigation in
CDMA (code-division multiple access) or multicarrier CDMA (MC-CDMA), and array processing for
source localization and signal separation.

Along with channel fading, there exist many types (inherent and noninherent) of interference causing
degradation in the system performance, hence reducing the system capacity. In addition to the high capacity
resulting from the smart way of providing multiple access, CDMA has shown advantages over many other
multiple-access schemes in terms of reducing the effects of interference and multipathfading [13]. CDMA
has in fact been selected to be the basic building block for third-generation wireless communications
(wideband CDMA) [14], and the promising candidate for the fourth generation (generalized multicarrier
CDMA) [15]. However, to achieve the best system performance, it is still very crucial to minimize the effects
of various types of interference in CDMA systems, namely, narrowband interference (NBI) [16], multiple-
access interference (MAI) [17], and, for high-data-rate applications, intersymbol interference (ISI).

When multiple sensors are available at the receiver side, array processing techniques can be used to
achieve source (mobile) localization or source separation. Source localization is of great importance in
radar/sonar applications but also in wireless mobile communications. Mobile localization can add a num-
ber of important services to the capabilities of cellular systems, including help for mobile navigation,
emergency services (also known as E-911 problem), location-sensitive billing, fraud protection, and per-
son/asset tracking [74].

The problem of source separation or blind source separation (BSS) arises when considering MIMO
(multi-input multi-output) systems where BSS techniques are used to solve the MAI problem and to
extract the desired information for each user.

On the other hand, received signals are generally nonstationary due to source signal’s nonstationaries
or to the time-varying nature of propagation channels. Indeed, the wireless communication environment
exhibits a multipath propagation phenomenon with Doppler effect, where the received signal is not only
affected by additive Gaussian noise but also by a sum of attenuated, delayed, and Doppler-shifted versions
of the transmitted signal [5, 6]. As a result, the received signals are affected in strength and shape, depend-
ing on different environments (indoor, outdoor, urban, suburban), speed of mobile agent or surrounding
movements, and signaling (bandwidth, data rate, modulation, and carrier frequency). The transmitted
signals undergo serious fading through the propagation channel. Especially in wideband wireless commu-
nications, the underlying channel exhibits a random linear time-varying (LTV) characteristic and is most
commonly assumed to be a wide-sense stationary uncorrelated scattering (WSSUS) process [9–12].

All these wireless communication problems involve a time-varying context, and therefore the use of
TFSP techniques should lead to improvements in system performance.

The focus of this chapter is to review such TFSP techniques and clarify the methodologies of TFSP
that are most relevant for use in wireless communications. The structure of the chapter is as follows:
Section 25.2 briefly introduces the basics of TFSP in order to provide a better insight for the review in
the parts that follow. Section 25.3 reviews some applications of TFSP techniques in spread-spectrum
communication systems. Section 25.4 describes array signal processing techniques using time–frequency
distributions (TFDs). And finally, Section 25.5 briefly reviews some other issues encountered in wireless
communications where the TFSP techniques play a central role.
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25.2 Time--Frequency Signal Processing Tools

TFSP is a relatively new field comprised of signal processing methods, techniques, and algorithms in which
the two natural variables time, t, and frequency, f , are used concurrently in contrast with the traditional
signal processing methods where time and frequency variables are used exclusively and independently. The
observation of natural phenomena indicates that these two variables, t and f , are usually simultaneously
present in signals (e.g., natural frequency-modulated (FM) signals such as the song of some birds). Such
signals are called nonstationary because their spectral characteristics vary with time [21]. TFSP is designed
to deal effectively with such signals by allowing their detailed and precise analysis and processing. It also
enables the design and synthesis of signals and systems with specific time and frequency characteristics,
suitable to applications such as wireless communications.

25.2.1 Limitations of Traditional Signal Representations

The spectrum of a signal (deterministic or random) gives no indication as to how the frequency content of
a signal changes with time, information that is important when one deals with a large class of nonstationary
signals such as FM signals. This frequency variation often contains critical information about the signal
and the process inherent to real-life applications.1

The limitation of ‘classical’ spectral representations is better illustrated by the fact that we can find
totally different signals (related to different physical phenomena), sa (t) and sb(t), which yet have the same
spectra (that is, magnitude spectra) — see Figure 25.2. Representing signals in a way that is useful for precise
characterization and identification serves as a part of the motivation for devising a more sophisticated and
practical nonstationary signal analysis tool, which preserves all the information of the signal, and therefore
discriminates signals in a better way, using one single complete representation instead of attempting to
interpret magnitude and phase spectra separately.

25.2.2 Joint Time--Frequency Representations

25.2.2.1 Finding Hidden Information Using Time--Frequency Representations

Revealing the time and frequency dependence of a signal, such as a linear FM (LFM) signal, is achieved by
using a joint time–frequency representation such as the one shown in Figure 25.1.2

In this representation, the start and stop time instants are clearly identifiable, as is the time variation of
the frequency content of the signal described by the linear pattern of peaks. (This information cannot be
retrieved solely from either the instantaneous power |s (t)|2 or the spectrum representations |S( f )|2. It is
lost when the Fourier transform is squared in modulus and the phase of the spectrum is thereby discarded.)
The spectrum phase contains the actual information about the internal organization of the signal, such as
details of time instants at which the signal has energy above or below a particular threshold, and the order
of appearance in time of the different frequencies present in the signal. The difficulty of interpreting and
analyzing a phase spectrum makes the concept of a joint time–frequency signal representation attractive.

Example 25.1

Figure 25.2 illustrates another example of two slightly different signals with the same spectrum that could
not be properly analyzed without a joint time–frequency representation. Both signals contain three LFMs
whose start and stop times are different. The differences are not shown easily in the t or f domain, but

1This information is encoded in the phase spectrum. However, it generally is not used, as it is difficult to interpret
and analyze a phase spectrum.

2In this example the Wigner–Ville distribution (WVD) is used, as it provides the optimal joint time–frequency
distribution (TFD) for an LFM signal [21].
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FIGURE 25.1 Time–frequency representation of a linear FM signal: the signal’s time domain representation appears
on the left, and its spectrum on the bottom.

appear clearly in the t − f representation, which allows precise and simultaneous measurements of actual
frequencies and their epochs. The B distribution (BD) [18] is used to represent two signals in the t − f
domain.

Figure 25.2 also indicates another significant reason to use joint time–frequency representations of
signals: it reveals whether the signal is monocomponent or multicomponent, a fact that cannot be revealed
by conventional spectral analysis, especially when individual components are also time varying, such as
the six chirps in the figure.

25.2.2.2 What Is a Time--Frequency Representation?

TFSP is a natural extension of both time domain and frequency domain processing that involves repre-
senting signals in a complete space that can display all the signal information in a more accessible way [2].
Such a representation is intended to provide a distribution of signal energy, E (t, f ), vs. both time and
frequency simultaneously. For this reason, the representation is commonly called a TFD.

A concept intimately related to joint time–frequency representation is that of instantaneous frequency
(IF) and time delay (TD). The IF corresponds to the frequency of a sine wave that locally (at a given time)
fits the signal under analysis. The TD is a measure of the order of arrival of the frequencies.

The TFD is expected to visually exhibit in the t − f domain the time–frequency law of each signal
component, thereby making the estimation of the IF, fi (t), and TD, τd ( f ), easier, and could also provide
additional information about relative component amplitudes, and the spectral spread of the component
around the IF (the spread is known as the instantaneous bandwidth, Bi (t)).

The TFD is often expected to satisfy a certain number of properties that are intuitively desirable for a
practical analysis. Let us denote by ρz(t, f ) a TFD that is a time–frequency representation of signal z(t).
ρz(t, f ) is expected to satisfy the following properties:

� P1a: The TFD should be real and its integration over the whole time–frequency domain results in
the total signal energy E z : ∫ ∞

−∞

∫ ∞

−∞
ρz(t, f )dt df = E z (25.1)
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FIGURE 25.2 Time–frequency representation of two different three-component signals (using B distribution).

� P1b: It would also be desirable that the energy in a certain region R in the t − f plane, E zR , be express-
ible as in Equation 25.1, but with limits of integration restricted to the boundaries (t,  f ) of the
region R:

E zR =
∫

t

∫
 f

ρz(t, f )dt df (25.2)

which is a portion of signal energy in the band  f and time interval t.
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� P2: The peak of the TFD and the first moment of the time–frequency representation with respect
to frequency should be equal to the IF of a monocomponent signal:

fi (t) =
∫∞
−∞ fρz(t, f )df∫∞
−∞ ρz(t, f )df

(25.3)

� P3: For multicomponent signals, the peaks of the TFD should exhibit the various IF laws of individual
components without the nuisance of ghost terms or interferences.

There are also some other properties, which were earlier seen as strictly needed, but were found later not
to be, as detailed in Chapter 3 of [3]. For example, early researchers indicated that a TFD should reduce to
the spectrum and instantaneous power by integrating over one of the variables, so that∫ ∞

−∞
ρz(t, f )dt = |Sz( f )|2 (25.4)

∫ ∞

−∞
ρz(t, f )df = |z(t)|2 (25.5)

These two conditions are often called marginal conditions. However, it was shown that some high resolution
TFDs could be generated that did not meet the marginals [3].

Another property that was originally seen as desirable is positivity, but it was shown to be incompatible
with P2 [21], which is more important in practice.

A number of questions arise from the above: Can we design a TFD that meets the specifications
listed above? If yes, how can we do it? What are the significant signal characteristics and parameters that
will impact the construction of a joint time–frequency representation? How do these relate to the TFD?
How do we obtain them from the time–frequency representation? The answers to these questions are
important in formulating efficient time–frequency methodologies specifically adapted for applications
such as wireless communications and will be briefly discussed in the next sections. More details can be
found in [3, Chapters 2 and 3] and [19].

25.2.2.2.1 Physical Interpretation of TFDs
Most TFDs used for a practical time–frequency signal analysis are not necessarily positive-definite, so they
do not represent an instantaneous energy spectral density at time t and frequency f . For example, the
Page distribution describes the rate of change of the spectrum and is defined as the time derivative of the
running spectrum (spectrum of the signal from −∞ to time t), and hence can take both positive and
negative values:

ρzP (t, f ) = ∂

∂t

∣∣∣∣
∫ t

−∞
z(u)e− j 2π fudu

∣∣∣∣
2

To relate ρz(t, f ) to the physical quantities used in practical experimentation, we can interpret ρz(t, f )
as a measure of energy flow through the spectral window ( f − f/2, f + f/2) during the time interval
(t−t/2, t+t/2). The signal energy localized in this time–frequency domain, (t,  f ), is then given by

Et, f =
∫ t+t/2

t−t/2

∫ f+ f/2

f− f/2

ρz(t, f )dt df (25.6)

The larger the window, the more likely Et, f will correspond to a true measure of physical energy.
The window should be chosen large enough so that t f satisfies Heisenberg’s uncertainty relation [2]:
t f ≥ 1/(4π).

25.2.2.2.2 Instantaneous Frequency and Group Delay
The IF, fi (t), of a monocomponent signal is a measure of the localization in time of the individual frequency
components of the signal [2].
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The IF, fi (t), of a monocomponent analytic signal3 z(t) = a(t)e jφ(t) is given by

fi (t) = 1

2π

dφ(t)

dt
(25.7)

The IF of a monocomponent real signal s (t) = a(t) cos φ(t) is defined as the IF of the analytic signal
z(t) corresponding to s (t). The expressions of the IF given above do not apply directly to multicomponent
signals. For such signals, the expression of the IF needs to be applied to its individual components to have
a meaningful physical interpretation.

The twin of the IF concept in the frequency domain is called the time delay, τd ( f ).
The TD of a monocomponent analytical signal z(t) is defined as

τd ( f ) = − 1

2π

dθ( f )

df
(25.8)

where

F{z(t)} = Z( f ) = A( f )e jθ( f ) (25.9)

F{·} stands for Fourier transform (FT). Equations 25.7 and 25.8 are similar except for the minus sign, in
the same way that the FT and inverse FT (IFT) are similar except for a minus sign in the exponent of the
basis function e j 2πft .

The TD of a monocomponent real signal s (t) is defined as the TD of the analytic signal z(t) corresponding
to s (t).

The order of appearance of each time-varying frequency component is the TD. The global order of
appearance of the frequencies is called the group delay (a mean value of individual TDs).

The IF and TD describe the internal organization of the signal. Neglecting this information would
result in a lack of precision of the information characterizing the signal, as illustrated in [3, p. 7,
Figure 1.1.2].

25.2.3 Quadratic Time--Frequency Distributions

25.2.3.1 Time-Varying Spectrum and the Wigner--Ville Distribution

To determine why time information appears to be lost when we take the power spectral distribution (PSD)
and how it can be recovered, let us consider a complex random process Z(t) with realizations z(t, ε), where
ε represents the ensemble index identifying each realization. To improve clarity, we simply replace z(t, ε)
by z(t). (ε is implicit when we say that z(t) is random.)

The autocorrelation function of z(t) may be defined in symmetric form as

Rz(t, τ )= E {z(t + τ/2)z∗(t − τ/2)}
= E {Kz(t, τ )} (25.10)

where Kz(t, τ ) = z(t + τ/2)z∗(t − τ/2) is the signal kernel and E {·} denotes the expected value
operator.

The Wiener–Khintchine theorem states that for a stationary signal, the signal power spectral density
equals the FT of its autocorrelation function.

3The analytic signal z(t) associated with the real signal x(t) is defined as

z(t) = x(t)+ jH{x(t)}

whereH{ } represents the Hilbert transform [21].
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By extension to TD random signals, the time-varying PSD, Sz(t, f ), is defined as the FT of the time-
varying autocorrelation function, Rz(t, τ ), i.e.,

Sz(t, f )= F
τ→ f

[R(t, τ )]

= F
τ→ f

E {Kz(t, τ )} (25.11)

= E

{
F

τ→ f
[Kz(t, τ )]

}
= E {Wz(t, f )} (25.12)

where the interchange of E and FT is made under the assumptions verified by the class of bounded
amplitude finite-duration signals [3], and Wz(t, f ) is referred to as the Wigner–Ville distribution (WVD),
expressed as

Wz(t, f )= F
τ→ f

[Kz(t, τ )]

= F
τ→ f

[z(t + τ/2)z∗(t − τ/2)] (25.13)

The problem of estimating the time-varying PSD of a random process z(t) is thus one of averaging the
WVD of the process over ε. If only one realization of the signal is available, assuming the signal is locally
ergodic4 over a window, an estimate of the time-varying PSD is obtained by smoothing the WVD over the
window of local ergodicity [21].

25.2.3.2 Time-Varying Spectrum Estimates and Quadratic TFDs

If z(t) is deterministic, from Equation 25.12, Sz(t, f ) reduces to Wz(t, f ), i.e.,

Sz(t, f ) = E {Wz(t, f )} = Wz(t, f ) (25.14)

� The signals we consider have a finite-duration T . This fact can be expressed by introducing a
finite-duration time window g1(t), hence convolving Sz(t, f ) in the frequency direction with
G 1( f ) = F[g1(t)].5

� In practice, signals also have finite bandwidth restrictions. This introduces a frequency win-
dow G 2( f ), convolving Sz(t, f ) in the time direction with g2(t) (the IFT of G 2( f ): g2(t) =
F−1{G 2( f )}).

� By combining the separable windowing effects of g1(t) in time and G 2( f ) in frequency, the above
leads to

Ŝ z(t, f ) = Wz(t, f ) % f G 1( f ) %t g2(t)

where %t and % f indicate convolution in time and frequency, respectively, and G 1( f ) and g2(t) are
even functions (such as those traditionally used in spectral analysis and digital filter design).

� The above formulation was introduced step by step to illustrate the two-dimensional convolu-
tion that is inherent to signals that have nearly finite duration and bandwidth (most real-life
signals). This formulation is a special case where the two-dimensional windowing in t and f is
separable.

� In general, we need to introduce an even function6 γ (t, f ) that may or may not be separable and
that reflects the overall duration–bandwidth limitation in both time and frequency. This leads to

4In essence, a random process is ergodic if its ensemble averages equal its time averages.
5For simplicity, F instead of

F
t→ f where no ambiguity occurs.

6A real and even signal has a real and even FT.
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the following general formulation of time–frequency representations:

Ŝ z(t, f ) ≡ ρz(t, f ) = Wz(t, f ) %t % f γ (t, f ) (25.15)

where the double star indicates convolution in both time and frequency, Ŝ z(t, f ) is the time-varying
estimate of the PSD, Wz(t, f ) is the WVD, and γ (t, f ) is an even function which defines the TFD
and its properties.

By expanding Wz(t, f ) and the double convolution in Equation 25.15, we obtain the following general
quadratic form:

ρz(t, f ) =
∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
e j 2πν(u−t)g (ν, τ )z

(
u + τ

2

)
z∗
(

u − τ

2

)
e− j 2π f τ dν du dτ (25.16)

where g (ν, τ ) is the two-dimensional FT of γ (t, f ). The function g (ν, τ ) determines how the signal energy
is distributed in time and frequency. It is analogous to the windows used in the classical spectral analysis.
By appropriately choosing g (ν, τ ), we can obtain most of the popular time–frequency representations of
signals [21].

25.2.3.3 Time, Lag, Frequency, and Doppler Domains and the Ambiguity Function

We have defined in Equation 25.13 the WVD of signal z(t) as the FT of the signal kernel Kz(t, τ ), i.e.,

Wz(t, f ) = F
τ→ f

{Kz(t, τ )}

The time-average autocorrelation function of a deterministic signal z(t) may be defined as the inverse
FT of its energy spectrum |Z( f )|2, i.e.,

Rz(τ ) = F−1{|Z( f )|2}
Rz(τ ) = ∫∞−∞ z(t + τ

2 )z∗(t − τ
2 )dt is a measure of the similarity between the signal and its time-delayed

copies and is obtained by taking the integral over time of the signal kernel Kz(t, τ ).
Another quantity that makes use of Kz(t, τ ) is the symmetric ambiguity function (AF) [21]:

Az(ν, τ )=
∫ ∞

−∞
Kz(t, τ )e− j 2πνt dt

=
∫ ∞

−∞
z

(
t + τ

2

)
z∗
(

t − τ

2

)
e− j 2πνt dt (25.17)

Equation 25.17 represents the basic radar equation obtained by correlating a signal with the same signal
delayed in time by lag τ and shifted in frequency by Doppler ν. The ambiguity domain also represents
directly the effects of multipath-delay spread and Doppler-shift spread, which characterize the time-varying
nature of wireless communication channels. It can therefore be used to analyze the behavior of signals in
wireless communications and control the effects of spreading.

The key point here is the role played by Kz(t, τ ) in the formulation of many important signal processing
concepts. We showed that time–frequency, time-lag, and Doppler-lag representations (as well as Doppler-
frequency representations) can be obtained from the signal kernel by means of FT and IFT. This is illustrated
in Figure 25.3.

Figure 25.3 indicates that the two-dimensional FT of the WVD of signal z(t) equals the symmetric AF
Az(ν, τ ) of z(t) (as indicated by the two vertical arrows):

Wz(t, f ) t
f
⇀↽

ν
τ Az(ν, τ )

This property is important in TFSP. It indicates that the twin of the time–frequency domain is the
lag-Doppler domain (also called the ambiguity domain). The (t, f ) domain represents the signal as a
function of actual time and actual frequency, while the (ν, τ ) domain represents the signal as a function
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FIGURE 25.3 Various representations that can be obtained from the signal kernel Kz(t, τ ).

of time shifts and frequency shifts. Hence, a double convolution in (t, f ) results (by two-dimensional FT)
in a multiplication in the ambiguity domain. This leads to the interpretation of TFD design, defined by
Equation 25.15, as a two-dimensional filtering procedure in the ambiguity domain. Equation 25.16 can
therefore be rewritten as the two-dimensional FT of the symmetric AF Az(ν, τ ) filtered by the kernel filter
g (ν, τ ):

ρz(t, f )t
f
⇀↽

ν
τ g (ν, τ )Az(ν, τ ) (25.18)

Choosing the kernel filter g (ν, τ ) most relevant to an application results in a specific TFD. For an all-pass
filter, g (ν, τ ) = 1, ρz(t, f ) reduces to the WVD, which may be expressed as

Wz(t, f ) = F
τ→ f

[Kz(t, τ )] = F
τ→ f

[z(t + τ/2)z∗(t − τ/2)] (25.19)

For g (ν, τ ) chosen to be the AF of the time analysis window h(t), it reduces to the spectrogram, which
may be expressed as

ρspec(t, f ) = |S(t, f )|2 =
∣∣∣∣
∫ ∞

−∞
s (τ )h(τ − t)e− j 2π f τ dτ

∣∣∣∣
2

(25.20)

where S(t, f ) is the short-time Fourier transform (STFT).
Using a symmetrical rectangular window of width T , h(t) = rect(t/T), the above equation reduces to

ρspec(t, f ) =
∣∣∣∣
∫ t+T/2

t−T/2

s (τ )e− j 2π f τ dτ

∣∣∣∣
2

(25.21)

This is obtained from the general form (Equation 25.20) by selecting the kernel filter to be

g (ν, τ ) = rect(τ/2T)
sin π(T − |τ |)ν

πν
(25.22)

The next section presents some important considerations relevant to the selection of suitable kernel
filters.
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FIGURE 25.4 Position of signal terms and cross-terms in both time–frequency and Doppler-lag domains.

25.2.3.4 Quadratic TFDs, Multicomponent Signals, Cross-Terms Reduction,
and Criteria for the Design of Quadratic TFDs

Equation 25.16 defines TFDs that are quadratic (or bilinear) in the signal z(t). This implies that if the signal
z(t) includes two components z1(t) and z2(t), then its quadratic formulation will include not only these
two components but also additional components corresponding to their cross-product z1(t)z2(t). These
additional components are often called cross-terms and are considered “artifacts” or “ghosts” appearing
unexpectedly in the t − f representation (see Figure 25.4). A similar effect occurs when we take the
spectrum of z1(t) + z2(t) and obtain cross-spectral components that are zero only when z1(t) and z2(t)
do not overlap in frequency (see Figure 25.5) [3].

Thus, the introduction of either noise or some other deterministic components introduces significant
cross-terms into the representation. In some applications these cross-terms may be useful as they provide

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

20

40

60

80

100

120

Frequency (Hz)

T
im

e 
(s

ec
)

Fs =1Hz  N = 128
Time–res = 2

FIGURE 25.5 WVD of a signal composed of two linear frequency modulations exhibiting large positive and negative
amplitudes commonly known as cross-terms.
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additional features that can be used for signal identification and recognition. However, in most cases, they
are considered undesirable interference terms that distort the reading of the representation, and we want
to design TFDs that suppress them best.

25.2.3.4.1 Reduced Interference Distributions
Several TFDs have been designed for this purpose. One of the best known is the Gaussian distribution
(also called Choi–Williams distribution (CWD)) whose kernel filter g (ν, τ ) is a two-dimensional Gaussian
function centered around the origin in the ambiguity plane and whose spread is controlled by a parameter
σ (hence controlling the amount of cross-terms reduction and autoterms resolution). Another recently
introduced TFD is the BD [18], whose time-lag kernel filter is defined as

G(t, τ ) =
( |τ |

cosh2(t)

)β

(25.23)

where 0 < β ≤ 1 is an application-dependent parameter that controls the sharpness of the cutoff of the two-
dimensional filter in the ambiguity domain, resulting in a trade-off between time–frequency resolution
and cross-terms elimination. Cross-terms can be reduced by making β small. An improved version, the
modified BD (MBD) was defined in [3, Article 5.7].

Resolution performance of various TFDs, when used to represent multicomponent signals, can be
measured using an objective measure that takes into account the key attributes of TFDs (such as the
amplitudes of autoterms and cross-terms, autoterms’ bandwidth and sidelobes’ amplitudes) [18].

25.2.3.4.2 Comparison of Quadratic TFDs
Using the above mentioned-objective measure, the BD and its modified version (MBD) [3] were found to
be among the closest to the ideal distribution; the BD is essentially cross-term-free and has high resolution
in the time–frequency plane (see Figure 25.6). This TFD outperforms the spectrogram and other existing
reduced interference distributions in the analysis of multicomponent signals, and is practically ‘equivalent’
to the WVD in the analysis and estimation of a monocomponent linear FM signal (see [3, 18, 19] for
more details). For this reason, we will often refer to it in this chapter in conjunction with other methods
like the WVD, spectrogram, and Gaussian distribution.
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FIGURE 25.6 The B distribution of two closely spaced linear FM signals.
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25.2.3.5 Time--Frequency Signal Synthesis

Whereby TF signal analysis algorithms are used to analyze the time-varying frequency behavior of signals,
TF signal synthesis algorithms are used to synthesize (or estimate) signals whose TFDs exhibit some given
time-varying frequency characteristics. This problem can be formulated as follows: if z(t) is a signal of
interest with ρz(t, f ) being its TFD in the general quadratic class, the synthesis problem is to find the
analytic signal ẑ(t) whose TFD, ρẑ(t, f ), best approximates ρz(t, f ) according to some defined criteria.
One of the earliest algorithms for TF signal synthesis was based on the WVD in [20]. Some improvements
and extensions were made in [21–25]. Several other methods can be found in [3].

The basis of the WVD-based algorithm is the inversion property of the WVD [2]:

z(t) = 1

z∗(0)

∫
Wz(t/2, f ) e j 2π f t df (25.24)

implying that the signal may be reconstructed to within a complex exponential constant e jα = z∗(0)/|z(0)|
given |z(0)| �= 0.

25.2.3.6 Other Properties

Another important property of quadratic TFDs is their compatibility with filtering. This property expresses
the fact that if a signal y(t) is the convolution of x(t) and h(t) (i.e., y(t) is the output of a linear time-
invariant filter with impulse response h(t) whose input is x(t)), the TFD of y(t) is the time convolution
between the TFD of x(t) and the WVD of h(t). Mathematically, if

y(t) = x(t) ∗ h(t)

then

ρy(t, f ) = ρx (t, f ) ∗
t

Wh(t, f ) (25.25)

The properties of quadratic TFDs discussed above are shown in the next sections to be relevant to
providing efficient solutions to several problems arising in wireless communications, allowing for improved
system performance. For space reasons, techniques such as IF estimation [53] and cross-WVD (XWVD)
[3, Chapter 3] are not discussed here. Interested readers can refer to the references provided.

25.3 Spread-Spectrum Communications Systems Using TFSP

Spread-spectrum communications use signals whose bandwidth is much wider than the information
bandwidth. This is achieved by the direct-sequence (DS) technique in which the transmitted signal is spread
over a wide bandwidth by means of a code independent of the data. The availability of this code at the
receiver enables the despreading and recovery of data, while spreading and mitigating the interference (see
Figure 25.7). Spread-spectrum techniques offer a number of important advantages, such as code-division
multiple access, low probability of intercept, communications over multipath propagation channels, and
resistance to intentional jamming. The processing gain of a DS spread-spectrum system, generally defined
as the ratio between the transmission and the data bandwidths, provides the system with a high degree of
interference mitigation. However, in some cases, the interference might be much stronger than the useful
signal, e.g., when the useful signal is affected by fading and the gain due to the coding might be insufficient
to decode the useful signal reliably. Therefore, time–frequency (TF) signal processing techniques have
been used in conjunction with the signal spreading to augment the processing gain, permitting greater
interference protection without an increase in bandwidth. In this section, we review some of these TF
signal processing techniques for channel identification and interference mitigation.

25.3.1 Channel Modeling and Identification

In this section we show how time–frequency representations of a linear time-varying propagation channel
can be exploited for channel estimation either by direct use of the observation signal TFD as in [7], by
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time–frequency polynomial modeling as in [8], or by using time–frequency canonical channel modeling,
which we describe in Sections 25.3.1.1 and 25.3.1.2 since it is the most commonly used LTV channel
estimation method.

25.3.1.1 Wireless Communication LTV Channel Model

A complex baseband received signal, r (t), through a wireless mobile communication channel can be
modeled7 as follows [9]:

r (t)=
∫

h(t, τ )s (t − τ ) dτ + ε(t)

=
∫ ∫

U(ν, τ )s (t − τ ) e j 2πνt dτ dν + ε(t)

= x(t)+ ε(t) (25.26)

where h(t, τ ) is the channel impulse response representing the LTV behavior; s (t) is the complex baseband
transmitted signal; ε(t) is the additive white Gaussian noise with zero mean and variance σ 2

ε ; τ and ν denote
the delay and Doppler-shift variables, respectively; and U(ν, τ ), the Fourier transform of h(t, τ ) from t
to ν, is called the delay-Doppler spread function of the LTV channel. By applying the Fourier transform
among the variables t, f , τ , and ν, we can define several system functions [9, 12], with their relationships
shown in Figure 25.8, which resembles the dual relationships of time–frequency representations in TFSP,
as illustrated by Figure 25.3.

As previously mentioned, the delay–Doppler spread function is often modeled as a wide-sense stationary
Gaussian process with uncorrelated scattering [9] whose second-order statistics can be represented by

E {U(ν ′, τ ′) · U∗(ν, τ )} = PU (ν, τ ) · δ(ν ′ − ν)δ(τ ′ − τ ) (25.27)

where PU (ν, τ ) is the scattering function (SF) of the channel. It follows that the WSSUS channel may be
represented as a collection of nonscintillating uncorrelated scatterers that cause both multipath delays and
Doppler shifts.

7In practice, the double integral is bounded by the ranges of multipath delays and Doppler shifts; however, without
loss of generality, we use the full range (−∞,∞) and drop them for short notation.
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Restrictions of practical channels on, for instance, time duration, bandwidth, fading rate, delay spread,
and Doppler spread, allow a simplified representation of LTV channels in terms of canonical elements. Such
channel representations, called canonical channel models, can simplify the analysis of the performance of
communications systems. A common class of canonical channel representations is the class of sampling
models that are applied when a system function vanishes for values of an independent variable (i.e., t, f ,
τ , or ν) outside some interval or when the input or output time function is time limited or band limited.
Various sampling models can be found in [9]. However, we consider here the situation wherein the input
signal s (t) is band limited in [ fo− Bo/2, fo+ Bo/2] and the output signal x(t) (noise-free) is time limited
in [to − To/2, to + To/2].

Applying the sampling theorem on both t and f according to the above time and frequency constraints,
the received signal may be expressed as [9]

x(t) =
∑

m

∑
n

Umn s

(
t − m

Bo

)
e j 2π(n/To )(t−m/Bo ) (25.28)

where

Umn = 1

To Bo
Ũ
(

m

Bo
,

n

To

)
(25.29)

with Ũ(ν, τ ) being some smoothed version8 of U(ν, τ ).
When the channel is random, the coefficients Umn become random variables. Under the WSSUS

assumption, the correlation of Umn can be expressed in terms of the SF, PU (ν, τ ). Additionally, if
the SF varies very little for changes in τ of the order 1/Bo or ν of the order 1/To , this correlation is
approximated as

E
{
UmnU∗rs

} =
{

1
To Bo

PU
(

m
Bo

, n
To

)
for m = r, n = s

0 otherwise
(25.30)

which means that the delay–Doppler coefficients Umn are uncorrelated at different values of multipath
delays and Doppler shifts. In practice, the multipath-delay τ vanishes outside [0, Tm] and Doppler shift

8The expression of Ũ(ν, τ ) is given by

Ũ(ν, τ ) =
∫ ∫

e j 2π f0(τ−η)e− j 2π to (ν−μ) sinc[Bo (τ − η)] sinc[To (ν − μ)]U(μ, η) dμ dη
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vanishes outside [−νD , νD], where Tm and νD are the maximum multipath delay and maximum Doppler
shift, respectively. Consequently, the statistics of the WSSUS channel through the above correlation may
be sketched on the delay–Doppler plane as shown in Figure 25.9 [26].

We will shortly see how this canonical model can be used to approach the problem of channel estimation.
Other issues relating to this model are not reviewed in this chapter but may be of interest, such as multiuser
detection in [26] and blind multiuser equalization in [27].

25.3.1.2 Estimation of LTV channels

We review here the problem of pilot-based coherent estimation of LTV channels for CDMA systems
using the minimum mean square error (MMSE) approach, which is based on the use of a canonical LTV
channel [29]. It is known that RAKE receivers are commonly used for channel equalization as well as signal
detection in frequency-selective fading environments such as in CDMA systems. However, in TF-selective
fading scenarios, the performance of RAKE receivers is degraded. An extension of the canonical channel
model given in Equation 25.28 was proposed in [28] to overcome this problem.

Consider a TF-selective fading environment for which Tm and νD denote the maximum multipath delay
and Doppler shift, respectively. The transmitted signal s (t) in a DS-CDMA scheme has the duration T
and bandwidth B (B = 1/Tc , where Tc is the chip duration). The complex baseband signal admits the
following canonical representation in terms of fixed multipath delays and Doppler shifts [29]:

r (t) ≈
N∑

n= 0

K∑
k=−K

Ukn ξkn(t)+ ε(t), 0 < t ≤ T (25.31)

where N = �Tm B� and K = �TνD� denote the numbers of resolvable multipath-delay and Doppler-shift
components, respectively, and

ξkn(t) = s (t − n/B) exp{ j 2π(k/T)t}

It is seen in Equation 25.31 that x(t) is a linear combination of the set of quasi-orthogonal basis functions9

{ξkn(t)}. In other words, thanks to the canonical representation, the TF-selective fading channel has been
decomposed into a bank of (N + 1)(2K + 1) TF-non-selective (flat) fading subchannels. A common
approach, then, to the problem of channel estimation is to use matched filtering at the outputs of these
subchannels.

Given a frame of (2I + 1) pilot symbols, it is required that we estimate the set of channel coefficients
{Ukn} at the symbol centered in the considered frame (i.e., at symbol 0). The received signal for the entire

9The spreading function s (t) is usually designed so that its nonzero lag correlation coefficients are close to zero.
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frame becomes

r (t) ≈
I∑

i =−I

N∑
n= 0

K∑
k=−K

Ukn(i) ξkn(t − i T)+ ε(t) (25.32)

The matched-filtered outputs for the entire frame, i.e., z = [zT (−I ), . . . , zT (I )]T with output for each
symbol z(i) = 〈r (t), ξ(t − i T)〉 = ∫ +∞−∞ r (t)ξ ∗(t − i T) dt, can be expressed as

z = Qu+ ε

where the channel coefficient vector u = [u(−I )T · · · u(0)T · · · u(I )T ]T with u(i) = [U1,1(i), . . . ,
U(2K+1),(N+1)(i)]T ; the correlation matrix Q = diag (P, . . . , P) with P = ∫ ξ ∗(t − i T)ξ T (t − i T) dt =∫ T

0 ξ ∗(t)ξ T (t) dt; ξ(t) being the temporal waveform vector: ξ(t) = [ξ1,1(t), . . . , ξ(2K+1),(N+1)(t)]T ; and
the colored Gaussian noise vector ε = [ε(−I )T · · · ε(I )T ]T with each colored Gaussian noise vector
ε(i) = 〈ε(t), ξ(t − i T)〉 having the covariance matrixN0P.

As mentioned earlier, we need to estimate u(0). The linear MMSE estimation problem is formulated as

Lopt = argmin
L

E {‖u(0)− LH z‖2} (25.33)

The solution of the minimization problem in Equation 25.33 is the Wiener filter given by

Lopt = (QE {uuH } +N0I)−1{uuH (0)} (25.34)

The MMSE channel estimate û(0) = LH
optz is then used for symbol detection using RAKE (or maxi-

mum ratio combiner) receiver. For the binary phase shift keying (BPSK) signaling scheme and under the
assumption of negligible ISI, the estimated symbols are given by

b̂(i) = sign(real(û(i)H z(i)))

More analysis on the estimation performance and practical implementation of the MMSE channel es-
timate in Equation 25.34 under the assumption of uncorrelated Ukn components in a particular sym-
bol of interest10 or the assumption of quasi-orthogonality of the basis functions {ξkn(t)} can be found
in [29, 30].

25.3.1.3 Estimation of Scattering Function

In certain wireless communications systems, e.g., radar or acoustic communications systems, one is in-
terested in estimating the scattering function that reveals the TF-selective behavior of the fading channel
under the WSSUS assumption [31–38]. In the problem of SF estimation, a common approach is to use
the input–output relationship, described through the general TFDs [39] as

E {ρx (t, f )} = ρs (t, f ) %
t

%
f

PU (t, f ) (25.35)

where ρs (t, f ) is a TFD of the input s (t) and E {ρx (t, f )} is the expected value of a TFD of the output
x(t). In the AF domain, the previous relation becomes

E {Ax (ν, τ )} = As (ν, τ ) · RT(ν, τ ) (25.36)

where RT(ν, τ ) is the double Fourier transform of the channel SF PU (t, f ). Since the general AF (GAF),
As (ν, τ ), or general TFD, ρs (t, f ), includes the expression of the kernel, g (ν, τ ) (see Figure 25.3), and

10Note that the channel coefficients Ukn may be correlated in time across the symbols.

Copyright © 2005 by CRC Press LLC



this kernel can be made arbitrary, two general classes of SF estimators were then proposed based on
deconvolution and direct implementation, respectively.

The class of deconvolution estimators is defined based on the division of Equation 25.36 by the GAF of
the input signal

P̂U (t, f )
= F−1

v→ f {Fτ→ f {Ax (ν, τ )}/As (ν, τ )} (25.37)

Similar to the approach in [35], a zero-division problem in Equation 25.37 is encountered. A classical
solution is to threshold the symmetric AF As (ν, τ ) at the points equal to zero (see [35] for more details).

On the other hand, one can choose the kernel g (ν, τ ) so that the TFD ρs (t, f ) in Equation 25.35 is
impulse-like; the left-hand side of Equation 25.35, then approximates to PU (t, f ). Thus, the other class of
SF estimators, namely, direct implementation, can be defined as

P̂U (t, f )
= E {ρx (t, f )} (25.38)

We must note here that an impulse representation in the time–frequency plane does not exist due to
the constraint of minimum time–frequency bandwidth according to Heisenberg’s uncertainty principle.
Therefore, we opt to choose an approximation in the sense of good localization in the time–frequency plane.
For example, the TFD kernel may be approximated by the Hermite functions [40], which are defined as

gn(x) = (−1)n e x2/2 dn

dxn
e−x2/2 (25.39)

25.3.2 Interference Mitigation

25.3.2.1 TV-NBI Suppression in DS-CDMA

Spread-spectrum communication, based on which DS-CDMA is implemented, is known to have the
capability of suppressing NBI. However, this NBI suppression becomes ineffective when the interfering
signal is too powerful. In some of these cases, the interference immunity can be improved significantly by
using signal processing techniques that complement the spread-spectrum modulation [16]. These active
suppression techniques not only improve error rate performance, but also lead to an increase in capacity
of CDMA cellular systems [41]. There have been several models proposed for narrowband interferers
existing in communication channels, such as a deterministic sinusoidal signal [16], an autoregressive-
modeled signal [42, 43], and a narrowband digital communications signal [44, 45]. A tremendous amount
of research on NBI suppression can be seen in [16, 43, 44, 46–52]. None of these methods, however, is
capable of suppressing NBI with time-varying spectral characteristics such as a linear FM signal (chirp
signal).

To suppress this type of time-varying NBI (TV-NBI), the IF of the TV-NBI is first estimated using some
TFDs; then a time-varying zero filter is used to suppress the interference. The effectiveness of TFDs in
providing accurate estimates of the IF has extensively been shown in the literature [2, 4, 53, 54]. Using this
approach, the problem of TV-NBI suppression has been carried out in [55–59].

Consider the transmission of a spread-spectrum signal s (t) through an AWGN channel characterized by
zero-mean Gaussian random process ε(t) and being interfered with by K different linear FM interferences
ζk(t). The received signal model may be expressed in the form

r (t) = s (t)+
K∑

k=1

ζk(t)+ ε(t) (25.40)

Each interference signal belongs to the class of linear FM signals, with power Pζk , that can be expressed as

ζk(t) =
√

Pζk e jφ(t,θk ) =
√

Pζk e j (2π fk t+πgk t2)
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where θk = ( fk , gk). The IF of each monocomponent linear FM signal is defined as

fi (t,θk)
= 1

2π

dφ(t,θk)

dt
= fk + gkt (25.41)

For monocomponent TV-NBI, i.e., K = 1, the Born–Jordan distribution and the cone-shape ZAM
distribution were used to estimate the IF in [55], and the spectrogram was used in [60, 61]. A problem
related to this method is that if the signal-to-interference ratio is high, the estimation of the interference
parameters might fail, and the suppression filter could track the useful signal, instead of the interference.

This problem can be improved by using the Wigner–Hough transform [57], defined as [62]

W Hr (θk)
=
∫ ∞

−∞
Wr (t, fi (t;θk)) dt (25.42)

where Wr (t, f ) denotes the WVD of r (t) and fi (t;θk) are the individual IFs of the interferences as given
in Equation 25.41. This method also has the ability to deal with multicomponent TV-NBI. The integration
in Equation 25.42 over all possible lines of the WVD, which is obtainable by applying a Hough transform,
or equivalently, a Radon transform of the WVD, gives rise to peaks in the final parameter space; each peak
corresponds to one linear FM signal, whose modulation parameters, ( fk , gk), are the coordinates of the
peaks.

We know that the WVD is optimal in representing monocomponent linear FM signals. The estimation
of the IF using the peak of the XWVD achieves the best performance [63]. This technique, therefore, can
be effectively used to estimate monocomponent linear FM TV-NBI. For multicomponent TV-NBI, the
WVD is not optimal anymore. An alternative solution in this case is to use the BD, in Equation 25.23, since
it outperforms some other reduced interference distributions when comparing the capacity of reducing
the cross-terms [18].

25.3.2.2 Signal Modulation Design for ISI Mitigation

Apart from the DS-CDMA system mentioned previously, many other CDMA system concepts have been
proposed, among which MC-CDMA is a promising system compared to DS-CDMA [15, 64]. MC trans-
mission is a method to design a bandwidth-efficient communication system in the presence of channel
distortion (ISI, especially for high-data-rate communications) by dividing the available channel bandwidth
into a number of subchannels such that each channel is nearly ideal. The idea of using MC transmission
comes from the advantage of this system in overcoming the effect of signal fading on time-varying chan-
nels [13]. The typical MC transmission system is the orthogonal frequency division multiplexing (OFDM)
system. The combination of OFDM and CDMA allows for optimal detection performance, use of the
available spectrum in an efficient way, retention of many advantages of a CDMA system, and exploitation
of frequency diversity [65–68].

In MC transmission, the modulation scheme is done based on a set of basis functions (one is a time–
frequency-shifted version of another) constructed by Gaussian pulse [69] or Nyquist pulse [70]. These
pulses are required to have two important characteristics: (1) orthogonality to avoid ISI and interchannel
interference (ICI), and (2) good localization to avoid symbol energy smearing out over the channel
and perturbing neighboring symbols. For wireless mobile communication channels with TF-dispersive
characteristics, the above two conditions become critical since the localization of the pulses is dispersed.
There is a need to design better localized basis functions under such TF-dispersive conditions of the wireless
mobile channels, in other words, to design a new set of basis functions so that the effects of ISI and ICI are
minimized. The design of different pulses can be carried out using TF analysis in the ambiguity domain,
where Hermite pulses have been proved to have better TF localization than Gaussian or Nyquist under
TF-dispersive channels [40].

Consider an MC modulation scheme used in such a TF-dispersive mobile channel. Let I be the number
of channels in the scheme in which fci = i fc (i = 0, . . . , I − 1) is the set of carrier frequencies and  fc

is the spacing between adjacent carriers (usually  fc ≤ W, where W is the bandwidth of the signal).
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The transmitted signal is given by

x(t) =
I−1∑
i=0

∞∑
n=−∞

cn,i ξn,i (t) (25.43)

where cn,i are the information-bearing symbols and ξn,i are the basis functions, defined as

ξn,i (t) = λ(t − nT) e j 2π fi t (25.44)

The envelope function λ(t) is called an elementary pulse (T being the symbol duration). Demodulation
is performed by a projection of the received signal on the complex conjugates of the basis functions

r p,q =
∫

r (t) ξ ∗p,q (t) dt (25.45)

The orthogonality condition requires∫
ξn,i (t) ξ ∗p,q (t) dt =

∫
λ(t)λ∗(t + (n − p)T) e− j 2π(i−q) fc t dt =

= δn,pδi,q =
{

1 n = p and i = q

0 otherwise
(25.46)

By noting that the integral in Equation 25.46 can be considered a sampling of the AF, Aλ(ν, τ ) (a shifted
version of the symmetrical AF defined in Equation 25.17 of the envelope function λ(t)), Equation 25.46
can be expressed as ∫

ξn,i (t) ξ ∗p,q (t) dt = Aλ((i − q) fc , (n − p)T)

The second required condition is good localization in the sense of a minimum energy spread in order to
avoid the symbol energy smearing out over the dispersive channel and perturbing neighboring symbols.
If T and W represent the time dispersion and frequency dispersion,11 respectively, the following
conditions need to be verified so the channel can be considered as frequency-non-selective and slow
fading for each carrier:

νD <<  fc W << Bcoh

Tm << T T << Tcoh

where Bcoh ≈ 1/Tm and Tcoh ≈ 1/νD are the coherence bandwidth and coherence time, respectively.
Several drawbacks of the Nyquist or Gaussian pulse, being the elementary pulse due to the lack of

orthogonality and localization in TF-dispersive channels, lead to the design of a new pulse [40] based on
the Hermite function given by (Equation 25.39).

Orthogonality is optimized by evaluating the AF of λ(t), where λ(t) is a linear combination of D4n(t) =
f4n(
√

2π t), as given by

λ(t) =
NF−1∑
k=0

F4k D4k(t)

where NF is the number of coefficients F4k that can be found when imposing the condition for orthogo-
nality.

11T and W are defined as (T)2 =
∫

t2 |λ(t)|2 dt and (W)2 =
∫

f 2 |�( f )|2 d f (�( f ) being the FT of λ(t)).

Copyright © 2005 by CRC Press LLC



Performance evaluation shows that the Hermite pulse is better than the Nyquist pulse with cosine roll-
off for a channel with characteristics of Tm ≤ 0.01 and νD ≤ 0.01. The Hermite pulse loses its advantages
at around νD = 0.1. However, better performance of the Hermite pulse in the presence of time dispersion
is encouraging for its application in multiuser multicarrier systems where different users are transmitting
on neighboring carriers.

25.3.2.3 Multiple-Access Interference in MC-CDMA

Also based on the use of the ambiguity domain, a design of new signature waveforms for the MC-CDMA
system was proposed in [71]. In MC-CDMA, the signature waveforms are normally designed in the
frequency domain, whereas in DS-CDMA, they are designed in the time domain. There exist two major
problems for multiuser access in an MC system: (1) the high effort in signal processing due to the need
of a complex-valued RAKE or multiuser detector [73], and (2) the design of optimized code sets with
reduced dynamic range and proper autocorrelation and cross-correlation properties. A possibility to the
orthogonalized codes by shifting the signal in frequency has been shown in [72]. Consequently, a K -users-
1-code MC-CDMA system was proposed in [71]. To each user, the same code is assigned with different
frequency shifts.

More precisely, consider a multicarrier spread-spectrum signal defined as

s (t) = b(t) ·
Q−1∑
q=0

c(q) e j 2πqt/T = b(t) · c0(t)

where b(t) is the data signal, c(q) are the complex code coefficients in the frequency domain, and Q is the
spreading factor. The transmitted signal of the kth user is shifted from that of the first user as

sk(t) = bk(t) ·
Q−1∑
q=0

c(q) e j 2π(q+k)t/T = bk(t) · c0(t)e j 2πkt/T = bk(t) · ck(t)

Due to the multipath fading, the received signal for the up-link of K users is given by

r (t) =
K−1∑
k=0

P−1∑
p=0

αk,p(t) bk(t − τk,p) ck(t − τk,p) e j 2πνk t/T + ε(t)

where P is the number of propagation paths (assuming the same for all users) and αk,p(t), τk,p , and νk are
the attenuation, multipath delay, and Doppler shift of the kth user’s signal, respectively.

Using a time domain RAKE receiver with ideal path synchronization, we get as an expression for the
detected symbol b̂k,p of user k in path p

b̂k,p = 1

T

∫ T

0

r (t)c∗k (t − τk,p) dt

The detection problem can be simplified to analyzing the correlation functionsAk1,k2 (ν, τ ), which depend
on the data signal b(t) and the code c(t). The whole interference could be evaluated by summing these
terms, Ak1,k2 (ν, τ ), for all users and all paths with the correct path weight. Without loss of generality,
choosing k1 = 1 and k2 = k, we have

A1,k(νk , τk) = 1

T

∫ T

0

sk(t)s ∗1 (t − τk) e j 2πνk t/T dt (25.47)

which is a representation of the signal in the ambiguity domain. By not considering the influence of the
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data signal, Equation 25.47 becomes

A0,k(νk , τk) =
Q−1∑
n1=0

Q−1∑
n2=0

c(n1)c∗(n2) e j 2π[n2(τk/T−1)+n1+k+νk ] × sinc[π(n1 − n2 + k + νk)]

In the ambiguity domain, the values outside A1,k(0, 0) could be considered interference values of a user
with delay τ = τk and frequency shift ν = (k + νk)/T to user 1. In other words, we have imperfect time
and frequency synchronization.

Assuming that the delay τ and frequency deviation ν are uniformly distributed over (0, T) and (−νk , νk),
respectively, the mean interference value is given by

〈|A1,k(τk , νk)|2〉 = 1

2νk

∫ T

0

∫ (k+νk )/T

(k−νk )/T

|A(ν, τ )+A∗(ν, τ − T)|2 dτdν (25.48)

Numerical evaluation shows that codes with more concentrated interference power have a better mean
interference and a better performance in the whole system.

In the above section, TFSP has been considered for one-dimensional signals. In the next section, TFDs
are applied to multidimensional signals provided by multiantennae in order to solve relevant problems
that arise in wireless communications.

25.4 Time--Frequency Array Signal Processing

Conventional array signal processing algorithms assume stationary signals and mainly employ the
covariance matrix of the data array. When the frequency content of the measured signals is time varying
(i.e., nonstationary signals), this class of approaches can still be applied. However, the achievable perfor-
mances in this case are reduced with respect to those that would be achieved in a stationary environment.
In the last decades, the stationarity hypothesis was motivated by the crucial need in practice of estimating
sample statistics by resorting to temporal averaging under the additional assumption of ergodic signals.
Instead of considering the nonstationarity as a shortcoming and trying to design algorithms robust with
respect to nonstationarity, it would be better to take advantage of the nonstationarity by considering it
as a source of information. The latter can then be exploited in the design of efficient algorithms in such
nonstationary environments.

The question now is, How can we exploit the nonstationarity in array processing? This can be done by
resorting to the spatial time–frequency distributions (STFDs), which are a generalization of the TFDs to a
vector of multisensor signals (see Figure 25.10). Under a linear model, the STFDs and the commonly known
covariance matrix exhibit the same eigenstructure. In wireless communications involving multiantennae,
the aforementioned structure is often exploited to estimate some signal parameters through subspace-based
techniques.

Algorithms based on STFDs properly use the time–frequency information to significantly improve
performance. This improvement comes essentially from the fact that the effects of spreading the noise
power while localizing the source energy in the time–frequency domain increase the signal-to-noise ratio
(SNR).

STFD-based algorithms exploit the time–frequency representation of the signals together with the spatial
diversity provided by the multiantennae.

The concept of the STFD was introduced for the first time in 1996 [75]. It was used successfully in solving
the problem of the blind separation of nonstationary signals [75–78]. This concept was then applied to
solve the problem of direction-of-arrival (DOA) estimation [79]. Since then, several works were conducted
in this area using the new concept of STFD [80–89].

The following notations are used throughout the rest of this chapter. For a given matrix A, the symbols
AT , A∗, AH , A#, trace(A), and norm(A) respectively denote the transpose, conjugate, conjugate transpose,
Moore–Penrose pseudoinverse, trace, and (Euclidean) norm of A.
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25.4.1 The Spatial Time--Frequency Distributions

Given an analytic vector signal z(t), the spatial instantaneous autocorrelation function is defined as

Kzz(t, τ ) = z
(

t + τ

2

)
zH
(

t − τ

2

)
(25.49)

Define also the smoothed spatial instantaneous autocorrelation function as

Szz(t, τ ) = G(t, τ ) %
t

Kzz(t, τ ) (25.50)

where G(t, τ ) is some time-lag kernel. The time convolution operator %
t

is applied to each entry of the
matrix Kzz(t, τ ). The class of quadratic STFDs then defined as

Dzz(t, f ) = Fτ→ f {Szz(t, τ )} (25.51)

where the Fourier transform F is applied to each entry of the matrix Szz(t, τ ).
The discrete-time definition equivalent to Equations 25.50 and 25.51 leads to the simple implementation

of STFD and is expressed as

Dzz(n, k) = DFm→k{G(n, m) %
n

Kzz(n, m)} (25.52)

which can also be expressed as

Dzz(n, k) =
M∑

m=−M

M∑
p=−M

G(p − n, m)z( p +m)zH (p −m)e− j 4π mk
N (25.53)

where the discrete Fourier transformDF and the discrete-time convolution operator %
n are applied to each

entry of the matrix G(n, m) %
n Kzz(n, m) and matrix Kzz(n, m), respectively.

Note that the STFD of a vector signal is a matrix whose diagonal entries are the classical auto-TFDs of
the vector components, and the off-diagonal entries are the cross-TFDs.

A more general definition of the STFD can be given as

Dzz(n, k) =
M∑

m=−M

M∑
p=−M

G(p − n, m)* (z( p +m)zH (p −m)e− j 4π mk
N ) (25.54)

where * designates the Hadamard product and [G(n, m)]ij = G ij(n, m) is the time-lag kernel associated
with the pair of sensor signals zi (n) and z j (n) (kernels G ij might be chosen according to the nature of
considered signals zi (n) and z j (n) if such a priori information is available).
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25.4.1.1 Structure under linear model

Consider the following linear model of the vector signal z(n):

z(n) = As(n) (25.55)

where A is a K × L matrix (K ≥ L ) and s(n) is a L × 1 vector, which is referred to as the source signal
vector.

Under this linear model the STFDs take the following structure:

Dzz(n, k) = ADss(n, k)AH (25.56)

where Dss(n, k) is the source STFD of vector s(n) whose entries are the auto- and cross-TFDs of the source
signals.

The auto-STFD denoted by Da
zz(n, k) is the STFD, Dzz(n, k), evaluated at autoterm points only. Corre-

spondingly, the cross STFD Dc
zz(n, k) is the STFD, Dzz(n, k), evaluated at cross-term points.

Note that the diagonal (off-diagonal) elements of Dss(n, k) are autoterms (cross-terms). Thus, the
auto- (cross-) STFD Da

ss(n, k) (Dc
ss(n, k)) is diagonal (off-diagonal12) for each time–frequency point that

corresponds to a source autoterm (cross-term), provided the window effect is neglected.

25.4.1.2 Structure under Unitary Model

Denote by W a L × K whitening matrix such that

(WA)(WA)H = UUH = I (25.57)

Pre- and postmultiplying the STFD Dzz(n, k) by W leads to the whitened STFD, defined as

Dzz(n, k) = WDzz(n, k)WH = UDss(n, k)UH (25.58)

where the second equality stems from the definition of W and Equation 25.56. This above whitening leads
to a linear model with a unitary mixing matrix.

Note that the whitening matrix can be computed in different ways. It can be obtained, for example, as
an inverse square root of the observation covariance matrix [78] or computed from the STFD matrices as
shown in [90].

At autoterm points, the whitened auto-STFD has the following structure:

Dzz(n, k) = UDa
ss(n, k)UH (25.59)

where Da
ss(n, k) is diagonal. However, at cross-term points, the whitened cross STFD exhibits the following

structure:

Dzz(n, k) = UDc
ss(n, k)UH (25.60)

where Dc
ss(n, k) is off-diagonal.

The above-defined STFDs permit the application of subspace techniques to solve a large class of chan-
nel estimation and equalization, blind source separation, and high-resolution DOA estimation problems.
For the blind source separation problem, the STFDs allow the separation of Gaussian sources with iden-
tical spectral shape but with different time–frequency signatures [78]. In the area of DOA finding, the
estimation of the signal and noise subspaces from the STFDs highly improves the angular resolution
performance.

12A matrix is off-diagonal if its diagonal entries are zeros.
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25.4.2 STFD Structure in Wireless Communications

In wireless communications, when L user signals arrive at a K-element antenna, the linear data model

z(n) = As(n)+ n(n) (25.61)

is commonly assumed, where we recall that z(n) is the K × 1 data vector received at the antennae and s(n)
is the L × 1 user data vector, the spatial matrix A = [a1 · · · an] represents the propagation matrix,13 ai is
the steering vector corresponding to the i th user, and n(n) is an additive noise vector whose entries are
modeled as stationary, temporally and spatially white, zero-mean random processes, and independent of
the user-emitted signals.

Under the above assumptions, the expectation of the TFD matrix between the user signal and the noise
vectors vanishes, i.e.,

E {Dsn(n, k)} = 0 (25.62)

and it follows that

D̃zz(n, k) = AD̃ss(n, k)AH + σ 2I (25.63)

with

D̃zz(n, k)= E {Dzz(n, k)} (25.64)

D̃ss(n, k)= E {Dss(n, k)} (25.65)

where σ 2 is the noise power and I is the identity matrix. Under the same assumptions, the data covariance
matrix, which is commonly used in array signal processing, is given by

Rzz = ARssAH + σ 2I (25.66)

where

Rzz = E {z(n)z(n)H } (25.67)

Rss = E {s(n)s(n)H } (25.68)

From Equations 25.63 and 25.66, it becomes clear that the STFDs and the covariance matrix exhibit
the same eigenstructure. This structure is often exploited to estimate some signal parameters through
subspace-based techniques.

25.4.3 Advantages of STFDs over Covariance Matrix

The STFDs allow the processing of the received data in both the spatial domain and the two-dimensional
time–frequency domain simultaneously. In time–frequency array signal processing, the STFDs are eigen-
decomposed, instead of the traditional covariance matrix Rzz, to separate the signal subspace and noise
subspace. Thanks to the availability of time-varying filtering in the time–frequency domain, the STFD-
based approaches can handle signals corrupted by interference occupying the same frequency band or
the same time slot, but with different time–frequency signatures; thus, signal selectivity is increased with
respect to covariance matrix-based methods. In addition, the effect of spreading noise power while local-
izing the user energy in the time–frequency plane amounts to increased robustness of the STFD-based
approaches with respect to noise. In other words, the eigenvectors of the signal subspace obtained from an
STFD matrix that is made up of signal autoterms are more robust to noise than those obtained from the

13This matrix is also known as the mixing matrix.
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covariance matrix. Hence, the performance of the STFD-based approaches can be significantly improved,
particularly when the input SNR is low14 (typically, an SNR of 0 dB or lower). Moreover, in [86] it is proved
that the traditional covariance-based subspace methods are low-dimensional cases of the STFD subspace
methods.

If one selects the kernel G(n, m) in Equation 25.53 so that the corresponding TFD satisfies the marginal
condition ∑

k

D̃zi z j (n, k) = E {zi (n)z j (n)∗} (25.69)

then ∑
k

D̃zz(n, k) = E {z(n)z(n)H } = Rzz (25.70)

The above equation shows that the projection of the STFD over the time domain is nothing more than the
traditional covariance matrix. Hence, the space spanned by Rzz is the projection of the space spanned by
D̃zz(n, k) over the space that is orthogonal to the frequency dimension. This means that the space spanned
by D̃zz(n, k) is the extension of the space spanned by Rzz toward a higher-dimension space. Therefore,
the Rzz-based techniques can be seen as a low-dimension special case of the D̃zz(n, k)-based ones. This
is quite straightforward since the STFD-based methods are multidimensional (spatial–time–frequency)
processing methods. Obviously, the details and signatures of the signal will be described more accurately
and finely in higher-dimension space. In fact, this is the reason that the STFD-based methods have better
performance, such as signal selectivity, interference suppression, and high resolution, over the conventional
covariance matrix-based approaches.

25.4.4 Selection of Autoterms and Cross-Terms
in the Time--Frequency Domain

STFD-based methods require computation of STFDs at different time–frequency points. At autoterm
points, where the diagonal structure of the source STFD is enforced, the data STFDs are either incorporated
into a joint diagonalization (JD) technique or eigendecomposed after simple averaging over the source
signatures of interest to estimate the mixing, or the array manifold matrix. At cross-term points, where
this time the off-diagonal structure of the source STFD is enforced, the data STFDs are incorporated in an
off-diagonalization technique to achieve the task of the mixing/propagation matrix identification.

An intuitive procedure to select the autoterms is to consider the time–frequency points corresponding
to the maximum energy in the time–frequency plane [75]. The above intuitive procedure has shown some
limitations in practical situations. A projection-based selection procedure of cross-terms and autoterms
has been proposed in [83]. The latter exploits the off-diagonal structure of the cross-source STFDs and
proceeds on whitened data STFDs. More precisely, for a cross-source STFD, we have

Trace(Dc
zz(n, k)) = Trace(UDc

ss(n, k)UH ) = Trace(Dc
ss(n, k)) ≈ 0 (25.71)

Based on this observation, the following testing procedure applies:

if
Trace{D̂zz(n, k)}
norm {D̂zz(n, k)} < ε → decide that (n, k) is a cross-term point

where the threshold ε is a positive scalar (typically ε = 0.9). In the underdetermined case (i.e., K < L ), the
matrix U (see Section 25.4.1.2) is nonsquare (with more columns than rows), and consequently, UH U �= I

14Subspace analysis of the STFDs vs. the covariance matrix is provided in [82].
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represents the projection matrix onto the row space of U. Therefore, Equation 25.71 becomes only an
approximation. An alternative solution consists of exploiting the existence of only one source at some
autoterm points. At such points, each autoterm STFD matrix is of rank one, or at least has one large
eigenvalue compared to its other eigenvalues. Therefore, one can use rank selection criteria, such as MDL
(minimum description length) or AIC (Akaike information criterion) [91], to select autoterm points as
those corresponding to STFD matrices of selected rank equal to one. For simplicity, the following criterion
can be used:

if

∣∣∣∣λmax{D̂zz(n, k)}
norm{D̂zz(n, k)} − 1

∣∣∣∣ > ε → decide that (n, k) is a cross-term point

where ε is a small positive scalar (typically, ε = 1E-4) and λmax{D̂zz(n, k)} represents the largest eigenvalue
of D̂zz(n, k).

A statistical test to decide whether a time–frequency point is dominated by auto- or cross-terms is
proposed in [92]. The latter consider the following test statistic:

Trace{D̂zz(n, k)}
norm{D̂zz(n, k)} (25.72)

To discriminate between noise and either auto- or cross-term, the variance of the test statistic is used.
Because only a single value of the test statistic is known at the time–frequency point under test, the
variance is estimated using a bootstrap resampling technique [88, 92]. Once the noise regions in the time–
frequency domain are identified, a threshold is set to distinguish the autoterms from the cross-terms.
In [93], array averaging of the STFDs is used to reduce the cross-terms without smearing the autoterms,
allowing the autoterms to be more pronounced and easier to detect in the time–frequency plane.

In [94], it is shown that for real-valued signals, the imaginary parts of the STFDs, when not equal to
zero, only correspond to cross-terms whatever the considered point in the time–frequency plane. This
result was exploited to derive a criterion for the auto- and cross-term selection. In the case of noisy signals,
reference [85] describes a detection criteria of cross- and auto-terms in the time–frequency plane by
introducing two thresholds based on the Bayesian and Neyman–Pearson approaches.

The selection of autoterms in the time–frequency domain is still an open problem. And the success
of any STFD-based technique depends highly on the performance of the employed autoterm selection
procedure.

25.4.5 Time--Frequency Direction-of-Arrival Estimation

In order to obtain the mobile users’ spatial information and achieve the space-division multiple access
(SDMA), the DOA estimation of far field sources from the multiantenna outputs is one of the important
issues in next-generation wireless communications. Thanks to their super resolution and robustness, the
subspace-based methods, such as MUSIC [95] and ESPRIT [96], are considered the most popular tech-
niques in traditional array processing. However, all these subspace methods assume the signals impinged
on the antennae stationary, while typical signals in wireless communications, such as frequency-hopping
signals or frequency-modulated signals, are nonstationary with some a priori known information on
their time-varying frequency content. In addition, several nonspatial features such as time and frequency
signatures of the signals are ignored in conventional methods. These defects may result in unaffordable
estimation error.

In most wireless communications systems, the signals are man-made and hence much information
contained in these signals is known or can be obtained a priori. One can exploit this information not only
in the spatial domain but also in the time–frequency domain in order to improve the performance. One of
these techniques is the STFD-based DOA estimation method. Recently, several traditional DOA estimation
techniques have been extended to nonstationary signals thanks to the use of STFD instead of the covariance
matrix. Hence, time–frequency MUSIC (TF-MUSIC) was first introduced in [79]; then time–frequency
maximum likelihood (TF-ML), time–frequency signal subspace fitting (TF-SSF), and time–frequency
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ESPRIT (TF-ESPRIT) were introduced in [97], [86], and [89], respectively. Below, we describe only
TF-MUSIC as an illustrative example on how the STFDs can be exploited for DOA estimation.

25.4.5.1 Data Model

Consider again Equation 25.61, which is often encountered in wireless communications:

z(n) = A(θ)s(n)+ n(n) (25.73)

Herein, the propagation matrix A(θ) = [a(θ1), . . . , a(θL )]T , also known as steering matrix, is parameter-
ized by the parameter vector θ = [θ1, . . . , θL ]T , where a(θk) and θk define the steering vector and the DOA
of the kth user, respectively.

Assuming a noise-free environment, the structure of the STFD associated with the above model is given
by

Dzz(n, k) = A(θ)Dss(n, k)A(θ)H (25.74)

25.4.5.2 TF-MUSIC

By performing the singular value decomposition (SVD) of the steering matrix,

A(θ) = [Es En][D 0]T VH (25.75)

and incorporating the results in Equation 25.74, it is easily shown that

Dzz(n, k) = [Es En]D(n, k)[Es En]H (25.76)

where D(n, k) is a block-diagonal matrix given by

D(n, k) = diag[DVH Dss(n, k)VD 0] (25.77)

Since Es and En, which span the signal subspace and noise subspace, respectively, are fixed and independent
of the time–frequency point (n, k), Equation 25.76 reveals that any matrix Dzz(n, k) is block-diagonalized
by the unitary transform E = [Es En].

A simple way to estimate Es and En is to perform the SVD on a single matrix Dzz(n, k) or an averaged
version of Dzz(n, k) over the source signatures of interest. But indeterminacy arises in the case where
Dss(n, k) is singular. To avoid this problem, a joint block diagonalization (JBD) of the combined set of
{Dzz(nl , kl )|l = 1, . . . , P } can be performed by exploiting the joint structure (Equation 25.76) of the
STFDs. This JBD is achieved by the maximization under unitary transform of the following criterion:

C (U)
=

P∑
l=1

L∑
i, j=1

∣∣uH
i Dzz(nl , kl )u j

∣∣2 (25.78)

over the set of unitary matrices U = [u1, . . . , uK ]. Note that in [98], an efficient algorithm for solving
Equation 25.78 exists. Once the signal and noise subspaces are estimated, one can use any subspace-based
technique to estimate the DOAs. The MUSIC algorithm [95] is then applied to the noise subspace matrix
Ên estimated from Equation 25.78. Hence, the TF-MUSIC algorithm estimates the DOAs by finding the
L largest peaks of the localization function

f (θ) =
∣∣ÊH

n a(θ)
∣∣−2

(25.79)

25.4.6 Time--Frequency Source Separation

Currently, blind source separation is considered one of most promising techniques in wireless commu-
nications and more specifically in multiuser detection. The underlying problem consists of recovering
the original waveforms of the user-emitted signals without any knowledge on their linear mixture. This
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mixture can be either instantaneous or convolutive. The problem of blind source separation has two in-
herent indeterminacies such that source signals can only be identified up to a fixed permutation and some
complex factors [99].

So far, the problem of blind source separation has been solved using statistical information available
on the source signals. The first solution was based on the cancellation of higher-order moments assuming
non-Gaussian and independent and identically distributed (i.i.d.) signals [100]. Other solutions based on
minimization of cost functions, such as contrast functions [101] or likelihood function [102], have been
proposed. In the case of non-i.i.d. signals and even Gaussian sources, solutions based on second-order
statistics were also proposed [99].

When the frequency content of the source signals is time varying, one can exploit the powerful tool of
the STFDs to separate and recover the incoming signals. In this context, the underlying problem can be
regarded as signal synthesis from the time–frequency plane with the incorporation of the spatial diversity
provided by the antennae.

In contrast to conventional blind source separation approaches, the STFD-based signal separation
techniques allow separation of Gaussian sources with identical spectral shape provided that the sources
have different time–frequency signatures. Below, we describe applications of the STFDs for the separation
of both instantaneous and convolutive mixtures.

25.4.6.1 Separation of Instantaneous Mixture

The multiantenna signal z(n) is assumed to be nonstationary and to obey the linear model in Equa-
tion 25.55. The problem under consideration consists of identifying the matrix A and recovering the
source signals s(n) up to a fixed permutation and some complex factors.

By selecting autoterm points, the whitened auto-STFDs have the structure in Equation 25.59 that we
recall herein:

Dzz(n, k) = UDa
ss(n, k)UH (25.80)

with Da
ss(n, k) a diagonal matrix. The missing unitary matrix U is retrieved up to permutation and phase

shifts by JD of a combined set {Dzz(na , ka )|a = 1, . . . , P } of P auto-STFDs. The incorporation of several
autoterm points in the JD reduces the likelihood of having degenerate eigenvalues and increases robustness
to a possible additive noise. The above JD is defined as the maximization of the following criterion:

CJD(V)
=

P∑
a=1

L∑
i=1

∣∣vH
i Dzz(na , ka )vi

∣∣2 (25.81)

over the set of unitary matrices V = [v1, . . . , vL ].
The selection of cross-term points leads to the whitened cross STFD (Equation 25.60),

Dzz(n, k) = UDc
ss(n, k)UH (25.82)

with Dc
ss(n, k) an off-diagonal matrix. The unitary matrix U is found up to permutation and phase shifts

by joint off-diagonalization (JOD) of a combined set {Dzz(nc , kc )|c = 1, . . . , Q} of Q cross-STFDs.
This JOD is defined as the maximization of the following criterion:

CJOD(V)
= −

Q∑
c=1

L∑
i=1

∣∣vH
i Dzz(nc , kc )vi

∣∣2 (25.83)

over the set of unitary matrices V = [v1, . . . , vL ].
The unitary matrix U can also be found up to permutation and phase shifts by a combined JD/JOD of

the two sets {Dzz(na , ka )|a = 1, . . . , P } and {Dc
zz(nc , kc )|c = 1, . . . , Q}.

Once the unitary matrix U is obtained from either the JD, JOD, or combined JD/JOD, an estimate
of the mixing matrix A can be computed by the product W#U, where W is the whitening matrix (see
Section 25.4.1.2). An estimate of the source signals s(n) can then be obtained by the product A#z(n).
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25.4.6.2 Separating More Sources Than Sensors

A challenging problem consists of the blind separation of more sources than sensors (i.e., L > K ); this
problem, also known as the underdetermined blind source separation problem, was pointed out for the
first time in [102] while separating discrete sources. Since then, several other works based on a priori
knowledge of the probability density functions of the sources [103, 104] were conducted. In [105], an
approach for the resolution of the aforementioned problem exploits the concept of disjoint orthogonality
of short Fourier transforms. Herein, for the resolution of the underdetermined problem, we review a
STFD-based blind source separation method [84].

We start by selecting autoterm points where only one source exists, as described in Section 25.4.4. The
corresponding STFD then has the following form:

Dzz(n, k) = Dsi si (n, k)ai aH
i , where (n, k) ∈ 	i (25.84)

where 	i denotes the time–frequency support of the i th source. The idea of the algorithm consists of
clustering together the autoterm points associated with the same principal eigenvector of Dzz(n, k) rep-
resenting a particular source signal. Once the clustering and classification of the autoterms are done, the
estimates of the source signals are obtained from the selected autoterms using a time–frequency synthesis
algorithm [20]. Note that the missing autoterms in the classification, often due to intersection points,
are automatically interpolated in the synthesis process. An advanced clustering technique of the above
autoterms based on gap statistics is proposed in [106].

25.4.6.3 Separation of Convolutive Mixtures

Consider a convolutive multiple-input multiple-output linear time-invariant model given by

zi (n) =
L∑

j=1

C∑
c=0

ai j (c)s j (n − c) for i = 1, . . . , K (25.85)

where s j (n), j = 1, . . . , L , are the L source signals; zi (n), i = 1, . . . , K , are the K > L sensor signals;
and ai j (c) is the transfer function between the j th source and the i th sensor with an overall extent of
(C+1) taps. The sources are assumed to have different time–frequency signatures, and the channel matrix
A defined below in Equation 25.87 is full column rank.

In matrix form, Equation 25.85 becomes

z(n) = As(n) (25.86)

where

s(n)= [s1(n), . . . , s1(n − (C + C ′)+ 1), . . . , s L (n − (C + C ′)+ 1)]T

z(n)= [z1(n), . . . , z1(n − C ′ + 1), . . . , zK (n − C ′ + 1)]T

A =

⎡
⎢⎣

A11 · · · A1L

...
. . .

...
AK 1 · · · AK L

⎤
⎥⎦ (25.87)

with

Ai j =

⎡
⎢⎢⎣

ai j (0) · · · ai j (C ) · · · 0

. . .
. . .

. . .

0 · · · ai j (0) · · · ai j (C)

⎤
⎥⎥⎦ (25.88)

Note that A is a [K C ′ × L (C + C ′)] matrix and Aij are [C ′ × (C + C ′)] matrices. C ′ is chosen such that
K C ′ ≥ L (C + C ′).
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Herein, the same formalism as in the instantaneous mixture case is retrieved and the data STFDs still
have the same expression as in Equation 25.56. However, the source auto-STFDs, Da

ss(n, k), are not diagonal
but block diagonal with diagonal blocks of size (C+C ′)×(C+C ′). Note that the block diagonal structure
comes from the fact that the cross-terms between si (n) and si (n− d), where d is some delay, are not zero
and depend on the local correlation structure of the signal. This block diagonal structure is exploited to
achieve the separation of the convolutive mixture.

25.4.6.4 STFD-Based Separation

First the data vector z(n) is whitened. The whitening matrix W is of size [L (C ′ + C)× K C ′] and verifies

WE {z(n)z(n)H }WH = WRzzWH = (WAR
1
2
ss)(WAR

1
2
ss)H = I (25.89)

where Rzz and Rss denote the covariance matrices of z(n) and s(n), respectively. Equation 25.89 shows that
if W is a whitening matrix, then

U = WAR
1
2
ss (25.90)

is a L (C ′ + C) × L (C ′ + C ) unitary matrix where R
1
2
ss (Hermitian square root matrix of Rss) is block

diagonal. The whitening matrix W can be determined from the eigendecomposition of the data covariance
matrix Rzz as in [78].

Now by considering the whitened STFD matrices Dzz(n, k) and the above relations, we obtain the key
relation

Dzz(n, k) = UR
− 1

2
ss Dss(n, k)R

− 1
2

ss UH = UD(n, k)UH (25.91)

where D(n, k) = R
− 1

2
ss Dss(n, k)R

− 1
2

ss .
Since the matrix U is unitary and D(n, k) is block diagonal, the latter just means that any whitened

STFD matrix is block diagonal in the basis of the column vectors of matrix U. The unitary matrix can be
retrieved by computing the block diagonalization of some matrix Dzz(n, k). But to reduce the likelihood of
indeterminacy and increase the robustness of determining U, we consider the JBD of a set {Dzz(nl , kl ); l =
1, . . . , P }of P whitened STFD matrices. This JBD is achieved by the maximization under unitary transform
of the following criterion:

C (U)
=

P∑
l=1

L∑
m=1

(C ′+C)m∑
i, j=(C ′+C)(m−1)+1

∣∣uH
i Dzz(nl , kl )u j

∣∣2 (25.92)

over the set of unitary matrices U = [u1, . . . , uL (C ′ +C)]. Note that an efficient Jacobi-like algorithm for
the minimization of Equation 25.92 exists in [98, 107].

Once the unitary matrix U is determined up to a block diagonal unitary matrix D coming from the
inherent indeterminacy of the JBD problem [108], the recovered signals are obtained up to a filter by

ŝ(n) = UH Wz(n) (25.93)

According to Equations 25.86 and 25.90, the recovered signals verify

ŝ(n) = D̃s(n) (25.94)

with

D̃ = DR
− 1

2
ss (25.95)

where we recall that the matrix R
− 1

2
ss and D are the block diagonal matrix and unitary block diagonal matrix,

respectively. Consequently, D̃ is also a block diagonal matrix, and the above STFD-based technique leads
to the separation of the convolutive mixture up to a filter instead of a full MIMO deconvolution procedure.
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Note that if needed, a SIMO (single-input multi-output) deconvolution/equalization [109] can be applied
to the estimated sources of Equation 25.94.

25.5 Other TFSP Applications in Wireless Communications

25.5.1 Precoding for LTV Channels

Linear precoding is a useful signal processing tool for coping with frequency-selective propagation channels
encountered with high-rate wireless transmission.

Precoding consists of mapping each incoming block of M symbols onto a P-long vector through a
P ×M (P > M) matrix referred to as the precoding matrix. Each received block is then multiplied by
a M× P decoding matrix to retrieve the original symbols under the condition M > L and P =M+ L ,
where L is the overall channel length. To avoid interblock interference, guard intervals can be used, as in
OFDM, for example. This can be done by forcing either the last L rows of the precoding matrix or the first
L columns of the decoding matrix to zero [110].

Precoding of LTV channels can be optimized by a priori knowledge of the channel temporal evolution.
This knowledge can be provided by a feedback channel such that the receiver estimates periodically the
channel parameters, also called channel status information (CSI) [110], and sends them back to the
transmitter. The latter uses this CSI to predict the channel evolution within a finite time interval and
commutes the optimal precoder. The optimality herein should be understood in the sense of maximizing
the information rate over the linear channel affected by additive Gaussian noise. Under the constraint of
a fixed average transmit power, the optimal precoder, i.e., the optimal precoding matrix, is obtained from
the SVD of the channel matrix15 [111, 113].

In [110], a physical interpretation of the optimal precoding for time- and frequency-dispersive channels
is provided thanks to an approximate analytic model for the eigenfunctions of LTV channels.16 The
approximate model is valid for multipath channels with finite Doppler and delay spread. Under the
above model and using a time–frequency representation of the eigenfunctions, the latter are shown to
be characterized by an energy distribution along curves, in the time–frequency plane, given by contour
lines of the time–frequency representation of the LTV channel. In the same reference, it is also shown
under mild conditions often met in practice that the TFDs of the right singular vectors of the LTV channel
are mainly concentrated along the curves where the energy in the time–frequency domain of the channel
equals the square of the associated singular value. The TFDs of the left singular vectors are simply time- and
frequency-shift versions of the TFDs of the right singular vectors. This interpretation clearly establishes the
optimal power allocation in the time–frequency domain as a generalization of the well-known water-filling
principle [112, 114]. The above interpretation also allows an approximate computation of the channel
singular vectors and values directly from the time–frequency representation of the LTV channel, without
computing the SVD.

25.5.2 Signaling Using Chirp Modulation

TFSP tools can be used for the receiver design and for optimizing the design parameters of a spreading
system using a chirp modulation scheme.

Indeed, chirp signals or, equivalently, linear FM signals have been widely used in sonar applications for
range and Doppler estimation, as well as in radar systems for pulse compression. Thanks to their particular
time–frequency signatures, these signals provide high interference rejection and inherent immunity against

15The channel matrix is the transfer matrix from the transmitted block vector to the received block vector.
16v(t) is said to be an eigenfunction of f (t) if and only if λv(t) =

∫ +∞
−∞ f (t − t ′)v(t ′)dt ′, where λ is known as the

associated eigenvalue.
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Doppler shift and multipath fading [115] in wireless communications. In addition, they are bandwidth
efficient [117]. It have been shown [118] that for a same SNR and Doppler shift, the chirp signaling
outperforms the frequency shift keying (FSK) signaling, thanks to their better cross-coherence properties,
compared to FSK.

Signaling using chirp modulation is also seen as a spread-spectrum technique, which is defined as “a
mean of transmission in which the signal occupies a bandwidth in excess of the minimum necessary
to send the information” [41]. Chirp modulation was first suggested in [117] by using a pair of linear
chirps with opposite chirp rates for binary signaling. A system for multiple access within a common
frequency band was proposed in [119] by assigning pairs of linear chirps with different chirp rates to
several users. In this system, the number of users simultaneously accessing the shared resources is limited
by the MAI for a given time–bandwidth product. To reduce this shortcoming, the chirp signals are selected
in [116] such that they all have the same power as well as the same bandwidth, offering inherent protection
against frequency-selective fading. Further, the combination of chirp modulation signaling with frequency-
hopping (FH) multiple access was proposed in [115]. The obtained hybrid system (Figure 25.11) improves
communications system performance, especially in multipath fading-dispersive channels. Note that this
system was extended to FH-CDMA in [120] and compared to the FSK-FH-CDMA system, leading to the
same conclusion as in [115]. In [121], the chirp parameters, to be used in chirp modulation signaling,
are selected under the actual time–bandwidth requirements so as to reduce significantly multiple-access
interference and bit error rates.

25.5.3 Detection of FM Signals in Rayleigh Fading

Diversity reception is currently one of the most effective techniques for coping with the multipath Rayleigh
fading effect in mobile environments [5]. It requires a number of signal transmission paths that carry the
same information but have uncorrelated multipath fadings. A circuit to combine the received signals or
select one of the paths is necessary. Diversity techniques take advantage of the fact that signals exhibit fades
at different places in time, frequency, or space, depending on different situations. However, a diversity
scheme normally requires a number of antennae at the transmitter or receiver, resulting in high cost and
redundancy of information. Herein, we review a method that can overcome this problem.
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Given a transmitted signal s (t) under such an environment, the received signal x(t)17 is then considered
random and may be modeled as [5]

x(t) =
N∑

i=1

ai s (t − τ i ) exp{ jθ i } (25.96)

where N is the number of received waves and ai , τ i , and θ i are the random attenuation, multipath delay,
and phase shift associated with the i th path, respectively. When considering narrowband communications
with frequency or phase modulation, the transmitted signals have the following form:

s (t) = exp{ j [2π fo t +�s (t)]} (25.97)

where �s (t) represents the baseband signal and fo is the carrier frequency. The received signal x(t) will
then be expressed as

x(t) = r (t) exp{ j [2π fo t +�s (t)+�r (t)]} (25.98)

For non-Rician channels (in general, channels with no line-of-sight path), envelope r (t) can be assumed
to be Rayleigh distributed and hence has an autocorrelation function approximated by [122]

Rr (τ ) ≈ α(1+ 1/4η(τ )) (25.99)

where α is some constant and η(τ ) is some particular function. The Fourier transform of the latter, referred
to as Sη, exhibits a peak at the zero frequency [5]. The spectrum of the signal envelope is then given
by

SR( f ) = α(δ( f )+ 1

4
Sη( f )) (25.100)

In [124, 125], it is shown that for various types of frequency modulation, the second-order Wigner–Ville
spectrum (WVS)18 (or spectra of other TFDs) of the received FM signal x(t) has a delta concentration
along the IF of the transmitted signal. The special structure of the envelope spectrum (Equation 25.100)
makes the delta concentration possible in the TF plane of the WVS (or spectra of other TFDs). Conse-
quently, the detection of FM signals through the Rayleigh flat fading environment can be achieved in the
above time–frequency plane without the use of the conventional diversity techniques or higher-order
spectra approach [126].

25.5.4 Mobile Velocity/Doppler Estimation
Using Time--Frequency Processing

Many wireless communications systems require prior knowledge of the mobile velocity. This knowledge
allows compensation of distortions introduced by the communications channel. In addition, reliable esti-
mates of the mobile velocity are useful for effective dynamic channel assignment and for the optimization
of adaptive multiple access. In another chapter of [127], an overview of existing velocity estimators is
given, particularly an estimator based on the estimation of the IF of the received signal. In contrast to
approaches based on the envelope of the received signal, the IF-based velocity estimators are robust to
shadow fading, which is produced by variations of the average of the received signal envelope over few
wavelengths. Interested readers can refer to [127] for more details.

17Random terms are hereafter underlined to distinguish them from deterministic terms.
18The second-order time-varying Wigner–Ville spectrum is defined as [123]

W (2)
x (t, f )

=
∫ ∞

−∞
E {x(t + τ/2)x∗(t − τ/2)}e− j 2π f τ dτ
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25.6 Conclusion

The review of contributions made in applying TFSP to communications in general and wireless com-
munications in particular indicates a wide range of possible uses of TFSP methods and techniques in
these areas. Introducing the basics of TFSP and the motivation behind the use of TFSP techniques in
wireless communications allowed the obtaining of a deeper understanding of how to match the prop-
erties of TFSP to the problems encountered in wireless communications. The application of TFSP in
spread-spectrum communications systems includes channel identification, scattering function estima-
tion, and interference (MAI and ISI) mitigation. Improvements of performance can be obtained in all
these areas by adapting TFSP methodologies. Similarly, time–frequency array processing techniques are
well suited for source localization and blind source separation. Other application issues in wireless com-
munications that we are briefly discussed show that there are great potential benefits in further explor-
ing the use of TFSP techniques for current issues in wireless communications and, more generally, in
telecommunications.

In particular, note that the use of TFSP in spread-spectrum and array processing applications attracts
more and more attention within the signal processing and communications communities. Indeed, using
spatial diversity in conjunction with time and frequency diversity is a very powerful means of exploiting
and extracting the received signal information. This is the main motivation behind the increasing number
of TFSP-based array processing methods and applications that include source localization and source
separation problems.

On the other hand, the spread-spectrum-based applications are driven by the fact that the third and
most probably the fourth mobile generation systems will be based on the CDMA/MC-CDMA transmission
technique. In such systems, the need to combat interuser interference and interchannel interference leads
to the problem of the design of an orthogonal function in the time–frequency domain. Past and present
research work has been and is being conducted to optimize the modulation/transmission scheme (e.g., by
using chirp modulation) as well as the receiver/detection scheme. However, no final or optimal solution
is available yet, and many open problems are still to be solved, for example, by using TFSP theories and
methods.
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[17] S. Verdú, Multiuser Detection, Cambridge, U.K.: Cambridge University Press, 1998.
[18] V. Sucic, B. Barkat, and B. Boashash, “Performance evaluation of the B distribution,” in Proceedings

of the Fifth International Symposium on Signal Processing and Its Applications, ISSPA ’99, Vol. 1,
Brisbane, Queensland, Australia, August 1999, pp. 267–270.

[19] B. Boashash and V. Sucic, “Resolution measure criteria for the objective assessment of the per-
formance of quadratic time–frequency distributions,” IEEE Transactions on Signal Processing, 51,
1253–1263, 2003.

[20] G.F. Boudreaux-Bartels and T.W. Marks, “Time-varying filtering and signal estimation using Wigner
distributions,” IEEE Transactions on Acoustics, Speech, and Signal Processing, 34, 422–430, 1986.

[21] B. Boashash, “Time-frequency signal analysis,” in Advances in Spectrum Analysis and Array Processing,
Vol. I, S. Haykin, Ed., Englewood Cliffs, NJ: Prentice Hall, 1991, chap. 9, pp. 418–517.

[22] T.J. McHale and G.F. Boudreaux-Bartels, “An algorithm for synthesizing signals from partial time-
frequency models using the cross Wigner distribution,” IEEE Transactions on Signal Processing, 41,
1986–1990, 1993.

[23] J.C. Wood and D.T. Barry, “Linear signal synthesis using the Radon-Wigner transform,” IEEE Trans-
actions on Signal Processing, 42, 2105–2111, 1994.

[24] F. Hlawatsch and W. Krattenthaler, “Signal synthesis algorithms for bilinear time-frequency sig-
nal representations,” in The Wigner Distribution: Theory and Applications in Signal Processing,
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Abstract

Many statistical signal processing problems found in digital communications involve making inferences
about the transmitted information data based on the received signals in the presence of various unknown
channel distortions. The optimal solutions to these problems are often too computationally complex
to implement by conventional signal processing methods. The recently emerged Bayesian Monte Carlo
signal processing methods, the relatively simple yet extremely powerful numerical techniques for Bayesian
computation, offer a novel paradigm for tackling these problems. These methods fall into two categories: the
Markov chain Monte Carlo (MCMC) methods for batch signal processing and the sequential Monte Carlo
(SMC) methods for adaptive signal processing. We provide an overview of the theories and applications
of both the MCMC and SMC methods. The salient features of these techniques include the following:
(1) they are optimal in the sense of achieving minimum symbol error rate; (2) they do not require the
knowledge of the channel states, and they do not explicitly estimate the channel by employing training
signals or decision feedback; and (3) being soft input soft output in nature, they are well suited for iterative
(turbo) processing in coded systems.
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26.1 Introduction

In digital communications, the transmitter transmits a sequence of symbols X = (x1, x2, . . . , xn), where
xi ∈ A can be either a scaler or a vector and A is a finite set of all possible transmitted symbols. At the
receiver end, the received signal denoted as Y = r (τ ; X, Θ) is a random continuous function of time τ ,
which is dependent of the transmitted symbol sequence X and some unknown parametersΘ. TypicallyΘ is
a multidimensional continuous-valued quantity used to describe the channel characteristic. In this context,
the following two statistical inference problems based on the maximum likelihood (ML) principle are of
interest and have been the subject of intense research in the fields of communications and signal processing:

� Sequence detection: Assuming Θ is known, find the ML estimate of X:

X̂ = arg max
X∈An

p(Y | X) (26.1)

� Channel estimation: Assuming X is known, find the ML estimate of Θ:

Θ̂= arg max
Θ

p(Y | Θ) (26.2)

Typically the transmitter first transmits a sequence of known symbols, based on which channel esti-
mation is performed at the receiver. The information symbol sequence is then transmitted and sequence
detection is performed at the receiver using the estimated channel. Such an “estimate-then-plug-in” ap-
proach, although popular in engineering practice, is ad hoc and bears no theoretical optimality. In fact,
the objective of digital communications is to reliably transmit information between the transmitter and
receiver, and channel estimation is not necessarily essential for achieving this. Indeed, the channel param-
eters Θ can be viewed as “hidden” random data and the ultimate symbol sequence detection problem
becomes finding

X̂ = arg max
X∈An

E {p(Y | Θ, X) | X} (26.3)

where E {·} denotes the expectation taken with respect to the distribution of Θ. The inference problem
in Equation 26.3 can be solved using the expectation–maximization (EM) algorithm [9]. This approach
to receiver design in digital communications, although theoretically appealing, suffers from a spectral
efficiency problem. This is because in order for the EM algorithm to converge to the ML solution, the
initial estimate of the symbol sequence must be close to the ML estimate. Hence, a training symbol sequence
has to be employed for this purpose, which results in a loss of spectral efficiency.

An entirely different approach to the design of the optimal digital communications receiver is based on
the Bayesian formulation of the problem. In this approach, all unknowns X and Θ are treated as random
quantities with some independent prior distributions p(X) and p(Θ), respectively. We are then interested
in computing the a posteriori probability distribution of each transmitted symbol:

P (xt = a� | Y)=
∑

X[−t]∈An−1

p(X | Y) (26.4)

=
∑

X[−t]∈An−1

∫
p(X, Θ | Y)dΘ, ∀a� ∈ A (26.5)

where X[−t]
$= X\xt . Note that the joint posterior density in Equation 26.5 can be written as

p(X, Θ | Y)∝ p(Y | X, Θ) p(X) p(Θ) (26.6)

In many Bayesian analyses, the computation involved in eliminating the nuisance parameters and
missing data is so difficult that one has to resort to some analytical or numerical approximations. These
approximations were often case specific and were the bottleneck that prevented the Bayesian method from
being widely used. In late 1980s and early 1990s, statisticians discovered that a wide variety of Monte Carlo
strategies can be applied to overcome the computational difficulties encountered in almost all likelihood-
based inference procedures. Soon afterwards, this rediscovery of the Monte Carlo method as one of the
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most versatile and powerful computational tools began to invade other quantitative fields such as artificial
intelligence, computational biology, engineering, financial modeling, etc. [20].

Suppose we can generate random samples (either independent or dependent)

(X(1), Θ(1)), (X(2), Θ(2)), . . . , (X(ν), Θ(ν))

from the joint distribution in Equation 26.6. Then we can approximate the marginal distribution in
Equation 26.5 by the empirical distribution (i.e., the histogram) based on x(1)

t , x(2)
t , . . . , x(ν)

t , the component
of xt in X( j ),

P (xt = a� | Y)∼= 1

ν

ν∑
j=1

I
(

x( j )
t = a�

)
(26.7)

where I (·) is an indicator function. Depending on how the data are processed and the inference is made,
signal processing methods fall into one of two categories: batch processing and adaptive (i.e., sequential)
processing. In batch signal processing, the entire data block Y is received and stored before it is processed,
and the inference about X is made based on the entire data block Y . In adaptive processing, however,
inference is made sequentially (i.e., on-line) as the data being received. For example, at time t, after a
new sample yt is received, an update on the inference about some or all elements of X is made. On the
other hand, most Monte Carlo techniques fall into one of the following two categories: Markov chain
Monte Carlo (MCMC) methods, corresponding to batch processing, and sequential Monte Carlo (SMC)
methods, corresponding to adaptive processing.

26.2 MCMC Methods

26.2.1 General MCMC Algorithms

Markov chain Monte Carlo is a class of algorithms that allow one to draw (pseudo-) random samples from
an arbitrary target probability distribution, p(x), known up to a normalizing constant. The basic idea
behind these algorithms is that one can achieve the sampling from p by running a Markov chain whose
equilibrium distribution is exactly p. Two basic types of MCMC algorithms, the Metropolis algorithm and
the Gibbs sampler, have been widely used in diverse fields. The validity of both algorithms can be proved
by the basic Markov chain theory.

26.2.1.1 Metropolis--Hastings Algorithm

Let p(x) = c exp{− f (x)} be the target probability distribution from which we want to simulate random
draws. The normalizing constant c may be unknown to us. Metropolis et al. [25] first introduced the
fundamental idea of evolving a Markov process in Monte Carlo sampling, which was later generalized by
Hastings [15]. Starting with any configuration x(0), the algorithm evolves from the current state x(t) = x
to the next state x(t+1) as follows.

Algorithm 26.1 (Metropolis--Hastings algorithm)
� Propose a random perturbation of the current state, i.e., x → x′, where x′ is generated from a

transition function T(x(t) → x′), which is nearly arbitrary (of course, some are better than others
in terms of efficiency) and is completely specified by the user.

� Compute the Metropolis ratio

r (x, x′) = p(x′)T(x′ → x)

p(x)T(x → x′)
(26.8)

� Generate a random number u ∼ uniform(0,1). Let x(t+1) = x′ if u ≤ r (x, x′), and let x(t+1) = x(t)

otherwise.
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It is easy to prove that the Metropolis–Hastings (M-H) transition rule results in an actual transition
function A(x, y) (it is different from T because an acceptance/rejection step is involved) that satisfies the
detailed balance condition

p(x)A(x, y) = p(y)A(y, x) (26.9)

which necessarily leads to a reversible Markov chain with p(x) as its invariant distribution.
The Metropolis algorithm has been extensively used in statistical physics over the past 40 years and is

the cornerstone of all MCMC techniques recently adopted and generalized in the statistics community.
Another class of MCMC algorithms, the Gibbs sampler [8], differs from the Metropolis algorithm in that
it uses conditional distributions based on p(x) to construct Markov chain moves.

26.2.1.2 Gibbs Sampler

Suppose x = (x1, . . . , xd ), where xi is either a scalar or a vector. In the Gibbs sampler, one systematically
or randomly chooses a coordinate, say xi , and then updates its value with a new sample x ′i drawn from the
conditional distribution p(· | x[−i]). Algorithmically, the Gibbs sampler can be implemented as follows.

Algorithm 26.2 (Gibbs sampler)

Let the current state be x(t) = (x(t)
1 , . . . , x(t)

d ).

For i = 1, . . . , d , we draw x(t+1)
i from the conditional distribution

p
(

xi | x(t+1)
1 , . . . , x(t+1)

i−1 , x(t)
i+1, . . . , x(t)

d

)
Alternatively, one can randomly scan the coordinate to be updated. Suppose currently x(t) = (x(t)

1 , . . . , x(t)
d ).

Then one can randomly select i from the index set {1, . . . , d} according to a given probability vector
(π1, . . . , πd ) and then draw x(t+1)

i from the conditional distribution p(· | x(t)
[−i]), and let x(t+1)

[−i] = x(t)
[−i].

It is easy to check that every individual conditional update leaves p invariant. Suppose currently x(t) ∼ p.
Then x(t)

[−i] follows its marginal distribution under p. Thus,

p
(

x(t+1)
i | x(t)

[−i]

) · p
(

x(t)
[−i]

) = p
(

x(t+1)
i , x(t)

[−i]

)
(26.10)

which implies that the joint distribution of (x(t)
[−i], x(t+1)

i ) is unchanged at p after one update.
The Gibbs sampler’s popularity in statistics communities stems from its extensive use of conditional

distributions in each iteration. The data augmentation method [27] first linked the Gibbs sampling structure
with missing data problems and EM-type algorithms. The Gibbs sampler was further popularized by [7],
where it was pointed out that the conditionals needed in Gibbs iterations are commonly available in many
Bayesian and likelihood computations. Under regularity conditions, one can show that the Gibbs sampler
chain converges geometrically and its convergence rate is related to how the variables correlate with each
other [19]. Therefore, grouping highly correlated variables together in the Gibbs update can greatly speed
up the sampler.

26.2.1.3 Other Techniques

A main problem with all the MCMC algorithms is that they may, for some problems, move very slowly
in the configuration space or may be trapped in a local mode. This phenomenon is generally called slow
mixing of the chain. When the chain is slow mixing, estimation based on the resulting Monte Carlo samples
becomes very inaccurate. Some recent techniques suitable for designing more efficient MCMC samplers
include parallel tempering [10], the multiple-try method [23], and evolutionary Monte Carlo [17].

Copyright © 2005 by CRC Press LLC



26.2.2 Applications of MCMC in Digital Communications

In this section, we discuss MCMC-based receiver signal processing algorithms for several typical commu-
nication channels, when the channel conditions are unknown a priori.

26.2.2.1 MCMC Detectors in AWGN Channels

We start with the simplest channel model in digital communications — the additive white Gaussian noise
(AWGN) channel. After filtering and sampling of the continuous-time received waveform, the discrete-time
received signal in such a channel is given by

yt = φ xt + vt , t = 1, 2, . . . , n (26.11)

where yt is the received signal at time t, xt ∈ {+1,−1} is the transmitted binary symbol at time t, φ ∈ IR
is the received signal amplitude, and vt is an independent Gaussian noise sample with zero mean and
variance σ 2, i.e., vt ∼ N (0, σ 2). Denote X

$= [x1, . . . , xn] and Y
$= [y1, . . . , yn]. Our problem is to

estimate the a posteriori probability distribution of each symbol based on the received signal Y , without
knowing the channel parameters (φ , σ 2). The solution to this problem based on the Gibbs sampler is as
follows. Assuming a uniform prior for φ, a uniform prior for X (on {−1,+1}n), and an inverse χ2 prior
for σ 2, σ 2 ∼ χ−2(ν, λ), the complete posterior distribution is given by

p(X, φ , σ 2 | Y) ∝ p(Y | X, φ , σ 2) p(φ) p(σ 2)p(X) (26.12)

The Gibbs sampler starts with arbitrary initial values of X(0) and for k = 0, 1, . . . iterates between the
following two steps.

Algorithm 26.3 (two-component Gibbs detector in AWGN channel)
� Draw a sample (φ(k+1), σ 2(k+1)) from the conditional distribution (given X(k))

p
(
φ , σ 2 | X(k), Y

)∝ (σ 2)−
n
2 exp

[
− 1

2σ 2

n∑
t=1

(
yt − φ x(k)

t

)2

]
· (σ 2

)− ν+2
2 exp

(
− νλ

2σ 2

)

∝ π (k+1)(φ | σ 2) π (k+1)(σ 2) (26.13)

where

π (k+1)(σ 2) ∼ χ−2

⎛
⎝ν + n − 1,

1

ν + n − 1

⎡
⎣νλ+

n∑
t=1

y2
t −

1

n

(
n∑

t=1

yt x(k)
t

)2
⎤
⎦
⎞
⎠ (26.14)

and

π (k+1)(φ | σ 2) ∼ N
(

1

n

n∑
t=1

yt x(k)
t ,

σ 2

n

)
(26.15)

� Draw a sample X(k+1) from the following conditional distribution, given (φ(k+1), σ 2(k+1)):

p(X | φ(k+1), σ 2(k+1), Y)=
n∏

t=1

p(xt | yt , φ
(k+1), σ 2(k+1))

∝
n∏

t=1

exp

[
− 1

2σ 2(k+1)
(yt − φ(k+1) xt )

2

]
(26.16)
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That is, for t = 1, . . . , n and b ∈ {+1,−1}, draw x(k+1)
t from

P
(

x(k+1)
t = b

)= [1+ exp

(
−2b φ(k+1) yt

σ 2(k+1)

)]−1

(26.17)

It is worthwhile to note that one can integrate out φ and σ 2 in Equation 26.12 analytically to get the
marginal target distribution of X, which can provides some further insight. More precisely, we have

π(X) ∝
⎡
⎣νλ+

n∑
t=1

y2
t −

1

n

(
n∑

t=1

xt yt

)2
⎤
⎦
−(n+ν)/2

(26.18)

This defines a distribution on the space of an n-dimensional cube. The mode of this distribution is clearly
at X̃, and−X̃, where X̃ = sign(Y). Intuitively, this is the ‘obvious solution’ in this simple setting but is not
easy to generalize. Based on Equation 26.18, we can derive another Gibbs sampling algorithm as follows.

Algorithm 26.4 (one-component Gibbs detector in AWGN channel)
� Choose t from 1, . . . , n by either the random scan (i.e., the t is chosen at random) or the deterministic

scan (i.e., one cycle t from 1 to n systematically). Update X(k) to X(k+1), where x(k)
s = x(k+1)

s for
s �= t and x(k+1)

t is drawn from the conditional distribution

π
(

xt = b | X(k)
[−t]

) = π
(

xt = b, X(k)
[−t]

)
π
(

xt = b, X(k)
[−t]

)+ π
(

xt = −b, X(k)
[−t]

) (26.19)

where π(X) is as in Equation 26.18. When the variance σ 2 is known,

π(X) ∝ exp

⎧⎨
⎩ 1

2nσ 2

(
n∑

t=1

xt yt

)2
⎫⎬
⎭ (26.20)

Besides the two Gibbs samplers just described, an attractive alternative is the Metropolis algorithm
applied directly to Equation 26.18. Suppose X(k) = (x(k)

1 , . . . , x(k)
n ). At step k+1, the Metropolis algorithm

proceeds as follows.

Algorithm 26.5 (Metropolis detector in AWGN channel)
� Choose t ∈ {1, . . . , n} either by the random scan or by the deterministic scan. Define Z =

(z1, . . . , zn) where zt = −x(k)
t and zs = x(k)

s for s �= t. Generate independently U ∼ uniform(0, 1).
Let X(k+1) = Z if

U ≤ min

{
1,

π(Z)

π(X(k))

}
(26.21)

and let X(k+1) = X(k) otherwise.

This Metropolis algorithm differs from the one-component Gibbs detector only slightly in the way of
updating x(k)

t to x(k+1)
t . That is, the Metropolis algorithm always forces the change (to −x(k)

t ) unless it is
rejected, whereas the Gibbs sampler voluntarily selects whether to make the change so that no rejection
is incurred. It is shown in [18] that when the random scan is used, the Metropolis rule always results
in a smaller second-largest eigenvalue (not in absolute value) than the corresponding Gibbs sampler.
Thus, when the target distribution is relatively peaked (high signal-to-noise ratio (SNR)), the Metropolis
algorithm is slightly preferable. However, the Metropolis algorithm may have a large (in absolute value)
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negative eigenvalue when the target distribution is flatter (low SNR). In practice, however, the large
negative eigenvalue is not a serious concern. No clear theory is available when a deterministic scan is used
for updating. Simulations suggest that a similar result to that of the random scan samplers seems to hold
well.

To overcome the phase ambiguity, one can either restrict φ to be positive or, alternatively, use differential
encoding. Let the information sequence be st ∈ {+1,−1}, t = 2, . . . , n. In differential coding, we construct
the transmitted sequence xt ∈ {+1,−1}, t = 1, . . . , n, such that xt = xt−1st . To obtain Monte Carlo draws
from the posterior distribution of p(S, φ , σ 2 | Y), we use one of the MCMC algorithms to generate a
Markov chain on (X, φ , σ 2) and then convert the samples of X to S using s (k)

t = x(k)
t x(k)

t−1, t = 2, . . . , n.
Note that in this way X and −X result in the same S. Since {X(k)} is a Markov chain, so is {S(k)}. The
transition probability from S(k) to S(k+1) is given by

P (S(k+1) | S(k))= P (X(k+1) | X(k))+ P (−X(k+1) | X(k)) (26.22)

where both X(k+1) and −X(k+1) result in S(k+1), and X(k) results in S(k). Note that both X(k) and −X(k)

result in S(k), but since P (−X(k+1) | −X(k)) = P (X(k+1) | X(k)), either one can be used.
By denoting s1 = x1 and S

$= [s1, s2, . . . , sn], we can modify Equation 26.18 to give rise to the marginal
target distribution for the st :

π(s1, . . . , sn) ∝
⎧⎨
⎩νλ+

n∑
t=1

y2
t −

1

n

(
n∑

t=1

yt

t∏
i=1

si

)2
⎫⎬
⎭
−(n+ν)/2

(26.23)

Clearly, s1 is independent of all the other s values and has a uniform marginal distribution.
It is trickier to implement an efficient Gibbs sampler or Metropolis algorithm based on Equation 26.23.

For example, the single-site update method (i.e., changing one st at a time) may be inefficient because
when we propose to change st to −st , all the signs on yt , yt+1, . . . have to be changed. This may result
in a very small acceptance rate. Since a single update from xt to −xt corresponds to changing (st , st+1)
(−st ,−st+1), we can employ proposals

(st , st+1) ∝ (−st ,−st+1), t < n

and sn →−sn for the distribution in Equation 26.23.

26.2.2.2 MCMC Equalizers in ISI Channels

Next we consider the Gibbs sampler for blind equalization in an intersymbol interference (ISI) channel
[2, 29]. After filtering and sampling the continuous-time received waveform, the discrete-time received
signal in such a channel is given by

yt =
q∑

s=0

φs xt−s + vt , t = 1, 2, . . . , n (26.24)

where (q + 1) is the channel order, φi ∈ IR is the value of the i-th channel tap, i = 0, . . . , q , xt ∈ {+1,−1}
is the transmitted binary symbol at time t, and vt ∼ N (0, σ 2) is an independent Gaussian noise sample
at time t.

Let X
$= [x1−q , . . . , xn], Y

$= [y1, . . . , yn], and φ
$= [φ0, . . . , φq ]T . With a uniform prior for φ, a

uniform prior for X, and an inverse χ2 prior for σ 2 (e.g., σ 2 ∼ χ−2
ν,λ ), the complete posterior distribution

is

p(X,φ, σ 2 | Y) ∼ p(Y | X,φ, σ 2) p(φ) p(σ 2)p(X) (26.25)

The Gibbs sampler approach to this problem starts with an arbitrary initial value of X(0) and iterates
between the following two steps.
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Algorithm 26.6 (two-component Gibbs equalizer in ISI channel)
� Draw a sample (φ(k+1), σ 2(k+1)) from the conditional distribution (given X(k))

p(φ, σ 2 | X(k), Y)∝ (σ 2)−
n
2 exp

[
− 1

2σ 2

n∑
t=1

(
yt − φT x(k)

t

)2

]
(σ 2)−

ν+2
2 exp

(
− νλ

2σ 2

)

∝ π (k+1)(φ | σ 2) π (k+1)(σ 2) (26.26)

where x(k)
t

$= [x(k)
t , . . . , x(k)

t−q ]T for k = 0, 1, . . . and

π (k+1)(σ 2)∼ χ−2

(
ν + n − 1,

νλ+W(k+1)

ν + n − 1

)
(26.27)

π (k+1)(φ | σ 2)∼N (μ(k+1), Σ(k+1)) (26.28)

W(k+1) =
n∑

t=1

y2
t −
[

n∑
t=1

x(k)
t yt

]T [ n∑
t=1

x(k)
t x(k)T

t

]−1 [ n∑
t=1

x(k)
t yt

]
(26.29)

Σ(k+1) =
[

1

σ 2

n∑
t=1

xt xT
t

]−1

(26.30)

μ(k+1) =Σ(k+1)

(
1

σ 2

n∑
t=1

x(k)
t yt

)
(26.31)

� Draw a sample X(k+1) from the conditional distribution, given (φ(k+1), σ 2(k+1)), through the fol-
lowing iterations. For t = 1− q , . . . , n, generate x(k+1)

t from

p
(

xt | φ(k+1), σ 2(k+1), Y , X(k)
[−t]

)∝ exp

[
− 1

2σ 2(k+1)

n∑
j=1

(
y j − φ(k+1)T x(k)

j

)2

]
(26.32)

where X(k)
[−t]

$= [x(k+1)
1−q , . . . , x(k+1)

t−1 , x(k)
t+1, . . . , x(k)

M ] and x(k)
j

$= [X(k)
[−t]] j−q : j

Another interesting Gibbs sampling scheme is based on the grouping idea [1]. In particular, a forward–
backward algorithm can be employed to sample X jointly, conditional on Y and the parameters. This
scheme is shown effective when the X forms a Gaussian Markov model or a Markov chain whose state
variable takes on only a few values. In the ISI channel equalization problem, the xt are independent and
identically distributed (i.i.d.) symbols a priori, but they are correlated a posteriori because of the observed
signal Y and the Equation 26.24. The induced correlation among the xt vanishes after lag q . More precisely,
instead of using Equation 26.32 to sample X iteratively, one can draw X altogether.

Algorithm 26.7 (grouping Gibbs equalizer in ISI channel)
� The first few steps are identical to the previous Gibbs equalizer.
� The last step is replaced by the forward–backward scheme. Conditional on φ and σ (we suppress

the superscript for iteration numbers), we have the joint distribution of X:

p(X | φ, σ, Y)∝ exp

[
− 1

2σ 2

n∑
j=1

(y j − φT x j )
2

]
≡ exp{g1(x1)+ · · · + gn(xn)} (26.33)

where x j = (x j−q , . . . , x j ). Thus, each x j can take 2q+1 possible values. The following two steps
produce a sample X from p (X | φ, σ, Y).
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— Forward summation. Define f1(x1) = exp{g1(x1)} and compute recursively

f j+1(x j+1) =
1∑

x j−q=−1

[ f j (x j ) exp{g j+1(x j+1)}] (26.34)

— Backward sampling. First draw xn = (xn−q , . . . , xn) from distribution P (xn) ∝ fn(xn). Then,
for j = n − q − 1, . . . , 1, draw P (x j | x j+1, . . . , xn) ∝ f j+q (x j , . . . , x j+q ).

Although the grouping idea is attractive for overcoming the channel memory problem, the additional
computation cost may offset its advantages. More precisely, the forward–backward procedure needs about
2q times more memory and about 2q times more basic operations.

Similar to the previous section, we can integrate out the continuous parameters and write down the
marginal target distribution of X:

π(X) ∝ [νλ+W]−(n+ν)/2 (26.35)

where

W =
∑

y2
t −
[∑

xt yt

]T [∑
xt xT

t

]−1 [∑
xt yt

]
(26.36)

We can then derive the one-component Gibbs and Metropolis algorithms accordingly. The phase ambiguity
(i.e., likelihood unchanged when X is changed to−X) can be clearly seen from this joint distribution.

Algorithm 26.8 (one-component Gibb/Metropolis equalizer in ISI channel)
� Choose t from 1, . . . , n by either the random scan or the systematic scan. Let X(k+1) = Z, where

zs = x(k)
s for s �= t and zt = −x(k)

t , with probability

π(Z)

π(X(k))+ π(Z)
(26.37)

for the Gibbs equalizer, or with probability

min

{
1,

π(Z)

π(X(k))

}
(26.38)

for the Metropolis equalizer, where π(X) is as in Equation 26.35. Otherwise, let X(k+1) = X(k).
When the variance σ 2 is known,

π(X) ∝
{

1

|∑ xt xT
t |q/2

}
exp

(
1

2σ 2

[∑
xt yt

]T [∑
xt xT

t

]−1 [∑
xt yt

])

To overcome the phase ambiguity, we use differential coding in all of our algorithms. Denote S
$=

[s2, . . . , sn] as the information bits. Let s (k)
t = x(k)

t x(k)
t−1, t = 2, . . . , n. Since X(k) forms a Markov chain,

S(k) is a Markov chain too. The transition probability from S(k) to S(k+1) is

P (S(k+1) | S(k))= P (X(k+1) | X(k))+ P (−X(k+1) | X(k)) (26.39)

where both X(k+1) and−X(k+1) result in S(k+1) and X(k) results in S(k).

26.2.2.3 MCMC Multiuser Detector in CDMA Channels

Consider now a CDMA system with K users, employing normalized modulation waveforms h1, . . . ,
hK and signaling in the presence of additive white Gaussian noise. After filtering and sampling the
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continuous-time received waveform, the received signal at time t is given by

r t = HΦxt + v t (26.40)

where H
$= [h1, h2, . . . , hK ] contains the spreading waveforms of all users, Φ

$= diag{φ1, φ2, . . . , φK }
contains the real amplitude of each user, xt

$= [x1,t , x2,t , . . . , xK ,t ]T contains the binary symbols sent
by all users at time t, and v t ∼ N (0, σ 2 I N) is the ambient Gaussian noise vector at time t. Clearly,
the CDMA system is a generalization of the AWGN in that the multiuser symbol can be viewed as a
supersymbol.

At the receiver, the received signal r t is correlated with each of the spreading waveforms to obtain the
following sufficient statistic:

yt
$= HT r t = RΦxt + ut (26.41)

where

R
$= HT H and ut ∼ N (0, σ 2 R)

Denote φ
$= [φ1 · · ·φK ]T and X t = diag{x1,t , . . . , xK ,t}. Denote also X $= [x1, . . . , xn] and Y

$=
[y1, . . . , yn]. With a flat prior for φ and known σ 2, a Gibbs sampler starts with an initial value X (0) and
iterates between the following steps for j = 0, 1, . . ..

Algorithm 26.9 (Gibbs multiuser detector in CDMA channel)
� Draw a sample φ( j+1) from the following conditional distribution (given X ( j )):

p(φ | X( j ), Y)∼N (μ( j+1), Σ( j+1)) (26.42)

where

Σ( j+1) $=
[

1

σ 2

n∑
t=1

X( j )
t RX( j )

t

]−1

(26.43)

μ( j+1) $=Σ( j+1)

(
1

σ 2

n∑
t=1

X( j )
t yt

)
(26.44)

� For t = 1, . . . , n and k = 1, . . . , K , draw a sample x( j+1)
k,t from the following:

p
[

xk,t = +1
∣∣Y ,φ( j+1),X ( j )

[−k,−t]

]
p
[

xk,t = −1
∣∣Y ,φ( j+1),X ( j )

[−k,−t]

] = exp

{
2φ

( j+1)
k

σ 2

(
yk,t − eT

k RΦ( j+1)x0( j )
k,t

)}
(26.45)

where

x0( j )
k,t

$= [x( j+1)
1,t · · · x( j+1)

k−1,t , 0, x( j )
k+1,t · · · x( j )

K ,t

]T

and ek denotes the k-th unit basis vector of IRK .

The one-component Gibbs detector can be derived easily, as in the AWGN cases, and is omitted here.
Again, to cope with the phase ambiguity, we use differential encoding for each user. Let the information
sequence of the k-th user be sk,t ∈ {+1,−1}, t = 2, . . . , n; then the transmitted sequence for this user
is given by xk,t = xk,t−1sk,t , t = 1, . . . , n. Denote s t

$= [s1,t . . . s K ,t ]T and S $= [s 2, . . . , s n], and let
diff(X ) = S .

Another interesting situation is the detection of the multiuser symbols when the channel conditions
(i.e., φ and σ 2) are known to the receiver. In this case, the Equation 26.41 becomes independent for
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different t values. That is,

p(X | Y) =
n∏

t=1

p(xt | yt )

Hence, we can simply consider the case that n = 1. The Gibbs algorithms for interference cancellation
becomes the following. Given initial values x(0), a Gibbs sampler iterates between the following steps for
j = 1, 2, . . ..

Algorithm 26.10 (Gibbs interference canceller in CDMA channel)
� For k = 1, . . . , K , draw a sample x( j+1)

k from the following:

p
[

xk = +1
∣∣Y , x( j )

[−k]

]
p
[

xk = −1
∣∣ y, x( j )

[−k]

] = exp

{
2φ

( j+1)
k

σ 2

(
yk − eT

k RΦx0( j )
k

)}
(26.46)

where

x0( j )
k

$= [x( j+1)
1 · · · x( j+1)

k−1 , 0, x( j )
k+1 · · · x( j )

K

]T

and ek denotes the k-th unit basis vector of IRK .

26.2.3 Other Applications

In the preceding sections we have illustrated the applications of the Metropolis–Hasting algorithm and the
Gibbs sampler to some basic receiver design problems found in digital communications. The convergence
behaviors of the above MCMC samplers in these applications are investigated in [4]. Another salient feature
of the MCMC-based detector is that since it can incorporate as input the a priori symbol probabilities
and it produces as output the a posteriori probabilities, it can be employed as a soft-input soft-output
(SISO) demodulator in a turbo receiver for coded systems. Such a turbo receiver iterates between the
demodulation process and channel decoding process by exchanging the so-called extrinsic information
between these stages to successively improve the receiver performance. The design and implementation
of such a turbo receiver in the presence of an unknown channel remained a challenging open problem
until in [28] a blind turbo multiuser receiver was proposed that employs the Gibbs sampler as the SISO
demodulator. Following that work, MCMC techniques have been developed to treat more complicated
systems, such as coded ISI channels [29], asynchronous code division multiple access (CDMA) with
multipath fading [34], nonlinearly modulated CDMA systems [26], multicarrier CDMA systems with
space–time coding [31], orthogonal frequency division multiplexing (OFDM) systems with frequency
offset and frequency-selective fading [24], and systems with Gaussian minimum-shift keying (GMSK)
modulation over multipath fading channels [32]. Finally, we note that for most of these applications, only
100 to 200 MCMC iterations are needed to obtain good estimates of the unknown quantities.

26.3 SMC Methods

26.3.1 General SMC Algorithms

26.3.1.1 Sequential Importance Sampling

Importance sampling is perhaps one of the most elementary, well-known, and versatile Monte Carlo
techniques. Suppose we want to estimate E {h(x)} (with respect to p) using the Monte Carlo method.
Since directly sampling from p(x) is difficult, we want to find a trial distribution, q(x), that is reasonably
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close to p but is easy to draw samples from. Because of the simple identity

E {h(x)} =
∫

h(x) p(x) dx

=
∫

h(x) w(x) q(x) dx (26.47)

where

w(x)
$= p(x)

q(x)
(26.48)

is the importance weight, we can approximate Equation 26.47 by

E {h(x)} ∼= 1

W

ν∑
j=1

h(x( j )) w(x( j )) (26.49)

where x(1), x(2), . . . , x(ν) are random samples from q and W=∑n
j=1 w(x( j )). In using this method, we

only need to know the expression of p(x) up to a normalizing constant, which is the case for many
processing problems found in digital communications. Each x( j ) is said to be properly weighted by w(x( j ))
with respect to p.

However, it is usually difficult to design a good trial density function in high-dimensional problems.
One of the most useful strategies in these problems is to build up the trial density sequentially. Suppose
we can decompose x as (x1, . . . , xd ) where each of the x j may be multidimensional. Then our trial density
can be constructed as

q(x) = q1(x1)q2(x2 | x1) · · · qd (xd | x1, . . . , xd−1) (26.50)

by which we hope to obtain some guidance from the target density while building up the trial density.
Corresponding to the decomposition of x, we can rewrite the target density as

p(x) = p(x1) p(x2 | x1) · · · p(xd | x1, . . . , xd−1) (26.51)

and the importance weight as

w(x) = p(x1)p(x2 | x1) · · · p(xd | x1, . . . , xd−1)

q1(x1)q2(x2 | x1) · · · qd (xd | x1, . . . , xd−1)
(26.52)

Equation 26.52 suggests a recursive way of computing and monitoring the importance weight. That is, by
denoting xt = (x1, . . . , xt ) (thus, xd ≡ x), we have

wt (xt ) = wt−1(xt−1)
p(xt | xt−1)

qt (xt | xt−1)
(26.53)

Then wd is equal to w(x) in Equation 26.52. Potential advantages of this recursion and Equation 26.51
are (1) we can stop generating further components of x if the partial weight derived from the sequentially
generated partial sample is too small; and (2) we can take advantage of p(xt |xt−1) in designing qt (xt |xt−1).
In other words, the marginal distribution p(xt ) can be used to guide the generation of x.

Although the idea sounds interesting, the trouble is that Equations 26.51 and 26.52 are not useful at all.
The reason is that in order to get Equation 26.51, one needs to have the marginal distribution

p(xt ) =
∫

p(x1, . . . , xd )dxt+1 · · · dxd (26.54)

which is perhaps more difficult than the original problem.
In order to carry out the sequential sampling idea, we need to find a sequence of auxiliary distributions,

π1(x1), π2(x2), . . . , πd (x), so that πt (xt ) is a reasonable approximation to the marginal distribution p(xt ),
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for t = 1, . . . , d − 1, and πd = p. We want to emphasize that the πt are only required to be known
up to a normalizing constant and they only serve as guides to our construction of the whole sample
x = (x1, . . . , xd ). The sequential importance sampling (SIS) method can then be defined as the following
recursive procedure.

Algorithm 26.11 (sequential importance sampling)

For t = 2, . . . , d :

� Draw xt from qt (xt |xt−1) and let xt = (xt−1, xt ).
� Compute

ut = πt (xt )

πt−1(xt−1)qt (xt | xt−1)
(26.55)

and let wt = wt−1ut . Here ut is called an incremental weight.

It is easy to show that xt is properly weighted by wt with respect to πt provided that xt−1 is properly
weighted by wt−1 with respect to πt−1. Thus, the whole sample x obtained by SIS is properly weighted by
wd with respect to the target density p(x). The auxiliary distributions can also be used to help construct
a more efficient trial distribution:

� We can build qt in light of πt . For example, one can choose (if possible)

qt (xt | xt−1) = πt (xt | xt−1) (26.56)

Then the incremental weight becomes

ut = πt (xt )

πt−1(xt−1)
(26.57)

In the same token, we may also want qt to be πt+1(xt | xt−1), where the latter involves integrating
out xt+1.

� When we observe that wt is getting too small, we may want to reject the sample halfway and restart.
In this way we avoid wasting time on generating samples that are doomed to have little effect in
the final estimation. However, as an outright rejection incurs bias, techniques such as the rejection
control are needed [22].

� Another problem with the SIS is that the resulting importance weights are often very skewed,
especially when d is large. An important recent advance in sequential Monte Carlo to address this
problem is the resampling technique [11, 21, 22].

26.3.1.2 SMC for Dynamic Systems

Consider the following dynamic system modeled in a state-space form as

state equation zt = ft (zt−1, ut )

observation equation yt = gt (zt , v t )
(26.58)

where zt , yt , ut , and v t are, respectively, the state variable, the observation, the state noise, and the
observation noise at time t. They can be either scalars or vectors.

Let Zt = (z0, z1, . . . , zt ) and let Y t = (y0, y1, . . . , yt ). Suppose an on-line inference of Zt is of interest;
that is, at current time t we wish to make a timely estimate of a function of the state variable Zt , say h(Zt ),
based on the currently available observation Y t . With the Bayes theorem, we realize that the optimal
solution to this problem is E {h(Zt )|Y t} =

∫
h(Zt ) p(Zt |Y t )dZt . In most cases an exact evaluation of

this expectation is analytically intractable because of the complexity of such a dynamic system. Monte
Carlo methods provide us with a viable alternative to the required computation. Specifically, suppose
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a set of random samples {Z( j )
t }νj=1 is generated from the trial distribution q(Zt |Y t ). By associating the

weight

w ( j )
t = p

(
Z( j )

t

∣∣Y t

)
q
(

Z( j )
t

∣∣Y t

) (26.59)

to the sample Z( j )
t , we can approximate the quantity of interest, E {h(Zt )|Y t}, as

E {h(Zt ) | Y t} ∼= 1

Wt

ν∑
j=1

h
(

Z( j )
t

)
w ( j )

t (26.60)

where Wt =
∑ν

j=1 w ( j )
t . The pair (Z( j )

t , w ( j )
t ) is a properly weighted sample with respect to distribution

p(Zt |Y t ). A trivial but important observation is that the z( j )
t (one of the components of Z( j )

t ) is also
properly weighted by the w ( j )

t with respect to the marginal distribution p(zt |Y t ).
To implement Monte Carlo techniques for a dynamic system, a set of random samples properly weighted

with respect to p(Zt |Y t ) is needed for any time t. Because the state equation in Equation 26.58 possesses a
Markovian structure, we can implement a SMC strategy [22]. Suppose a set of properly weighted samples
{(Z( j )

t−1, w ( j )
t−1)}νj=1 (with respect to p(Zt−1|Y t−1)) is given at time (t − 1). A sequential Monte Carlo filter

generates from the set a new one, {Z( j )
t , w ( j )

t }νj=1, which is properly weighted at time t with respect to
p(Zt |Y t ), according to the following algorithm.

Algorithm 26.12 (sequential Monte Carlo filter for dynamic systems)

For j = 1, . . . , ν:

� Draw a sample z( j )
t from a trial distribution q(zt |Z( j )

t−1, Y t ) and let Z( j )
t = (Z( j )

t−1, z( j )
t ).

� Compute the importance weight

w ( j )
t = w ( j )

t−1 ·
p
(

Z( j )
t

∣∣Y t

)
p
(

Z( j )
t−1

∣∣Y t−1

)
q
(

z( j )
t

∣∣ Z( j )
t−1, Y t

) (26.61)

The algorithm is initialized by drawing a set of i.i.d. samples z(1)
0 , . . . , z(m)

0 from p(z0|y0). When y0

represents the null information, p(z0|y0) corresponds to the prior of z0.
A useful choice of the trial distribution q(zt | Z( j )

t−1, Y t ) for the state space model Equation 26.58 is of
the form

q
(

zt

∣∣ Z( j )
t−1, Y t

)= p
(

zt

∣∣ Z( j )
t−1, Y t

)
= p(yt | zt ) p

(
zt

∣∣ z( j )
t−1

)
p
(

yt

∣∣ z( j )
t−1

) (26.62)

For this trial distribution, the importance weight is updated according to

w ( j )
t ∝ w ( j )

t−1 · p
(

yt

∣∣ z( j )
t−1

)
(26.63)

26.3.1.3 Mixture Kalman Filter

Many dynamic system models belong to the class of conditional dynamic linear models (CDLMs) of the
form

xt = Fλt xt−1 + Gλt ut
(26.64)

yt = Hλt xt + Kλt v t
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where ut ∼ Nc (0, I ), v t ∼ Nc (0, I ) (here I denotes an identity matrix), and λt is a random indicator
variable. The matrices Fλt , Gλt , Hλt , and Kλt are known given λt . In this model, the state variable zt

corresponds to (xt , λt ).
We observe that for a given trajectory of the indicator λt in a CDLM, the system is both linear and

Gaussian, for which the Kalman filter provides the complete statistical characterization of the system
dynamics. The mixture Kalman filter (MKF) [3] can be employed for on-line filtering and prediction of
CDLMs. It exploits the conditional Gaussian property and utilizes a marginalization operation to improve
the algorithmic efficiency. Instead of dealing with both xt and λt , the MKF draws Monte Carlo samples only
in the indicator space and uses a mixture of Gaussian distributions to approximate the target distribution.
Compared with the generic SMC method, the MKF is substantially more efficient (e.g., giving more
accurate results with the same computing resources).

Let Y t = (y0, y1, . . . , yt ) and let Λt = (λ0, λ1, . . . , λt ). By recursively generating a set of properly
weighted random samples {(Λ( j )

t , w ( j )
t )}νj=1 to represent p(Λt |Y t ), the MKF approximates the target

distribution p(xt |Y t ) by a random mixture of Gaussian distributions

1

Wt

ν∑
j=1

w ( j )
t Nc

(
μ

( j )
t , Σ( j )

t

)
(26.65)

where κ( j )
t

$= [μ( j )
t , Σ( j )

t ] is obtained by implementing a Kalman filter for the given indicator trajectory
Λ( j )

t and Wt =
∑ν

j=1 w ( j )
t . A key step in the MKF is the production at time t of a weighted sample of

indicators, {(Λ( j )
t ,κ( j )

t , w ( j )
t )}νj=1, based on the set of samples, {(Λ( j )

t−1,κ( j )
t−1, w ( j )

t−1)}νj=1, at the previous
time (t − 1) according to the following algorithm.

Algorithm 26.13 (mixture Kalman filter)

For j = 1, . . . , ν:

� Draw a sample λ
( j )
t from a trial distribution q(λt | Λ( j )

t−1,κ( j )
t−1, Y t ).

� Run a one-step Kalman filter based on λ
( j )
t , κ( j )

t−1, and yt to obtain κ
( j )
t .

� Compute the weight

w ( j )
t ∝ w ( j )

t−1 ·
p
(
Λ( j )

t−1, λ( j )
t

∣∣Y t

)
p
(
Λ( j )

t−1

∣∣Y t−1

)
q
(
λ

( j )
t

∣∣Λ( j )
t−1,κ( j )

t−1, Y t

) (26.66)

26.3.2 Resampling Procedures

The importance sampling weight w ( j )
t measures the quality of the corresponding imputed signal sequence

Z( j )
t . A relatively small weight implies that the sample is drawn far from the main body of the posterior

distribution and has a small contribution in the final estimation. Such a sample is said to be ineffective.
If there are too many ineffective samples, the Monte Carlo procedure becomes inefficient. This can be
detected by observing a large coefficient of variation in the importance weight. Suppose {w ( j )

t }mj=1 is a
sequence of importance weights. Then the coefficient of variation, υt , is defined as

υ2
t =
∑m

j=1

(
w ( j )

t − w̄t

)2
/m

w̄ 2
t

= 1

m

m∑
j=1

(
w ( j )

t

w̄ t
− 1

)2

(26.67)

where w̄t =
∑m

j=1 w ( j )
t /m. Note that if the samples are drawn exactly from the target distribution, then all

the weights are equal, implying that υt = 0. It is shown in [16] that the importance weights resulting from a
sequential Monte Carlo filter form a martingale sequence. As more and more data are processed, the coeffi-
cient of variation of the weights increases — that is, the number of ineffective samples increases — rapidly.

A useful method for reducing ineffective samples and enhancing effective ones is resampling [21].
Roughly speaking, resampling allows those bad samples (with small importance weights) to be discarded
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and those good ones (with large importance weights) to replicate so as to accommodate the dynamic
change of the system. Specifically, let {(Z( j )

t , w ( j )
t )}mj=1 be the original properly weighted samples at time t.

A residual resampling strategy forms a new set of weighted samples {(Z̃( j )
t , w̃ ( j )

t )}mj=1 according to the
following algorithm (assume that

∑m
j=1 w ( j )

t = m).

Algorithm 26.14 (Resampling Algorithm)
� For j = 1, . . . , m, retain k j = �w ( j )

t � copies of the sample Z( j )
t . Denote Kr = m−∑m

j=1 k j .
� Obtain Kr i.i.d. draws from the original sample set {Z( j )

t }mj=1, with probabilities proportional to
(w ( j )

t − k j ), j = 1, . . . , m.
� Assign equal weight, i.e., set w̃ ( j )

t = 1, for each new sample.

The samples drawn by the above residual resampling procedure are properly weighted with respect to
p(Zt |Y t ), provided that m is sufficiently large. In practice, when small to modest m values are used, the
resampling procedure can be seen as trading off between bias and variance. That is, the new samples with
their weights resulting from the resampling procedure are only approximately proper, which introduces
small bias in Monte Carlo estimation. On the other hand, resampling greatly reduces Monte Carlo variance
for future samples.

Resampling can be done at any time. However, resampling too often adds computational burden and
decreases diversities of the Monte Carlo filter (i.e., it decreases the number of distinctive filters and loses
information). On the other hand, resampling too rarely may result in a loss of efficiency. It is thus desirable
to give guidance on when to do resampling. A measure of the efficiency of an importance sampling scheme
is the effective sample size m̄t , defined as

m̄t
$= m

1+ υ2
t

(26.68)

Heuristically, m̄t reflects the equivalent size of a set of i.i.d. samples for the set of m weighted ones. It is
suggested in [22] that resampling should be performed when the effective sample size becomes small, e.g.,
m̄t ≤ m

10 . Alternatively, one can conduct resampling at every fixed-length time interval (say, every five
steps).

Instead of the previous resampling scheme suggested in the literature, we may implement a more flexible
resampling scheme as follows (assume that

∑m
j=1 w ( j )

t = m):
For j = 1, . . . , m:

1. For w ( j )
t ≥ 1:

� Retain k j copies of the sample Z( j )
t , where k j is given in advance (see below).

� Assign weight w̃ ( j )
t = w ( j )

t /k j for each copy.

2. For w ( j )
t < 1:

� Kill the sample with probability 1− f j .
� Assign weight w ( j )

t /f j to the surviving sample.

The advantage of this new resampling method is that we have the flexibility of choosing a proper
resampling size k j as we wish. On one hand, we want to eliminate those hopeless samples and emphasize
those promising ones. On the other hand, we do not want to throw away those mediocre ones that may prove
important later on (as the dynamical system moves toward them). An empirical choice of the resample size

formula is k j = �
√

w ( j )
t � and f j =

√
w ( j )

t . The intuition behind this choice is that it effectively removes
those hopeless samples with small weights but still maintains the diversity of the Monte Carlo sample.
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26.3.3 Applications of SMC in Digital Communications

In this section we illustrate the application of SMC in the design of blind adaptive receivers for both fading
channels and multiple-input multiple-output (MIMO) ISI channels.

26.3.3.1 SMC Receiver in Flat-Fading Channels

Suppose we want to transmit binary symbols x1, . . . , xn, xt ∈ {+1,−1}, through a fading channel whose
input–output relationship is given by

yt = αt xt + vt (26.69)

where {αt}nt=1 represents the unknown Rayleigh fading process, which can be modeled as the output of a
low-pass filter of order r driven by white Gaussian noise,

{αt} = �(D)

�(D)
{ut} (26.70)

where D is the back-shift operator Dk ut
$= ut−k ; �(z)

$= φr zr + · · · +φ1z+ 1; �(z)
$= ψr zr + · · · +

ψ1z+ψ0; and {ut}nt=1 is a white complex Gaussian noise sequence with independent real and imaginary
components, ut ∼ Nc (0, σ 2). The inference problem is to estimate the transmitted symbols X = {xt}nt=1,
based on the received signals Y = {yt}nt=1. The nuisance parameters are Θ = {α1, . . . , αn, σ 2}.

Equations 26.69 and 26.70 can be rewritten in the state-space model form, which is instrumental in
developing the sequential signal processing algorithm. Define

{zt} $= �−1(D){αt} =⇒ �(D){zt} = {ut} (26.71)

Denote zt
$= [zt , . . . , zt−r+1]T . By Equation 26.70 we then have

zt = F zt−1 + gut , ut
i.i.d.∼ Nc (0, 1) (26.72)

where

F
$=

⎛
⎜⎜⎜⎜⎜⎝

−φ1 −φ2 · · · −φr 0

1 0 · · · 0 0

0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0

⎞
⎟⎟⎟⎟⎟⎠ and g

$=

⎛
⎜⎜⎜⎝

1

0
...
0

⎞
⎟⎟⎟⎠

Because of Equation 26.71, the fading coefficient sequence {αt} can be written as

αt = hH zt , where h
$= [ψ0 ψ1 · · · ψr ]H (26.73)

Then we have the following state–space model for the system defined by Equations 26.69 and 26.70:

zt = F zt−1 + gut (26.74)

yt = xt hH zt + vt (26.75)

Denote Y t
$= (y1, . . . , yt ) and X t

$= (x1, . . . , xt ). We are interested in estimating the symbol xt at time t
based on the observation Y t . The Bayes solution to this problem requires the posterior distribution

p(zt , xt | Y t ) =
∫

p(zt | X t , Y t ) p(X t | Y t ) dX t−1 (26.76)
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Note that with a given X t , the state-space model Equations 26.74 and 26.75 becomes a linear Gaussian
system. Hence,

p(zt | X t , Y t ) ∼ Nc (μt (X t ), Σt (X t )) (26.77)

where the mean μt (X t ) and covariance matrix Σt (X t ) can be obtained by a Kalman filter with the given
X t .

In order to implement the MKF, we need to obtain a set of Monte Carlo samples of the transmitted sym-
bols, {(X( j )

t , w ( j )
t )}νj=1, properly weighted with respect to the distribution p(X t |Y t ). Then the a posteriori

symbol probability can be estimated as

P [xt = +1 | Y t ]∼= 1

Wt

ν∑
j=1

1
(

x( j )
t = +1

)
w ( j )

t (26.78)

where 1(·) is an indicator function such that 1(xt = +1) = 1 if xt = +1 and 0 otherwise.
Hereafter, we let μ( j )

t
$= μt (S( j )

t ), Σ( j )
t

$= Σt (S( j )
t ), and κ

( j )
t

$= [μ( j )
t , Σ( j )

t ]. The following algorithm,
which is based on the mixture Kalman filter and first appeared in [5], generates properly weighted Monte
Carlo samples {(S( j )

t , κ ( j )
t , w ( j )

t )}νj=1.

Algorithm 26.15 (SMC receiver in flat-fading channel)
� Initialization: Each Kalman filter is initialized as κ

( j )
0 = [μ( j )

0 , Σ( j )
0 ], with μ( j )

0 = 0, Σ( j )
0 = 2Σ,

and j = 1, . . . , m, where Σ is the stationary covariance of xt and is computed analytically from
Equation 26.6. (The factor 2 is to accommodate the initial uncertainty.) All importance weights are
initialized as w ( j )

0 = 1, j = 1, . . . , ν. Since the data symbols are assumed to be independent, initial
symbols are not needed.

Based on the state-space model Equations 26.74 to 26.75, the following steps are implemented
at time t to update each weighted sample.

� For j = 1, . . . , ν compute the one-step predictive update of each Kalman filter κ
( j )
t−1:

K ( j )
t = F Σ( j )

t−1 F H + gg H (26.79)

γ
( j )
t = hH K ( j )

t h + σ 2 (26.80)

η
( j )
t = hH Fμ( j )

t−1 (26.81)

� Compute the trial sampling density: For b ∈ {+1,−1}, compute:

ρ
( j )
t,b

$= P
[

xt = b
∣∣ X( j )

t−1, Y t

]
∝ p
(

yt

∣∣ xt = b, X( j )
t−1, Y t−1

)
P [xt = b] (26.82)

with

p
(

yt

∣∣ xt = b, X( j )
t−1, Y t−1

) ∼ Nc

(
bη

( j )
t , γ

( j )
t

)
(26.83)

� Impute the symbol xt : Draw x( j )
t from the set {+1,−1} with probability

P
[

x( j )
t = b

]∝ ρ
( j )
t,b , b ∈ {+1,−1} (26.84)

Append x( j )
t to X( j )

t−1 and obtain X( j )
t .

� Compute the importance weight:

w ( j )
t = w ( j )

t−1 · p
(

yt

∣∣ X( j )
t−1, Y t−1

)
∝ w ( j )

t−1 ·
[
ρ

( j )
t,+1 + ρ

( j )
t,−1

]
(26.85)
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� Compute the one-step filtering update of the Kalman filter κ
( j )
t−1: Based on the imputed symbol

x( j )
t and the observation yt , complete the Kalman filter update to obtain κ

( j )
t = [μ( j )

t , Σ( j )
t ], as

follows:

μ
( j )
t = Fμ( j )

t−1 +
1

γ
( j )
t

(
yt − x( j )

t η
( j )
t

)
K ( j )

t hx( j )
t (26.86)

Σ( j )
t = K ( j )

t − 1

γ
( j )
t

K ( j )
t hhH K ( j )

t (26.87)

� Perform resampling according to Algorithm 14 in Section 26.3.2, when the effective sample size m̄t

in Equation 26.68 is below a threshold.

In the above algorithm at any time t, the only quantities that need to be stored are {κ ( j )
t , w ( j )

t }νj=1. At each
time t, the dominant computation in this receiver involves the ν one-step Kalman filter updates. Since the
ν samplers operate independently and in parallel, such a sequential Monte Carlo receiver is well suited for
massively parallel implementation.

Since the fading process is highly correlated, the future received signals contain information about
current data and channel state. Hence, a delayed estimate is usually more accurate than the concurrent es-
timate. From the recursive procedure described above, we note by induction that if the set {(X( j )

t , w ( j )
t )}νj=1

is properly weighted with respect to p(X t |Y t ), then the set {(X( j )
t+δ , w ( j )

t+δ)}νj=1 is properly weighted with
respect to p(X t+δ|Y t+δ), for any δ > 0. Hence, if we focus our attention on X t at time (t + δ), we obtain
the following delayed estimate of the symbol:

P [xt = +1 | Y t+δ]∼= 1

Wt+δ

ν∑
j=1

1
(

x( j )
t = +1

)
w ( j )

t+δ (26.88)

Since the weights {w ( j )
t+δ}νj=1 contain information about the signals (yt+1, . . . , yt+δ), the estimate in Equa-

tion 26.88 is usually more accurate. Note that such a delayed estimation method incurs no additional
computational cost (i.e., cpu time), but it requires some extra memory for storing {(x( j )

t+1, . . . , x( j )
t+δ)}νj=1.

The application of SMC to receiver design in fading channels was first proposed in [5], where it is
also shown that the SMC can exploit the code constraint structures when the transmitted symbols are
protected by channel codes, with increased computational complexity. In [30], several low-complexity
sampling schemes are proposed to reduce the computational complexity when dealing with systems with
strong memory. Moreover, in [13, 14], nonparametric SMC receivers based on wavelet transform of the
fading process are developed to address the scenario when the fading statistics are unknown a priori.

26.3.3.2 SMC Receiver in MIMO ISI Channels

Consider a space-division multiple-access (SDMA) communications system with K users. The k-th user
transmits data symbols {bk[i]}i in the same frequency band at the same time, where bk[i] ∈ A and A is
a signal constellation set. The receiver employs an antenna array consisting of P antenna elements. The
received signal at the p-th antenna element is the superposition of the convolutively distorted signals from
all users plus the ambient noise, given by

yp[i]=
K∑

k=1

L−1∑
�=0

g p,�,kbk[i − �]+ n p[i]

= g H
p b[i]+ n p[i], p = 1, . . . , P (26.89)

where n p[i]
i.i.d.∼ Nc (0, σ 2), L is the length of the channel dispersion in terms of number of symbols,

and

g p
$= [g p,0,1 . . . g p,L−1,1 . . . g p,0,K . . . g p,L−1,K ]H

b[i]
$= [b1[i] . . . b1[i − L + 1] . . . bK [i] . . . bK [i − L + 1]]T
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Denote

y[i]
$= [y1[i] . . . yP [i]]T

G
$= [g H

1 . . . g H
P

]
,

n[i]
$= [n1[i] . . . nP [i]]T

Then Equation 26.89 can be written as the following MIMO signal model:

y[i]= Gb[i]+ n[i] (26.90)

We now look at the problem of on-line estimation of the multiuser symbols

b[i]
$= [b1[i] . . . bK [i]]T

and the channels H based on the received signals up to time i , {y[ j ]}ij=1. Assume that the multiuser symbol
streams are independent and identically distributed uniformly a priori, i.e., p(bk[i] = al ∈ A) = 1/|A|.
Denote

X[i]
$= [b[0] . . . b[i]]

Y[i]
$= [y[0] . . . y[i]]

Then the problem becomes one of making Bayesian inference with respect to the posterior density

p(X[i], H , σ 2 | Y[i])∝ (πσ 2)−(i+1) exp

{
− 1

σ 2

i∑
j=0

‖y[ j ]− Hb[ j ]‖2

}
(26.91)

For example, an on-line multiuser symbol estimation can be obtained from the marginal posterior distri-
bution p(b[i]|Y[i]), and an on-line channel state estimation can be obtained from the marginal posterior
distribution p(H|Y[i]). Although the joint distribution in Equation 26.91 can be written out explicitly
up to a normalizing constant, the computation of the corresponding marginal distributions involves very
high dimensional integration and is infeasible in practice. Our approach to this problem is the sequential
Monte Carlo technique.

For simplicity, assume that the noise variance σ 2 is known. The SMC principle suggests the following
basic approach to the blind MIMO signal separation problem discussed above. At time i , draw m random
samples

{b( j )[i]}mj=1 ∼ q(b[i] | X( j )[i − 1], Y[i])

from some trial distribution q(·). Then update the important weights {w ( j )[i]}mj=1. The a posteriori symbol
probability of each user can then be estimated as

P (b[i] = al | Y[i])= E {I (b[i] = al ) | Y[i]}

= 1

W[i]

m∑
j=1

I (b( j )[i] = al ) w ( j )[i], (26.92)

with W[i]=
m∑

j=1

w ( j )[i]

for al ∈ A, where I (·) is an indicator function such that I (b[i] = al ) = 1 if b[i] = al and I (b[i] = al ) = 0
otherwise.
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Following the above discussions, the trial distribution is chosen to be

q(b[i] | X( j )[i − 1], Y[i]]= p(b[i] | X( j )[i − 1], Y[i]) (26.93)

and the importance weight is updated according to

w ( j )[i]∝ w ( j )[i − 1] · p(y[i] | X( j )[i − 1], Y[i − 1]) (26.94)

We next specify the computation of the two predictive densities in Equations 26.93 and 26.94.
Assume the channel g p has an a priori Gaussian distribution, i.e.,

g p ∼ Nc (ḡ p , Σ̄p) (26.95)

Then the conditional distribution of g p , conditioned on X[i] and Y[i], can be computed as

p(g p | X[i], Y[i]) ∝ p(X[i], Y[i] | g p) p(g p)

∼Nc (g p[i], Σp[i]) (26.96)

where

g p[i]
$=Σp[i]

(
Σ̄−1

p ḡ p +
1

σ 2

i∑
j=0

b[ j ]yp[ j ]∗
)

(26.97)

Σp[i]
$=
(

Σ̄−1
p + 1

σ 2

n∑
j=0

b[ j ]b[ j ]H

)−1

(26.98)

Hence, the predictive density in Equation 26.94 is given by

p(y[i] | X[i − 1], Y[i − 1]) ∝
∑

a l∈AK

p(y[i] | X[i − 1], Y[i − 1], b[i] = a l )

=
∑

l

P∏
p=1

p(yp[i] | X[i − 1], Y[i − 1], b[i] = a l ) (26.99)

where

p(yp[i] | X[i − 1], Y[i − 1], b[i] = a l )

=
∫

p(yp[i] | X[i − 1], Y[i − 1], b[i] = a l , g p) p(g p | X[i − 1], Y[i − 1])dg p (26.100)

Note that the above is an integral of a Gaussian probability density function (pdf) with respect to another
Gaussian pdf. The resulting distribution is still Gaussian, i.e.,

p(yp[i] | X[i − 1], Y[i − 1], b[i] = a l )∼Nc

(
μp,l [i], σ 2

p,l [i]
)

(26.101)

with mean and variance given respectively by

μp,l [i]
$= E {yp[i] | X[i − 1], Y[i − 1], b[i] = a l }
= g p[i − 1]H b[i] |b[i]=a l

(26.102)

and σ 2
p,l [i]

$= Var{yp[i] | X[i − 1], Y[i − 1], b[i] = a l }
= σ 2 + b[i]HΣp[i − 1]b[i] |b[i]=a l

(26.103)
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Therefore, Equation 26.99 becomes

p(y[i] | X[i − 1], Y[i − 1]) ∝
∑

l

P∏
p=1

ρp,l [i], (26.104)

with ρp,l [i]
$= 1

σ 2
p,l [i]

exp

{
−|yp[i]− μp,l [i]|2

σ 2
p,l [i]

}
(26.105)

The filtering density in Equation 26.93 can be computed as follows:

p(b[i] = a l | X[i − 1], Y[i])∝ p(X[i − 1], Y[i], b[i] = a l )

∝ p(y[i] | X[i], Y[i − 1], b[i] = a l )

∝
P∏

p=1

ρp,l [i] (26.106)

Note that the a posteriori mean and covariance of the channel in Equations 26.97 and 26.98 can be
updated recursively as follows. At time i , after a new sample of b[i] is drawn, we combine it with the past
samples b[i − 1] to form b[i]. Let μp[i] and σ 2

p [i] be the quantities computed by Equations 26.102 and
26.103 for the imputed b[i]. It then follows from the matrix inversion lemma that Equations 26.97 and
26.98 become

g p[i]= g p[i − 1]+
(

yp[i]− μp[i]

σ 2
p [i]

)∗
ξ[i] (26.107)

and Σp[i]=Σp[i − 1]− 1

σ 2
p [i]

ξ p[i]ξ p[i]H , (26.108)

with ξ p[i]
$=Σp[i − 1]b[i] (26.109)

Finally, we summarize the SMC-based blind adaptive equalizer in MIMO channels as follows.

Algorithm 26.16 (SMC receiver in MIMO ISI channel)
� Initialization: The initial samples of the channel vectors are drawn from the following a priori

distribution:

g ( j )
p [0] ∼ Nc (0, 1000I K L ), j = 1, . . . , m, p = 1, . . . , P

All importance weights are initialized as w ( j )
0 [0] = 1, j = 1, . . . , m. Since the data symbols are

assumed to be independent, initial symbols are not needed.
The following steps are implemented at time i to update each weighted sample.

� For j = 1, . . . , m, for each a l ∈ AK and p = 1, . . . , P , compute the following quantities:

μ
( j )
p,l [i]= g ( j )

p [i − 1]H b( j )
l [i] (26.110)

σ 2
p,l [i]( j ) = σ 2 + b( j )

l [i]HΣ( j )
p [i − 1]b( j )

l [i] (26.111)

ρ
( j )
p,l [i]= [σ 2

p,l [i]( j )
]−1

exp

⎧⎪⎨
⎪⎩−
∣∣∣yp[i]− μ

( j )
p,l [i]

∣∣∣2
σ 2

p,l [i]( j )

⎫⎪⎬
⎪⎭ (26.112)

with b( j )
l [i]

$= b( j )[i] |b( j )[i]=a l
.
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� Impute the multiuser symbol b( j )[i]: Draw b( j )[i] from the setAK with probability

p
(

b( j )[i] = a l

)∝ P∏
p=1

ρ
( j )
p,l [i], a l ∈ AK (26.113)

� Compute the importance weight:

w ( j )[i] ∝ w ( j )[i − 1] ·
∑

a l∈AK

P∏
p=1

ρ
( j )
p,l [i]

Let μ( j )
p [i] and σ 2

p [i]( j ) be the quantities computed in Step 2 with a l corresponding to the imputed

symbol b( j )[i].
� Update the a posteriori mean and covariance of the channels:

g ( j )
p [i]= g ( j )

p [i − 1]+
(

yp[i]− μ( j )
p [i]

σ 2
p [i]( j )

)∗
ξ( j )

p [i]

and Σ( j )
p [i]=Σ( j )

p [i − 1]− 1

σ 2
p [i]( j )

ξ( j )
p [i]ξ( j )

p [i]H ,

with ξ( j )
p [i]

$=Σ( j )
p [i − 1]b( j )[i]

� Perform resampling according to Algorithm 14 in Section 26.3.2, when the effective sample size m̄t

in Equation 26.68 is below a threshold.

The above SMC-based MIMO receiver was first developed in [12]. Note that the complexity of the sampling
step in this approach is high since it samples directly from the setAK . More recently, a new method has been
proposed in [6] that has a linear complexity by employing a novel trial sampling density. An SMC-based
blind adaptive OFDM receiver that bears a similar structure as above was developed in [33]. Note that in
most of these applications, the number of sample streams m is between 50 and 100.

26.4 Concluding Remarks

We have presented an overview on the theories and applications of the emerging field of Monte Carlo
Bayesian signal processing. The optimal solutions to many statistical signal processing problems, especially
those found in digital communications, are computationally prohibitive to implement by conventional
signal processing methods. The Monte Carlo paradigm offers a novel and powerful approach to tackling
these problems at a reasonable computational cost. We have outlined two families of Monte Carlo signal
processing methodologies — Markov chain Monte Carlo for batch signal processing and sequential Monte
Carlo for adaptive signal processing — as well as their applications in several signal processing problems
found in digital communications. It is anticipated that the Bayesian Monte Carlo techniques will find wide
applications in tackling many challenging signal processing problems in digital communications.
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Abstract

In recent decades a newly discovered phenomenon — chaos — attracted much attention among scientists
from nonlinear dynamics. In the search for practical applications, communications systems were identified
as one of the fields where chaos could turn out to be beneficial. This chapter discusses the application
of chaotic signals and systems to communication problems. First, we shortly review the phenomenon of
chaos, the properties of chaotic signals, and the means of their generation. Starting from the general com-
munications system structure, the potential application fields of chaos in communications are identified.
Then we introduce proposed methods for using chaos in modulation and coding and classify them based
on the established point of views. Finally, the performance and usefulness of chaos are analyzed, discussed,
and compared to those of the conventional approaches.

27.1 What Is Chaos?

27.1.1 Nonlinear Dynamic Systems

The behavior of a dynamic system is described by state equations. These are difference equations in the
discrete-time case:

xk+1 = g (xk); x0 (27.1)
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TABLE 27.1 Asymptotic Behavior of Dynamic Systems

Static Periodic Quasi periodic Chaotic

The state x tends to a
constant vector value

The state x tends to a
periodic time function

The state–time function is a
superposition non
harmonic sinusoidal signal

The state evolves in a steady
nonperiodic movement

Power Density Spectra of the State Coordinates

Discrete Discrete Discrete Continuous

One single spectral line at
ω = 0

Equidistant spectral lines Nonequidistant spectral
lines

Spectrum spread over a
certain frequency range

and ordinary differential equations in the case of continuous time:

dx

dt
= g (x); x0 (27.2)

The solutions of these equations describe the state evolution of the corresponding system. The sequence
{xk , k = 0, 1, 2, . . .} and respectively the time function {x(t), k≥ 0} are called trajectories of the system.
The systems can be represented by block schemes as shown in Figure 27.1. For a system classification the
asymptotic behavior, i.e., the evolution of the trajectory for k → ∞ or for t → ∞, is of interest. Here
four cases can be distinguished (Table 27.1).

Whereas linear and nonlinear systems can exhibit static, periodic and quasi-periodic behavior, chaotic
behavior is only possible if the system, i.e., the function g in Equations 27.1 and 27.2, is nonlinear. Moreover,
for chaotic behavior of a continuous-time system the order, i.e., the number of state coordinates, has to be
at least three, whereas discrete-time systems of order one can behave chaotically. In this chapter we mainly
restrict to this simple case.

In order to generate a chaotic sequence, the map g has to have some special properties:

1. Mapped intervals: The map g has to map a certain state interval to itself. Without loss of generality
it can be assumed for g that [0, 1]→ [0, 1]. This property guarantees the stability of the state
development in the sense that the state values xk for all k remain in the interval (0,1).

2. Fixed points: A fixed point is mapped by g to itself, i.e., g (x f ) = x f . A fixed point x f is stable if any
trajectory starting in the vicinity of x f converges to x f . The condition for this is | dg (x f )

dx f
| < 1. In

order to guarantee a steady movement of the state, all fixed points of g have to be unstable. This
also refers to any iterate of the map; hence, if one fixed point of the n-th iterate g (n) is stable, the
signal xk for k→∞ will be periodic with period n. Thus a necessary condition for the system to
exhibit a steady nonperiodic movement is

∀n∀x f : g (n)(x f ) = x f →
∣∣∣∣dg (n)(x f )

dx f

∣∣∣∣ > 1

g
xk

x0 x0

g

discrete-time system continuous-time system

x(t)

∫T

FIGURE 27.1 Block schemes of nonlinear dynamic systems.
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FIGURE 27.2 Examples for chaotic maps.

3. The map g is not invertible.
4. Lyapunov exponent: If at a given state x0 the derivative g ′ of g has the property |g ′(x0)|> 1

or ln |g ′(x)|> 0, two trajectories starting close to x0 will diverge with increasing k; the map is
expanding at x0. Otherwise, if ln|g ′(x0)|< 0, two neighboring trajectories starting close to x0 will
be coming closer with increasing k and the map is compressing in x0. A sufficient condition for
chaotic behavior is that the map g is expanding in the mean, i.e., that the so-called Lyapunov
exponent

λ = E (|ln g ′(xk)|) =
1∫

0

ln |g ′(x)| f (x)dx (27.3)

where f (x) denotes that the probability density function of the xk is positive. If the state sequence
{xk , k = 0, 1, . . . } is ergodic, the Lyapunov exponent can also be calculated as time average:

λ̂ = lim
K→∞

1

K

K∑
k=0

ln |g ′(xk)| (27.4)

Some examples of chaotic maps are depicted in Figure 27.2.
An important class is the piecewise linear fully stretching maps defined by

g (x) = {gi (x) = ai x + bi , x ∈ J i , i = 1, 2, . . . , m} (27.5)

such that ∀i : gi : J i → X = (0, 1). Figure 27.3 shows an example of a map of this kind.

27.1.2 Statistical Analysis of Chaotic Signals

For the analysis and design of communications systems statistical signal properties such as autocorrelation
function, power density spectrum or probability distribution functions or densities are used. Chaotic
signals are deterministic in principle, but, they also behave like realizations of random signals. In order to
obtain proper models for the statistical analysis, chaotic signals have to be randomized. This is done by as-
suming random initial conditions x0 in Equation 27.1. Thus x0 is a random variable and {xk , k= 0, 1, . . .}
is a discrete-time random process.

27.1.2.1 Probability Density Functions

If f (x; k) is the probability density function (pdf) of xk , then the pdf of the next iterate xk+1 is

f (x ; k + 1) = P ( f (x , k)) =
1∫

0

δ (x − g (u)) f (u; k) du (27.6)
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FIGURE 27.3 A piecewise linear fully stretching map.

This relation is the integral representation of the so-called Frobenius–Perron operator. It maps subsequent
probability density functions of the process xk . Thus from known initial distribution f (x , 0), the next
distributions f (x , 1), f (x , 2), . . . can be calculated and the evolution of the densities can be observed.
This process converges if the operator in Equation 27.6 has a stable fixed point, which is then defined by

f (x) =
1∫

0

δ (x − g (u)) f (u) du (27.7)

f (x) is called the invariant density of the map g . Of special interest are maps that generate a uniform
distribution. The condition for this follows from Equation 27.7:

∀x ∈ [0, 1] → 1 =
1∫

0

δ (x − g (u)) du =
∑

g (ui )=x

1

|g ′ (ui )| (27.8)

As an example, we regard the c-adic Renyi map,

g (x) = (c · x) mod 1, (27.9)

the graph of which is depicted in Figure 27.4.
Inserting Equation 27.9 into Equation 27.6 we get the Frobenius–Perron operator for positive values

of c:

P ( f (x)) = 1

c

c−1∑
n=0

f
( x + n

c

)
(27.10)

It can easily be verified that the uniform distribution is a solution of the equation P( f (x))= f (x), and
hence an invariant density.

Figure 27.5 shows the action of this operator for the first four time steps. It can be seen how the pdf
converges to a uniform distribution. It can be shown that all piecewise linear fully stretching maps fulfill
Equation 27.8 and hence generate uniformly distributed signals.

27.1.2.2 Autocovariance and Autocorrelation Function

The autocovariance function of a random sequence {xk , k = 0, 1, . . .} is defined as

c (n) = E (xk xk+n) (27.11)
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FIGURE 27.4 The 3-adic Renyi map.

For chaotic sequences it can be calculated as ensemble average

c (n) =
1∫

0

xg (n) (x) f (x) dx (27.12)

where g (n) is the n-th iterate and f (x) denotes the invariant density of the map g . If the map is ergodic,
this value coincides with the time average

ĉ (n) = lim
K→∞

1

K

K∑
k=0

xk xk+n = lim
K→∞

1

K

K∑
k=0

xk g (n) (x) (27.13)
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FIGURE 27.5 Subsequent probability functions of the 3-adic Renyi map.
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The autocorrelation function (acf) is then

r (n) = c (n)−m2 (27.14)

where m = E(xk) is the average value of the sequence.
The discrete Fourier transform of the autocorrelation function is the power density spectrum (pds)

S(	) =
∞∑

n=−∞
r (n)e− j n	 (27.15)

There are only a few maps for which the acf and hence the pdf can be calculated analytically. The most
important class of them is the piecewise linear fully stretching maps (Equation 27.5), which generate
sequences with an acf

r (n) = r (0)β−|n| (27.16)

where r (0) = 1/12 and β is defined by [2]

β =
m∑

i=1

1

ai |ai | (27.17)

So in order to generate an uncorrelated or white noise sequence, the sum in Equation 27.17 has to be zero.
This is the case, e.g., for the symmetric tent map (Figure 27.2). Furthermore, if we have a map generating
an uncorrelated sequence, any two sequences starting with different initial conditions will be mutually
uncorrelated; i.e., their cross-correlation function will be identical to zero.

For our c-adic Renyi map (Equation 27.9) we get the autocorrelation function (Equation 27.16) with
β = 1/c from Equation 27.17 and the power density spectrum

S(	) = 1

12(1+ β2 − 2β cos 	)
(27.18)

which is depicted in Figure 27.6 for different values of c. For positive values of c and hence for β, we
have a monotonously decreasing acf and a low-pass-type spectrum, whereas for negative values of c
(this corresponds to the Bernoulli map in Figure 27.2) the acf alternates and we have a high-pass-type
spectrum. In order to obtain a flat spectrum we have to choose a high value of c, which makes the realization
complicated. For the generation of white noise, the tent map is more suitable than the Renyi map.
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FIGURE 27.6 Power density spectra for the c-adic Renyi map.
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FIGURE 27.7 Circuits realizing chaotic maps.

27.1.3 Realization of Chaos Generators

There are several possibilities to construct electronic circuits that realize chaotic systems and thus can serve
as generators for chaotic signals.

27.1.3.1 Discrete-Time Systems

Discrete-time systems are realized on the base of the structure in Figure 27.1. As time-delay block, a sample-
and-hold device is used, and for the nonlinear block, a suitable circuit has to be designed. Figure 27.7
shows two example circuits. In the left-hand circuit in the bipolar voltage technique the voltage transfer
function is that of the tent map, whereas the right-hand circuit realizes the Bernoulli map in the MOS
current technique.

For discrete-time systems methods have been developed for analyzing the statistical properties of the
generated signals as well as approaches for a systematic design [7].

27.1.3.2 Bit Stream Generators

Bit stream generators are continuous–discrete systems generating both continuous and discrete value
continuous-time signals. In the example circuit in Figure 27.8, which is driven by a periodic clock signal,

R

S

VS

C

clock

Q

Q

x(t )
y(t )

RS-Flip-Flop

−

FIGURE 27.8 A bit stream generator.
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VCC

Transmission Line

FIGURE 27.9 Chaos generator with transmission line.

x(t) is a chaotic telegraph wave and y(t) is a triangular signal. The time intervals between subsequent
switching moments of the RS flip-flop form a chaotic sequence.

27.1.3.3 Continuous-Time Systems

There are many analog systems designed or known to exhibit chaotic behavior. Examples are Chua’s circuit,
the Colpitts, and other classical oscillator structures. Circuits realizing the well-known Lorenz and Roessler
equations have also been designed. The problem is that there exist no analytical methods for a statistical
analysis of the signals generated by analog chaotic systems, and so a systematic design is rather complicated.
A comprehensive treatment of analog chaotic circuits is given in [3].

27.1.3.4 Distributed Systems

The idea to realize the delay element in Figure 27.1 by means of a transmission line leads to a system with
distributed parameters, and thus to a system with infinite dimensional state space. Although very simple
in structure, these systems show a wide variety of chaotic behavior and are suitable to generate chaotic
signals up to very high frequencies. As an example, Figure 27.9 shows the simplest chaotic circuit known
so far [5].

27.1.3.5 Digital Realizations

Digital systems cannot exhibit chaotic behavior in principle. Their state space is always finite, and so an ever
continuing state evolution eventually reaches its starting point, and thus the process is periodic. However,
it is possible to construct digital systems with very large periods so that the behavior of the system comes
close to a chaotic one. An important special case is shift register structures, which can be interpreted as
digital realizations of the discrete-time structure in Figure 27.1.

27.1.4 Properties of Chaotic Signals

In concluding this section we summarize some communication-relevant properties of chaotic signals in
Table 27.2.
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TABLE 27.2 Properties of Chaotic Signals

Property Description Application

Deterministic Generated by deterministic systems
(algorithms); can be reproduced in principle

Information coding, measurements

Noise-like Seemingly random; irregular to an observer not
knowing the generation algorithm

Pseudorandom signal generators,
information encryption

Broadband Continuous power density spectrum over an
extended frequency range

Broadband stimulation, measurement, and
communication

Decorrelated Signals from:
a) the same generator with different initial

conditions
b) structurally identical systems with slight

parameter differences that are not correlated

CDMA, communication and broadband
measurements

27.2 Communication: Requirements and Resources

Talking about communication we have the target of this process in mind — the transmission of a message
(i.e., information) from one place to another, or from a sender to a recipient. This transmission has to
be achieved via some physical medium (or channel) that is a limited resource and imposes restrictions
on frequency ranges, bandwidth, and signal power (physical, technical, or administrative limitations) and
disturbs the transmission by noise or interfering signals from other sources. Also, other requirements such
as security may impose further constraints on the way a message is transmitted.

So the link between the sender and recipient is not simply a one-to-one map from the transmitted to
the received message. Since the available resources are always limited, a communications system has to use
them as effectively as possible. So the aim of a communications system is not solely the transmission of a
message from one point to another, but the achievement of this transmission in an efficient, robust, and,
if required, secure manner using the available channel resources. These three aspects are reflected in the
main building blocks of a communication scheme (Figure 27.10).

The source encoding/decoding (usually found in digital communications) takes care of removing redun-
dancy from the transmitted message and thus reduces the amount of information to be transmitted.

The encryption/decryption prevents unwanted listeners from deciphering the message. Since added
redundancy helps deciphering, these blocks do not change the amount of information.

The channel encoding and modulation/channel decoding and demodulation serve the adaptation of the
message to the specific channel conditions. The message is mapped to a signal in the desired frequency

Information
Source

(Sender)

Information
Sink

(Recipient)

Source
Encoding

Encryption

Source
Decoding

Decryption

Receiver

Channel
Decoding &

Demodulation

Channel
Encoding &
Modulation

Transmitter

Physical
Channel

FIGURE 27.10 Principal structure of a communication scheme.
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band (modulation) and redundancy is added in a controlled manner (channel encoding), which allows
the receiver to detect and eliminate transmission errors.

27.3 Chaos in Communications

The idea to use chaos in communications systems sparked in the early 1990s, when engineers studying the
phenomenon of chaos were looking for potential application fields of chaotic signals and systems. From
the properties of chaotic signals, which were explained in Section 27.1.4, emerge potential application
fields of chaos in communications systems. These applications result from three core aspects of chaos,
broadband, complexity, and orthogonality.

27.3.1 The Broadband Aspect

Chaotic signals are the result of complex nonperiodic behavior. Consequently, chaotic signals do not have
spectra composed of discrete lines at particular frequencies, but they generate continuous spectra covering
whole frequency ranges. This property makes chaotic signals appear similar to noise signals. Often these
signals are broadband too. In the progress of research, methods were found that allow the control of the
spectral properties of signals from certain classes of chaos generators (see Section 27.1 and [1]), and so
there exist means to design noise-like signals with prescribed spectra.

In communications systems broadband signals are used to fight narrowband channel imperfections
such as frequency-selective fading or narrowband interferences.

Consequently, chaotic signals became candidates for spread-spectrum communications and are inten-
sively studied in this context (see [6]). Section 27.4 is dedicated to this aspect.

27.3.2 The Complexity Aspect

Chaotic signals, albeit stemming from fairly simple generators, are complexly structured. Irregular behavior
is combined with the impossibility to predict a chaotic trajectory over longer periods of time, even if the
generator itself is exactly known. The exponential growth of tiny errors (such as from measurements)
eventually leads to total divergence and decorrelation between the true trajectory and a prediction.

Complexly structured and hard-to-predict signals are classically used in cryptography. So this field was
identified as a further potential application area for chaotic signals and systems (see [7], [8]).

27.3.3 The Orthogonality Aspect

Irregular behavior and sensitivity to initial conditions in chaotic systems imply the exponential growth of
microscopic errors to a macroscopic scale. So even two virtually identical chaos generators with virtually the
same initial conditions after a while produce totally different signals, which are uncorrelated. This generic
ability to produce uncorrelated signals can be used in applications where orthogonal signal sets are of
importance. This includes the generation of sequence families for multiuser spread-spectrum applications.
Chaos can be used for the assignment of time slots (time hopping, pulse-position modulation), frequency
slots (frequency hopping), or codes in code division multiple access (CDMA). Since the generated signals
retain much of their uncorrelatedness when truncated to finite length, chaos also provides a means to
generate sequences for conventional communication schemes (see [9]). Section 27.5 provides insight into
the chaos-based generation of CDMA spreading codes.

27.4 Communication Using Broadband Chaotic Carriers

This section classifies the most common chaos communication methods. Since many approaches share
the methods for modulation and reception, various combinations of transmitter and receiver solutions
are possible. So we will classify transmitters and receivers separately, which is a commonly used approach
in classical communications too [10].
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27.4.1 Chaos-Based Transmitters

Chaos is applied in communications solutions especially in the context of channel encoding and modula-
tion. Observing the ongoing research, one observes that the vast majority of the schemes proposed so far
concerns modulation in the first place, whereas only a few consider the channel encoding. This is due to the
still very early stage in research and exploitation of these methods. Nevertheless, the application of chaos
in modulation usually implies the addition of redundancy, as it is found in channel encoding. So from the
classification point of view, a strict separation between channel encoding and modulation methods is not
useful. Here we will consider the combination of the two as one operation, mapping a message signal to a
transmission signal, which suits the given physical channel.

For classification, we can follow the traditional approach. In channel encoding we find two main classes
of methods [11]:

� Block encoders (static)
� Convolution encoders (dynamic)

The first type is a memoryless device with respect to subsequent message blocks; i.e., the result of the
currently performed encoding is independent of the previous ones — it is static with respect to the message.
The convolution encoders memorize the previously performed encoding of message symbols and thus
encode the message dynamically.

Modulation methods can be classified in essentially the same way [11]:

� Memoryless modulation methods
� Modulation methods with memory

Again, the memory is understood with respect to the message. We can call these methods static or
dynamic also. So for a joint consideration of the two methods we find:

� Static encoding/modulation schemes
� Dynamic encoding/modulation schemes

This classification is especially suited for the performance analysis of chaos communication schemes,
whose results are discussed in Section 27.6.

27.4.1.1 Static Encoding/Modulation Methods

Static encoding represents a memoryless mapping of the message to be transmitted to a carrier suitable
for the given channel. The respective carrier signal is generated independently of the actual message to be
transmitted. One can imagine three types of signals to be used:

1. Signals from deterministic signal generators with simple dynamics (such as periodic signals). This
is the common approach in the classical communication methods, such as AM, FM, or PM.

2. Signals from deterministic generators with complex dynamics. Such generators are pseudonoise
(PN) generators or chaos generators. This type is the focus in this paper.

3. Signals from random processes. These are very similar to the chaos generators with respect to the
statistical properties of the signals. Contrary to chaos, there are no means of signal synchronization
and coherent reception, but some of the chaos-based schemes will work equivalently when using
random noise signals.

27.4.1.1.1 Chaotic Masking
One of the earliest proposals to apply chaos in the transmission of a message is the so-called chaotic masking
[12]. The main intention here was the achievement of privacy in the message transmission by hiding the
message signal in a larger-amplitude chaotic signal:

y(t) = x(t)+m(t) (27.19)

Copyright © 2005 by CRC Press LLC



Chaos
Generator

Modu-
lator

m(t) y(t)

x(t )

FIGURE 27.11 Chaotic masking: signal block structure.

where y is the transmitted signal, x the chaotic signal, and m the message signal. This method is applicable
to any type of message, digital or analog. But it does not adapt the message to a given channel (m and y will
be located in the same frequency band — the channel would have to transmit the message frequencies)
and thus cannot be considered a modulation method. For this, a further operation such as a classical
modulation (e.g., AM, FM) will be required. Figure 27.11 shows the corresponding transmitter structure.

27.4.1.1.2 Chaos Shift Keying
Chaos shift keying (CSK) [13] is an encoding/modulation scheme for digital messages. Depending on
the current message symbol (N-ary message) that shall be sent, the transmitter selects one of N chaos
generators and transmits the corresponding signal. If the generators produce chaotic signals, which are
sufficiently disjoint in a particular property (usually some signal statistics), this modulation operation
can be reverted in the receiver. This method is comparable to shift keying methods found in classical
communications, such as phase or frequency shift keying. Formally, CSK can be described by

y(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x1(t) if m(t) = m1

x2(t) if m(t) = m2

· · ·
xN(t) if m(t) = mN

(27.20)

where x(t), y(t), and m(t) are the carrier, transmitted signal, and message respectively. The set {m1,
m2, . . . , mN} is the domain of the discrete-valued digital message. The corresponding transmitter structure
is shown in Figure 27.12.

27.4.1.1.3 Chaotic On-Off Keying
Chaotic on–off keying (cook) is a special case of chaos shift keying for binary message signals. Instead of
two chaotic signals transmitted intermittently, in chaotic on–off keying only one of the two carrier signals

1st Chaos
Generator

2nd Chaos
Generator

m(t )
y (t )

x1(t) x2(t)

FIGURE 27.12 Chaos shift keying: signal block structure for binary message signals.
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FIGURE 27.13 Chaotic on–off keying: signal block structure.

is chaotic, whereas the other is identical to zero:

y(t) =
{

x(t) if m(t) = m1

0 if m(t) = m2

(27.21)

Figure 27.13 shows the corresponding transmitter structure.

27.4.1.1.4 Transmitted Reference Methods and Differential Chaos Shift Keying
Transmitted reference (TR) methods were originally developed for correlation reception, but they apply
to any receiver structure that uses a reference of the transmitted carrier for demodulation. In TR the
nonmodulated carrier is transmitted to the receiver via a separate channel realized, e.g., via time or
frequency multiplexing. TR methods were developed already during the first attempts to use irregular
signals such as natural noise as a message carrier [15]. They allow the application of carrier signals, for
which no means for carrier synchronization at the receiver side exist. Their counterpart is the stored-
reference (SR) approach, where a receiver is able to generate a replica of the carrier for demodulation
purposes. This synchronization problem observed with natural noise eminently exists for chaos too, so
the TR approaches reappeared in chaotic communication schemes. The most popular and also most
well-studied incarnation of TR in chaos communications is differential chaos shift keying (DCSK) [16].

Differential chaos shift keying uses two channels multiplexed in time. For the transmission of one bit,
first the unaltered reference is transmitted in a first time slot, followed by the modulated reference carrying
the message symbol in the second time slot. Usually DCSK schemes are binary, but multilevel approaches
exist too. Formally, the modulation can be expressed by

y(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

x(t) if n · Tb ≤ t <
2n + 1

2
· Tb

x

(
t − Tb

2

)
if

2n + 1

2
· Tb ≤ t < (n + 1) · Tb and m(t) = m1

−x

(
t − Tb

2

)
if

2n + 1

2
· Tb ≤ t < (n + 1) · Tb and m(t) = m2

(27.22)

where Tb is the bit duration and n is an integer numbering the currently transmitted bit. A typical DCSK
transmitter structure is shown in Figure 27.14.

27.4.1.1.5 Analysis of Schemes with Static Encoding/Modulation
In the analysis of chaotic as well as conventional communication schemes signal space concepts play an
important role [11][17]. Since the chaos-based static encoding/modulation schemes map message symbols
to waveforms, the well-known principles of orthogonal and antipodal modulation are found among the
chaotic schemes too. The classical knowledge about these methods can be used in the assessment of
chaos-based schemes in order to establish performance bounds of such schemes [18][19]. However, the
exploitation of chaos introduces further peculiarities, which have to be taken into account when studying
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FIGURE 27.14 Differential chaos shift keying transmitter: signal block structure.

the behavior of the schemes and which make the analysis more complex [20]. The underlying approaches
of this analysis are sketched and the results are presented in Section 27.6.

27.4.1.2 Dynamic Encoding/Modulation Methods

In the dynamic encoding/modulation method the message is modulated into the message carrier using a
discrete-time or a continuous-time dynamical system. Since the state evolution of dynamical systems is
influenced by the input signals of the system, the encoder/modulator “memorizes” the prehistory of the
message. The currently transmitted signal will depend not only on the current message symbol, but also on
a (possibly infinite) number of preceding symbols. The dynamical system, whose behavior is influenced
by the message stream, may be an encoder or the generator of the carrier itself.

Such approaches are found in classical communications, e.g., in convolution encoders as well as in
differentially encoding modulation schemes such as DPSK.

27.4.1.2.1 Chaotic Modulation/Chaotic Switching
Chaotic modulation (CM) [21] is the general term for dynamic encoding/modulation using chaos. The
encoder/modulator is a dynamical system that can be described by a set of state equations (describing
the evolution of states x depending on current states and the input signal(s) m) and output equations
(mapping current states and input(s) to an output signal y):

ẋ(t) = g (x(t), m(t))

y(t) = h(x(t), m(t))
(27.23)

Figure 27.15 shows an example structure for a chaotic modulation transmitter. Here the modulation
signal is used to modify the states of the chaos generator. If m is a discrete-valued (e.g., binary) signal, the
equations change their structure at the times when the message symbol changes its value. This is equivalent
to a switching between different sets of equations with different sets of parameters. Consequently, this
particular implementation of CM is termed chaotic switching (CS) [22].

27.4.1.2.2 Encoding Messages into the Symbolic Dynamics of Chaos Generators
This variant of dynamic encoding/modulation forces a chaotic carrier generator to behave in a prescribed
way depending on the message to be transmitted. In order to observe the symbolic dynamics of a chaos
generator, the state space of the generator (the space of all state vectors x) is partitioned into disjoint
subsets, each labeled by a unique symbol. The sequence of labels marking the subset where the state of
the system currently resides is termed the symbolic dynamics of the generator. Methods of chaos control
allow the influencing of a chaos generator such that its symbolic dynamics follow a prescribed sequence,
such as a sequence of message symbols [23]. The knowledge of the partition provides a means for easy
message symbol retrieval at the receiver.
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FIGURE 27.15 Chaotic modulation transmitter (example structure).

27.4.2 Receiver Design in Chaos Communications

The reception of a chaotically encoded/modulated message is performed using similar principles as in
classical communication schemes. Essentially there are three classes of methods proposed:

� Message reception using a reference signal
� Message reception based on the evaluation of statistical characteristics of the received signal
� Message retrieval using inverse system techniques

27.4.2.1 Message Detection Using a Reference Signal

Reference signals are commonly used in correlation receivers. The reference is generated either by a local,
synchronized generator (stored reference) or by a separately transmitted reference signal (transmitted
reference).

For generating chaotic reference signals in the receiver from transmitted signals, two solutions have
been proposed:

� Drive response synchronization of chaotic systems
� Chaos control methods

27.4.2.1.1 Reference Generation by Drive Response Synchronization
Drive response synchronization was one of the first successful attempts to synchronize chaos generators
[24]. Drive response synchronization uses dynamical subsystems of chaos generators for regenerating a
chaotic signal from a (maybe distorted) received signal.

The prerequisite for drive response synchronization is the decomposability of the chaotic generator into
two subsystems, which are feedback coupled to each other:

ẋ1(t) = g1(x1(t), x2(t))

ẋ2(t) = g2(x1(t), x2(t))
(27.24)

where x1 and x2 represent two vector signals in the general case. For applications, subsystems coupled by
one-dimensional signals are favored due to the easier transmission of such signals.

If the two subsystems g1 and g2 are stable, they can be expected to reproduce their corresponding state
signals x1 and x2 when fed with the correct input signal. This is exploited in drive response synchronization.
The chaotic drive signal is generated at the transmitter and arrives distorted at the receiver. The stable
subsystems are used to restore a copy of the originally transmitted signal. A block diagram illustrating the
synchronization principle is shown in Figure 27.16. It has to be noted that this type of synchronization
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FIGURE 27.16 Drive response synchronization principle.

consists of driven systems; i.e., the behavior strongly depends on the provided input signal. The receiver is
not able to generate the desired signal on its own without the correct input. If the input is corrupted, the
regenerated signal gets corrupted too; often disturbances like noise in the input produce an even stronger
noise at the output.

So far, there does not exist a possibility to generate a fairly clean reference from noisy received signals. This
is a significant difference from the synchronizable periodic generators found in classical communications.
So as of now there is no possibility to implement a coherent receiver concept based on chaos.

27.4.2.1.2 Reference Generation by Controlling Chaotic Systems
Another method to synchronize chaotic systems is derived from control engineering principles. As for
classical systems, for chaotic generators there exist means to force the behavior of the generator to a
desired trajectory by applying control input signals derived from the error signal between the generator’s
current behavior and the desired behavior [25], [26]. This method bears a close resemblance to the classical
methods of carrier synchronization. The control may be achieved via some easily accessible quantity, such
as a system parameter. Figure 27.17 illustrates the principle.

One remark about the applicability of this method has to be made: chaos generators are very sensitive
to parameter changes. So the control of a chaotic generator using such a method will usually fail if the
received chaotic signal is significantly distorted. As for the drive response synchronization, this prevents
the implementation of a coherent receiver.

27.4.2.1.3 Demodulation Using Reference Signals: Application Examples
The demodulation of a chaotically modulated signal using a reference of the chaotic carrier applies to many
of the chaotic encoding/modulation schemes. Typical examples are chaotic masking, chaos shift keying or
chaotic switching, and differential chaos shift keying.

In chaotic masking the reference can be used for subtraction of the locally generated copy (with the
superposed message suppressed) from the message-carrying received signal. Obviously, any additive noise
component propagates to the retrieved message signal and any larger disturbance to the original chaotic
signal (the message has to be considered a disturbance here too) can spoil the quality of synchronization
and thus the quality of the retrieved message. This is another argument against chaotic masking as a
communication solution; nevertheless, the approach is included here to give a representative overview

Free-Running
Chaos

Generator

Controlled
Chaos

Generator−x(t ) e(t) x(t)^

FIGURE 27.17 Illustration of the chaos control approach for reference generation.
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FIGURE 27.18 Chaotic masking receiver using chaos synchronization.
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FIGURE 27.19 Chaos shift keying receiver.

of the chaos communications solutions found in the literature. The receiver shown in Figure 27.18 is
the one originally proposed with the scheme [12]. The classical principle of correlation reception is a
standard solution for demodulation of any modulated signal where references of the carrier are available.
Consequently, many solutions proposed for chaos communication receivers are correlator based.

A chaotic transmission using chaos shift keying can be received easily by correlation if the receiver is
capable of synchronizing to all of the possible chaotic signals corresponding to the transmitted message
symbols (see Section 27.4.1.1). A typical receiver setup is shown in Figure 27.19. The better-matching
correlation result determines the detected symbol. The shown structure also applies to chaotic switching.
Since the change in the message symbol always implies a change in the transmitted chaotic signal, synchro-
nization and desynchronization effects take place in such a receiver. Consequently, there will be a transient
behavior when switching symbols, which has to be observed in the design of the communications system.
A synchronization-free demodulation using a reference signal is found in differential chaos shift keying.
Since this scheme is transmitted reference, the reference can be taken from the received signal. Reference
and message-carrying signals are transmitted in subsequent time slots, so the receiver has to delay the
reference part and correlate it with the message-carrying part. The resulting receiver structure is shown in
Figure 27.20. This solution has the advantage that the reference and message-carrying signals are equiv-
alently distorted by the transmission channel. The DCSK receiver has essentially the same structure as a
suboptimum DPSK receiver (or autocorrelation DPSK receiver) [27]. The DCSK receiver shares the noise

Clock with period Tb

Low
Passy(t)^

m(t)^

Tb

2

FIGURE 27.20 Differential chaos shift keying receiver.
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FIGURE 27.21 COOK receiver estimating the transmitted signal power.

robustness problems known for suboptimum reception, which is a common property of all transmitted
reference schemes (see Section 27.6).

27.4.2.2 Message Detection Based on Signal Statistics

The observation of particular statistics of the received signal in order to retrieve the message modu-
lated/encoded into it is possible whenever there is a particular statistical property that changes clearly
and significantly with the transmitted message symbols. A classical example for this receiver solution is
the envelope detectors for AM. However, the estimation of signal statistics is always subject to estimation
variance and fluctuations in the estimated values, in particular if the received signals are corrupted by
noise or if they are noise-like themselves (as chaos is). So these methods are better suited for digital com-
munications where the outcome of a statistics estimation is expected to represent a finite set of discrete
symbols.

A well-suited case for using statistical estimations in the detection of a chaotically encoded/modulated
message is chaotic on–off keying. The obvious statistical signal property to be observed at the receiver side
is the signal power. The corresponding receiver is shown in Figure 27.21.

27.4.2.3 Inverse System Principles

A method particularly applicable to dynamically encoding/modulating schemes using chaos is the inverse
system principle [28]. It originates from the control theory too. The essential idea is to invert the information
(message) processing in the chaos generator during the encoding/modulation operation. This inversion
is possible under certain stability constraints [28]. In this case the input and output of the transmitter
structure are swapped in order to form the receiver. Figure 27.22 shows this principle applied to the chaotic
modulation transmitter displayed in Figure 27.15. The synchronization of the generator subsystem in
Figure 27.22 can be understood as a special case of drive response synchronization (see Section 27.4.2.1).

Chaos
Generator
Subsystem Reconstructed State x(t)

F −1(., .)
m(t )^

^

y (t )^

FIGURE 27.22 Chaos communication receiver based on the inverse system principle (transmitter shown in
Figure 27.15).
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27.4.2.4 Other Detection Principles

There are receiver design solutions for chaos communications that, contrary to the three methods, do not
extend classical receiver structures to chaotic communication schemes. These particular receiver designs
are of algorithmic nature. Starting from the aim to create optimum receivers for chaos, communication
solutions are obtained that usually perform better than the methods discussed above at the expense of
more extensive signal processing [29].

27.5 Chaos for Spreading Code Generation

CDMA communications systems use code sequences for the transmission of binary messages. In the
transmitter the binary message signal is multiplied with the code sequence x(k). The receiver correlates
the received signal with a replica of the code sequence. The threshold element estimates the transmitted
signal from the result of the correlation. Code sequences are required to have a broadband spectrum; i.e.,
they should be uncorrelated. In order to avoid crosstalk, code sequences from different transmitter–receiver
pairs must not correlate. Since chaotic signals have these properties (see Table 27.2) they were proposed
for use in CDMA systems as an alternative to PN sequences [9][32].

Figure 27.23 shows the basic processing scheme of a CDMA system using chaotic code sequences. The
two chaos generators in the transmitter and receiver have to generate the same sequence x(k), so they have
to be synchronized. If a reliable synchronization channel is not available, this can be done by generating the
sequences in advance and storing them in the receiver. This automatically means truncation and periodic
repetition, which is an important condition for synchronization. Synchronization is then achieved in the
usual way, as it is done with PN sequences, or alternatively, a corresponding matched filter with a chaotically
generated sequence of coefficients is used.

The performance of coherent chaos-based CDMA systems can be characterized as follows: as long as a
correlation receiver is used for the calculation of the bit error rate, only the second-order characteristics
(acf, pds) are taken into account. So the receiver cannot distinguish chaotic and random signals, and the
performance of chaos-based systems should compare with that of conventional systems. The benefit of
using chaotic sequences consists of two points:

1. With given code length, a larger number of sequences is available compared to the number of PN
sequences.

2. Chaotic sequences can be easily generated and their statistical characteristics can be adjusted to
their users’ needs [31].

The latter point is especially interesting; hence, it was found recently that slightly correlated sequences
show a better performance than purely uncorrelated ones [31]. From the desired correlation or spectral
properties of the sequence a return map g can be constructed that, from different initial values, generates
a variety of code sequences. Another aspect to take into account is the structure of chaotic sequences for
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FIGURE 27.23 Baseband model of a CDMA system using chaotic sequences.
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the receiver design. This leads to nonlinear receivers, which might perform better than the classical ones.
Although first attempts have been made [33], this field of research is still open.

27.6 Chaotic vs. Classical Communications

A very important question to be answered when discussing chaos communications is that of the perfor-
mance of the proposed schemes. It is now generally accepted that performance studies have to be performed
using the commonly accepted measures (such as the bit error rate over the bit energy-to-noise ratio) from
classical communications theory. In turn, the results will provide means for an in-depth comparison of
chaotic and classical communications solutions, highlighting both the advantages and drawbacks of the
methods in this new field.

Since chaos is generated by nonlinear systems, many proposed receiver structures, in particular re-
ceivers using references generated by chaos synchronization and inverse system approaches, are nonlinear
dynamical systems. The performance analysis of such a communication scheme, even for the compara-
tively simple situation of additive white gaussian noise (AWGN), quite often turns out to be tedious if
not impossible analytically. As a consequence, many of the results known about the performance of chaos
communication schemes were obtained by computer simulations. However, there exist analytical solu-
tions (both approximate and exact); see, e.g., [18][20][35]. Some of the results in [20] and [35] concern
coherent implementations of chaos communication receivers, where the receiver is assumed to possess a
clean reference of the transmitted chaotic signal for correlation. As stated in Section 27.4.2.1, the existing
synchronization methods for chaos do not allow the derivation of clean synchronized references of chaotic
signals. Thus, so far there exist no means to practically implement a coherent correlation receiver for
chaos communications. Some performance studies for chaos communication schemes also present lower
performance bounds, which are derived by comparisons with existing classical communication methods
(see [18]).

27.6.1 The Analysis of Chaos Communication Schemes in AWGN

27.6.1.1 The Analysis Problem

The analysis of chaos communication schemes is normally more complicated than it is for conven-
tional communications. However, the general structure of the communication setup remains the same,
as it is shown in Figure 27.24 for the AWGN situation and binary digital communications. In classical
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FIGURE 27.24 The analysis problem in a chaos communication scheme.
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communications we find two sources of randomness — the message stream and the channel noise. The
message carrier itself is fully determined and not random. The analysis of such schemes is performed as a
statistical analysis of the deterministic system labeled G in the figure.

In chaos communications the message carrier is still a deterministic signal, but as shown in Sections
27.1.1 and 27.1.2, chaotic signals closely resemble random signals and can be well described and analyzed
by statistical means. So from the analysis point of view we arrive at a situation similar to that in the classical
communications — we have a deterministic signal processing scheme (G in Figure 27.24), but instead of
two, we now find three random input signals: the binary message stream m, the chaotic message carrier x,
and the channel noise η:

AL = G (m, x,η) (27.25)

In order to assess the statistics of the processing result AL , the statistics of the random input signals have to
be known. The statistics can be given in terms of probability density functions or distribution functions,
but also, for instance, in terms of moments or cumulants. n-th-order moments are the expectations of
the nth power of a random variable (e.g., the mean is the first-order moment and the signal power is the
second). The moments are also the coefficients of a Taylor series expansion of the Fourier transform of a
probability density function (the characteristic function) [40]. The complete set of moments gives a full
description of the respective random variable. In a similar fashion, the series expansion of the natural
logarithm of the characteristic function defines the cumulants of a random variable [40]. Well-known and
often used cumulants are those of 1st order (mean) and 2nd order (variance or covariance). As for the
moments, the complete set of cumulants gives the full statistical description of a random variable or a set
of random variables. Contrary to moments, the cumulants show some peculiarities that make them useful
quantities for the statistical analysis:

� The cumulants of a sum of independent random variables are calculated as the sum of the respective
cumulants of the particular variables.

� Variables with a Gaussian distribution only have cumulants up to 2nd order. So, e.g., the white
Gaussian channel noise is very easily described by just two cumulants.

� Joint cumulants of independent random variables are zero. This is a typical situation in chaos
communication schemes. This knowledge helps to simplify the statistical analysis of such schemes,
since the independence of chaos, message, and noise can usually be assumed.

So the statistical description of the channel noise, as well as of the binary message, is straightforward
and appears in the same way as for the classical communication schemes. For the chaotic message carrier
we have two options to derive the statistics:

� A statistical analysis based on the Frobenius–Perron operator theory. This requires the theory to be
applicable to the used chaos generator, as it is for piecewise linear maps.

� A numerical analysis of the generated chaotic signals in order to estimate the statistics. This is
the way to go for the more complex chaos generators, in particular for generators operating in
continuous time.

27.6.1.2 Analysis Methods

27.6.1.2.1 Discrete-Time Baseband Modeling
As in classical communications the analysis of a chaos communication scheme with a radio frequency
(RF) channel and in continuous time is a tedious and often unsolvable task. In classical communications
the solution is the derivation of equivalent baseband models (see [10]), where the RF signals of the original
scheme are represented by their IQ-demodulated counterparts (spectral shift of the RF band to zero fre-
quency) and the signal processing structures by equivalent models acting on the complex-valued baseband
signals. In order to simplify the analysis task further, the models are sampled, resulting in a discrete-time
baseband model of the communication scheme.
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For chaos communications systems this approach is also applicable; however, sometimes one might
encounter certain difficulties due to the nonlinearity in the processing schemes. For the general procedure
as well as example solutions refer to [36], [37], [38].

27.6.1.2.2 Statistical Analysis of Nonlinear Discrete-Time Baseband Models
An exact statistical analysis of a chaos communication scheme in order to derive exact performance
measures (e.g., the bit error rate (BER) as a function of the ratio of the bit energy to the noise power
spectral density (E b/N0)) is normally a computationally expensive task.

For the analysis two methods are established:

1. The evaluation of particular statistical characteristics of the estimation AL , such as certain moment
or cumulants, which in turn can be used to calculate the BER of the scheme exactly or approximately
(as in [20] and [34])

2. The derivation of closed-form expressions for the BER involving the complete statistical description
of all input signals (as in [35])

The first approach requires extensive formula manipulations and calculations in order to arrive at the
result, which then can be numerically evaluated quite easily.

The second approach is applicable to systems with lower structural complexity and gives a quicker result.
However, the derived expressions still require a high computational effort for their evaluation in order to
arrive at the performance figures themselves.

In all cases the analytical results give deep insight into the behavior of the analyzed scheme, which
cannot be gained from numerical simulations.

The evaluation of particular statistics is made easier if G in Equation 27.25 has a polynomial structure
with respect to the input signals, especially chaos and noise, and if AL can be expressed explicitly in terms
of input signal values at various time instants (i.e., the signal processing structure is free of dynamical
feedback). Such a structure might be developed using approximation methods such as polynomial Volterra
series expansions.

Based on polynomial system structures, two methods become well applicable:

� Moment calculations using the operator rules for the expectation value operator. Expectations of sums
of random quantities become sums of the expectations of the addends, and the expectation of a
product of independent random expressions is the product of the expectations of the respective
expressions. In a polynomial dependence this maps any moment (a moment of order n of a random
variable z is the expectation of zn) of the output quantity to functions of moments of the input
quantity. The analysis and the results, however, quickly increase in complexity with increasing
moment order.

� Cumulant equations. Assume a situation where we have a random variable (such as AL ) that
depends on other random quantities (such as x, m, and η) by means of a nonlinear function f , as
in Equation 27.25. Cumulant equations [39] define the coefficients of a Taylor series expansion of
the moments of AL in terms of the cumulants of x, m, and η. Similar to a Taylor series expansion
of the function f in terms of x, m, and η, the cumulant equations contain partial derivatives of the
function f by its arguments. If f is a polynomial, the derivatives vanish from certain derivation
orders onward, so the expansion becomes finite. This simplifies the analysis and makes the cumulant
analysis best applicable to polynomial structures.

The analysis procedures are complicated, so they are not presented here. Refer to other publications
covering the topic, in particular [7], but also [20], [34], [36].

As a result of the analysis described here, we obtain the moments or cumulants of the threshold detector
input AL in Figure 27.24. If we know the first and second order moments or cumulants, this will be
sufficient to calculate the BER of the scheme if we assume that the probability density function of AL is
close to a Gaussian distribution. If we find the complete set of statistics, we can possibly derive an exact
expression for the BER.
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27.6.1.3 Analysis Example

In this section we will sketch the analysis procedure for one example scheme — DCSK, as described in
Section 27.4.1.1 and shown in Figure 27.14 (transmitter side), with the correlation receiver shown in
Figure 27.20.

27.6.1.3.1 Baseband Model
The baseband model structure of the transmitter remains as shown in Figure 27.14; we just replace the
continuous-time t by the discrete-time k and all signals by their complex-valued baseband counterparts.
Now the reference is sent for L samples and is followed by another L samples carrying the message. A bit
will take 2L samples to be transmitted; hence, we substitute Tb→ 2L. Equation 27.22 becomes

y(k) =

⎧⎪⎨
⎪⎩

x(k) if 2n · L ≤ k < 2n · L + 1

x (t − L ) if 2n · L + 1 ≤ k < (2n + 1) · L and m(k) = m1

−x (t − L ) if 2n · L + 1 ≤ k < (2n + 1) · L and m(k) = m2

(27.26)

Since the transformation to the baseband preserves linearity, the channel remains the same structurally
and the received signal becomes

ŷ(k) = y(k)+ η(k) (27.27)

The receiver still performs a correlation, but now in the complex domain (Figure 27.25). Formally it is
expressed as

AL (k) = 1

L

L−1∑
i=0

ŷ(k − i)·ŷ∗(k − i − L ) (27.28)

where the asterisk denotes the complex conjugate.

27.6.1.3.2 Baseband Signal Models
The following assumptions will be made about the involved random signals, which will result in particular
baseband model properties:

� The message is a sequence of balanced and independent binary symbols (each symbol appears with
a probability 0.5 and there is no memory in the message). The signal remains unchanged in the
baseband.

� The chaotic message carrier shall be a chaotically frequency-modulated signal (the scheme is then
called FM-DCSK [41]). In the baseband this signal is represented by a chaotic sequence, mapped
to the phase angle of points on the complex unit circle (as we find it for the conventional PM/FM
modulation).

y + η

(.)∗

AL m

T L

1
L

Σ (.)
^

FIGURE 27.25 Baseband model of the DCSK receiver in Figure 27.20.
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� The white Gaussian channel noise is mapped to a complex white Gaussian noise in discrete time with
independent real and imaginary parts (as in the analysis of the classical communications systems).

27.6.1.3.3 Results of the Statistical Analysis: Gaussian Approximation
The authors performed an analysis based on cumulant equations in order to assess the performance of the
FM-DCSK scheme. In the result of the analysis the first- and second-order cumulants (mean and variance)
of the threshold detector input AL at the time instant of information detection are obtained:

χ1
AL
= m

2L
· E b

(27.29)

χ
1,1
AL ,A∗L

= E b · N0

L 2
+ N2

0

L

χ denotes the cumulants, the subscript the corresponding random variable(s) (note that the variance of
a complex quantity is the joint cumulant of the quantity and its complex conjugate), and the superscript
the order with respect to the particular random variables (the cumulant order is the sum of all those). The
statistics are represented already in the relevant terms for describing a communications system performance
measure: E b , the energy per transmitted bit (this is preserved in the discrete-time baseband model; i.e.,
the bit energy can be calculated by summing up the squares of the 2L samples carrying one bit); N0, the
power spectral density of the channel noise (which becomes the variance of the complex baseband noise);
and m, the value of the transmitted bit (plus or minus 1).

Knowing mean and variance, one can calculate the error rate of the threshold detector in the well-known
Bayesian approach, assuming that AL is Gaussian (which is valid only for large L as well as for small E b/N0

[36]):

BER = 1

2
· erfc

⎛
⎝ χ1

AL√
χ

1,1
AL ,A∗L

⎞
⎠= 1

2
· erfc

⎛
⎝ χ1

AL√
χ

1,1
AL ,A∗L

⎞
⎠= 1

2
· erfc

⎛
⎜⎜⎝ 1√

4 N0

E b
+ 4L ·

(
N0

E b

)2

⎞
⎟⎟⎠ (27.30)

27.6.1.3.4 Results of the Statistical Analysis: Exact Solutions
Continuing the analysis further, one can arrive at a general expression for the cumulants of AL . Since the
threshold detector only evaluates the real part of AL , we can restrict the cumulants of this quantity. The
result of this analysis is

χ
q
Re(AL ) = mq ·

(
q ! ·
(

N0

E b

)q−1

+ (1+ (−1)q ) · L · (q − 1)! ·
(

N0

E b

)q
)

(27.31)

Via the reconstruction of the cumulant-generating function, the derivation of the probability density
function, and the calculation of the threshold detector error, one obtains a closed-form expression for the
BER [36]:

BER = 1

2L
· exp

(
E b

2N0

) L−1∑
i=0

(
E b

2N0

)i

i !

L−1∑
j=i

1

2 j

(
j + L − 1

j − i

)
(27.32)

Figure 27.26 shows the exact and approximate solutions. The performance of the standard classical mod-
ulation schemes is given for comparison.
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FIGURE 27.26 FM-DCSK performance in AWGN: approximate and exact solutions. G, Gaussian approximations;
NC, classical noncoherent receiver for orthogonal (NC-O) and antipodal (NC-A) modulation; C, classical coherent
receiver for orthogonal (C-O) and antipodal (C-A) modulation.

27.6.2 Chaos Communication Methods in Comparison to Classical Solutions

The interesting question now is, How do the chaos communication schemes perform compared with the
classical approaches?

We shall start with the application of chaos generators to the creation of CDMA sequence families, as it
was described in Section 27.5. Here the application of chaos provides a true benefit in terms of performance.
The sequence families created by chaos generators are designed to have advantageous correlation properties
on average, and thus chaos-based sequence families perform better than classical sequence families [32].
The advantage is usually only a few percent, but this can mean squeezing a few more users into a channel
that would otherwise be at its limit. The chaos communication schemes in the current stage of development
cannot outperform the classical approaches, but they can in some cases reach a comparable performance.
Typical problems arise from the nonlinearity of the generators and their sensitivity to disturbances, as well
as from the nonperiodicity of the generated chaotic signals:

1. Proposals based on chaos synchronization or inverse systems in the receiver reproduce sensitive
dynamical (sub)systems at the receiver side, which do not exactly match in parameters and already
react sensibly on small disturbances. Often they do not withstand a channel noise of typical scale.
Consequently, these implementations have a significantly worse performance than the classical
solutions (the difference might well reach 15 to 20 dB in terms of the E b/N0 ratio in order to
achieve the same BER) and are not yet feasible for practical implementations.

2. The nonperiodicity of the signals and the sensitivity of the generators do not allow implemention
of a robust synchronized generator, which is tuned to the incoming signal (this is no problem for
a periodic generator). So the problem of coherent reception is not yet solved, which implies an
inevitable performance lack of chaotic solutions that are effectively noncoherent so far.

3. Many chaos communication proposals show a lack of noise robustness. In classical communica-
tions the BER is usually solely described as a function of the ratio E b/N0. The bit energy is the
product of the average signal power and the bit duration. It does not matter how the bit energy is
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FIGURE 27.27 Bit Rate of FM-DCSK compared to BPSK in the same SNR on the channel and achieving the same
BER.

transmitted — either with high power and short duration (high bit rate) or with low power and long
duration — the achieved BER in an AWGN situation will remain the same. This is an important
prerequisite for CDMA, since it allows the scheme to operate significantly below the noise floor.
In many chaos communications configurations the BER depends on further quantities apart from
E b/N0, such as bit duration or signal power. In the example from Section 27.6.1.3 this additional
parameter is L , which is proportional to the bit duration. With increasing L the BER becomes
worse for the same E b/N0. In other words, a low signal-to-noise ratio (SNR) on the channel spoils
the performance. The scheme operates best in a high-transmission-power low-noise environment.
This lack of noise robustness is manifested by a shift of the curves to the right in the performance
plots (BER as function of E b/N0), as it is obvious for the FM-DCSK example in Figure 27.26. In
[20] the performance drop in low SNR conditions was calculated using the first- and second- order
cumulant analysis result (Equation 27.23). The diagram shows how much slower an FM-DCSK
scheme with the discussed receiver has to be operated in order to achieve the same BER under the
same SNR on the transmission channel compared to binary phase shift keying (BPSK) (antipodal
modulation, coherent receiver).

Looking at the above comparisons it becomes obvious that chaos communications still have to advance
in order to grow into real competitors of classical communications. This, however, is an obvious situation,
since the classical solutions are about 50 years ahead in research and applications. The upspring of ideas
observed in this field should encourage researchers to have a closer look at these topics.
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Abstract

Today’s wireless services have come a long way since the roll-out of the conventional voice-centric cellular
systems. The demand for wireless access in voice and high-rate-data multimedia applications has been
increasing. New-generation wireless communications systems are aimed at accommodating this demand
through better resource management and improved transmission technologies. The widespread use of the
adaptation techniques for the evolution of wireless mobile radio systems is one way to achieve this goal.

Copyright © 2005 by CRC Press LLC



In this chapter, adaptation algorithms are discussed for improving wireless mobile radio system per-
formance and capacity. First, an overview of adaptive resource management and adaptive transmission
technologies is given. Then, parameter measurements that make many of these adaptation techniques
possible are discussed in detail. Finally, several examples that demonstrate the application of adaptation
techniques, along with the required parameters, are presented.

28.1 Introduction

Wireless communications systems have evolved substantially over the last two decades. The explosive
growth of the wireless communication market is expected to continue in the future, as the demand for all
types of wireless services is increasing. There is no doubt that the second generation of cellular wireless
communications systems was a success. However, these systems were designed to provide good coverage
for voice services so that a minimum required signal quality can be ensured over the coverage area. If
the received signal quality is well above the minimum required level, the receivers do not exploit this.
The speech quality does not improve much, as the quality is mostly dominated by the speech coder.
On the other hand, if the signal quality is below the minimum required level, a call drop will be observed.
Therefore, such a design requires the use of strong forward error correction (FEC) schemes, low-order
modulations, and many other redundancies at the transmission and reception. In essence, the mobile
receivers and transmitters are designed for the worst-case channel and received signal conditions. As a
result, many users experience unnecessarily high signal quality from which they cannot benefit. While
reliable communication is achieved, the system resources are not used efficiently.

New generations of wireless mobile radio systems aim to provide higher data rates and a wide variety of
applications (like video, data, etc.) to mobile users while serving as many users as possible. However, this goal
must be achieved under spectrum and power constraints. Given the high price of spectrum and its scarcity,
the systems must provide higher system capacity and performance through better use of the available
resources. Therefore, adaptation techniques have been becoming popular for optimizing mobile radio
system transmission and reception at the physical layer as well as at the higher layers of the protocol stack.

Traditional system designs focus on allocating fixed resources to the user. Adaptive design methodologies
typically identify the user’s requirements and then allocate just enough resources, thus enabling more
efficient utilization of system resources and consequently increasing capacity. Adaptive channel allocation
and adaptive cell assignment algorithms have been studied since the early days of cellular systems. As the
demand in wireless access for speech and data has increased, link and system adaptation algorithms have
become more important.

For a given average transmit power, adaptation allows the users to experience better signal qualities.
Adaptation reduces the average interference observed from other users, as they do not transmit extra power
unnecessarily. As a result, the received signal quality will be improved over a large portion of the coverage
area. These higher-quality signal levels can be exploited to provide increased data rates through rate adap-
tation. For a desired received signal quality, this might also translate into less transmit power, leading to
improved power efficiency for longer battery life. On the other hand, for a desired minimum signal qual-
ity, this might lead to an increased coverage area or better frequency reuse. In addition, adaptive receiver
designs allow the receiver to work with reduced signal quality values; i.e., a desired bit-error-rate (BER)
or frame-error-rate (FER) performance can be achieved with a lower signal quality. Adaptive receivers
can also enable reduced average computational complexities for the same quality of service, which again
implies less power consumption. As can be seen, adaptation algorithms lead to improved performance,
increased capacity, lower power consumption, increased radio coverage area, and eventually better overall
wireless communications system design.

Many adaptation schemes require a form of measurement (or estimation) of various quantities (pa-
rameters) that might change over time. These estimates are then used to trigger or perform a multitude of
functions, like the adaptation of the transmission and reception. For example, Doppler spread and delay
spread estimations, signal-to-noise ratio (SNR) estimation, channel estimation, BER estimation, cyclic re-
dundancy check (CRC) information, and received signal strength measurement are some of the commonly
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used measurements for adaptive algorithms. As the interest in the adaptation schemes increases, so does
the research on improved (fast and accurate) parameter estimation techniques.

In this chapter, an overview of commonly used adaptation techniques and their applications for wire-
less mobile radio systems is given. Some of the commonly used parameters and their estimation using
baseband signal processing techniques are explained in detail. Also, the current and future research issues
regarding the improved parameter estimation and extensive use of adaptation techniques are discussed
throughout the chapter. Note that there has been a significant amount of research on adaptation of wireless
communications systems. This chapter is not intended to cover all these developments, but rather, it is
intended to provide the readers an overview and conceptual understanding of adaptation techniques and
related parameter estimation algorithms. More emphasis is given on signal processing perspectives of the
adaptation of wireless communications systems.

28.2 Overview of Adaptation Schemes

In wireless mobile communications systems, information is transmitted through a radio channel. Unlike
other guided media, the radio channel is highly dynamic. The transmitted signal reaches the receiver by
undergoing many effects, corrupting the signal, and often placing limitations on the performance of the
system.

Figure 28.1 illustrates a wireless communications system that includes some of the effects of the radio
channel. The received signal strength varies depending on the distance relative to the transmitter, shadowing

t3t2t1

Time

t3

t2

t1

Mobile User

Receiver

Noise

Interferers

Local scatterers

transmitter

remote reflections

Remote reflections

FIGURE 28.1 Illustration of some of the effects of radio channel. Local scatterers cause fading; remote reflectors
cause multipath and time dispersion, leading to ISI; mobility of user or scatterers cause time varying channel; reuse of
frequencies, adjacent carriers cause interference.
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caused by large obstructions, and fading due to reflection, diffraction, and scattering. Mobility of the
transmitter, receiver, or scattering objects causes the channel to change over time. Moreover, the interference
conditions in the system change rapidly. Most important of all, the radio channel is highly random and
the statistical characteristics of the channel are environment dependent. In addition to these changes, the
traffic load, type of services, and mobile user characteristics and requirements might also vary in time.
Adaptive techniques can be used to address all these changing conditions.

The adaptation strategy can be different depending on the application and services. Constant BER
constraint for a given fixed transmission bandwidth and constant throughput constraint are two of the
most popular criteria for adaptation. In constant BER, a desired average or instantaneous BER is defined to
satisfy the acceptable quality of service. Then the system is adapted to the varying channel and interference
conditions so that the BER is maintained below the target value. In order to ensure this for all types of
channel and interference conditions, the system changes power, modulation order, coding rate, spreading
factor, etc. Note that this changes the throughput as the channel quality changes. On the other hand, for
constant throughput case, the adaptations are done to make sure that the effective throughput is constant,
where the BER might change.

In general, it is possible to classify the adaptation algorithms as link and transmitter adaptation, adap-
tation of system resource allocation, and receiver adaptation. In the following sections, brief discussions
of these adaptation techniques will be given.

28.2.1 Link and Transmitter Adaptation

A reliable link must ensure that the receiver is able to capture and reproduce the transmitted information
bits. Therefore, the target link quality must be maintained all the time in spite of the changes in the channel
and interference conditions. As mentioned earlier, one way to achieve this is to design the system for the
worst-case scenario so that the target link quality can always be achieved.

If the transmitter sends more power for a specific user, the user benefits from it by having a better
link quality, but the level of interference for the other users increases accordingly. On the other hand,
if the user does not receive enough power, a reliable link cannot be established. In order to establish a
reliable link while minimizing interference to other users, the transmitter should continuously control the
transmitted power level. Power control is a simple form of adaptation that compensates for the variation
of the received signal level due to path loss, shadowing, and sometimes fading. Numerous studies on
power control schemes have been performed for various radio communications systems (see [1] and
the references listed therein). In code division multiple-access (CDMA) systems, signals having widely
different power levels at the receiver cause strong signals to swamp out weaker ones in a phenomenon
known as the near–far effect. Power control mitigates the near–far problem by controlling the transmitted
power.

It is possible to trade off power for bandwidth efficiency; i.e., a desired BER (or FER) can be achieved by
increasing the power level or by reducing the bandwidth efficiency. One way of establishing a reliable link
is to add redundancy to the information bits through FEC techniques. With no other changes, this would
normally reduce the information rate (or bandwidth efficiency) of the communication. In the same way,
high-quality links can be obtained by transmitting the signals with spectrally less efficient modulation
schemes, like binary phase shift keying (BPSK) and quaternary PSK (QPSK). On the other hand, new-
generation wireless systems aim for higher data rates made possible through spectrally efficient higher-order
modulations. Therefore, a reliable link with higher information rates can be accomplished by continuously
controlling the coding and modulation levels. Higher modulation orders with less powerful coding rates
are assigned to users that experience good link qualities, so that the excess signal quality can be used
to obtain higher data rates. Recent designs have exploited this with adaptive modulation techniques that
change the order of the modulation [1], [2], as well as with adaptive coding schemes that change the coding
rate [3], [4]. For example, the Enhanced General Packet Radio Service (EGPRS) standard introduces both
Gaussian minimum shift keying (GMSK) and 8-PSK modulations with different coding rates through link
adaptation and hybrid automatic repeat request (ARQ) [5]. The channel quality is estimated at the receiver,
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and the information is passed to the transmitter through appropriately defined messages. The transmitter
adapts the coding and modulation based on this channel quality feedback. Similarly, variable spreading
and coding techniques are present in third-generation CDMA-based systems [3], cdma2000 and wideband
CDMA (WCDMA, or UMTS — Universal Mobile Telecommunications System). Higher data rates can be
achieved by changing the spreading factor and coding rate, depending on the perceived communication link
qualities.

Adaptive antennas and adaptive beam-forming techniques have also been studied extensively to increase
the capacity and to improve the performance of wireless communications systems [6]. The adaptive antenna
systems shape the radiation pattern in such a way that the information is transmitted (for example, from
a base station) directly to the mobile user in narrow beams. This reduces the probability of another user
experiencing interference in the network, resulting in improved link quality, which can also be translated
into increased network capacity. Although adaptive beam forming is an excellent way to utilize multiple-
antenna systems to enhance the link quality, recently different flavors of the usage of multiantenna systems
have gained significant interest. Space–time processing and multiple-input multiple-output (MIMO)
antenna systems are some new developments that will allow further usage of multiple-antenna systems in
wireless communications. Adaptive implementation of these technologies is important for successful and
efficient integration of them into wireless communications systems.

28.2.2 Adaptive System Resource Allocation

In addition to physical link adaptation, system resources can also be allocated adaptively to reduce the
interference and to improve the overall system quality. This includes adaptive power control, adaptive
channel allocation, adaptive cell assignment, adaptive resource scheduling, adaptive spectrum manage-
ment, congestion, handoff (mobility), admission, and load control strategies. Adaptive system resource
allocation considers the current traffic load, as well as the channel and interference conditions. For ex-
ample, the system could assign more resources to the mobiles that have better link quality to increase the
throughput. Alternatively, the system could assign the resources to the user in such a way that the user
experiences better quality for the current traffic condition.

Adaptive channel allocation and adaptive cell assignment in hierarchical cellular systems have been
studied since the early days of cellular systems. Adaptive channel allocation increases the system capacity
through efficient channel utilization and decreased probability of blocked calls [7]. Unlike fixed channel
allocation, where the channels are assigned to the cells permanently and the assignment is done based on
the worst-case scenario, in adaptive channel assignment, a common pool of channels is shared by many
cells, and the channels are assigned with regard to the interference and traffic conditions.

Adaptive cell assignment can increase capacity without increasing the handoff rate. The cells can be
assigned to the users depending on their mobility level. Fast-moving mobiles can be assigned to larger
umbrella cells (to reduce the number of handoffs), while slow-moving mobiles are assigned to microcells
(to increase capacity) [8].

Recently, research on increasing the average throughput of the system through water-filling-based
resource allocation has gained significant interest [9], [10], [11]. The main idea is to allocate more resources
to the users that experience better link quality, resulting in very efficient use of the available resources. The
high-data-rate (HDR) system, which is based on a best-effort radio packet protocol, uses a water-filling-
based approach in allocating system resources. Algorithms that deal with compromising the throughput
to achieve fairness have also been studied [10], [11].

28.2.3 Receiver Adaptation

Digital wireless communication receiver performance is related to the required value of the signal-to-
interference-plus-noise ratio (SINR) so that the BER (or FER) performance can be kept below a certain
threshold for reliable communication. For a given complexity, if receiver A requires lower SINR than
receiver B to satisfy the same error rate, receiver A is considered to perform better than receiver B.
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Receiver adaptation techniques can increase the performance of the receiver, hence reducing the min-
imum required SINR. As mentioned before, this can be used to increase the coverage area for a fixed
transmitted power, or it can be used to reduce the transmitted power requirement for a given coverage
area. Moreover, receiver adaptation can reduce the average receiver complexity and the power drain from
the battery for the same quality of service. In order to satisfy the desired BER performance, instead of
running a computationally complex algorithm for all channel conditions, the receiver can choose the most
appropriate algorithm given the system and channel conditions.

Advanced baseband signal processing techniques play a significant role in receiver adaptation. Baseband
algorithms used for time and frequency synchronization, baseband filtering, channel estimation and
tracking, demodulation and equalization, interference cancellation, soft information calculation, antenna
selection and combining, decoding, etc., can be made adaptive depending on the channel and interference
conditions.

Conventional receiver algorithms are designed for the worst-case channel and interferer conditions. For
example, the channel estimation and tracking algorithms assume the worst-case mobile speed; the channel
equalizers assume the worst-case channel dispersion; the interference cancellation algorithms assume that
the interferer is always active and constant; and so on. Adaptive receiver design measures the current
channel and interferer conditions and tunes the specific receiver function that is most appropriate for
the current conditions. For example, a specific demodulation technique may work well in some channel
conditions, but might not provide good performance in others. Hence, a receiver might include a variety
of demodulators that are individually tuned to a set of channel classes. If the receiver could demodulate
the data reliably with a simpler and less complex receiver algorithm under the given conditions, then it is
desired to use that algorithm for demodulation.

28.3 Parameter Measurements

Many adaptation techniques require estimation of various quantities like channel selectivity, link quality,
network load and congestion, etc. Here, we focus more on physical-layer measurements from a digital
signal processing perspective. As discussed earlier, link quality measures have many applications for various
adaptation strategies. In addition, information on channel selectivity in time, frequency, and space is very
useful for adaptation of wireless communications systems. In this section, these important parameters and
their estimation techniques will be discussed.

28.3.1 Channel Selectivity Estimation

In wireless communications, the transmitted signal reaches the receiver through a number of different
paths. Multipath propagation causes the signal to be spread in time, frequency, and angle. These spreads,
which are related to the selectivity of the channel, have significant implications on the received signal.
A channel is considered to be selective if it varies as a function of time, frequency, or space. The information
on the variation of the channel in time, frequency, and space is very crucial in adaptation of wireless
communications systems.

28.3.1.1 Time Selectivity Measure: Doppler Spread

Doppler shift is the frequency shift experienced by the radio signal when either the transmitter or receiver is
in motion, and Doppler spread is a measure of the spectral broadening caused by the temporal rate of change
of the mobile radio channel. Therefore, time-selective fading and Doppler spread are directly related. The
coherence time of the channel can be used to characterize the time variation of the time-selective channel.
It represents the statistical measure of the time window over which the two signal components have strong
correlation, and it is inversely proportional to the Doppler spread. Figure 28.2 shows the effect of mobile
speed on channel variation and channel correlation in time, as well as the corresponding Doppler spread
values in frequency domain.
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FIGURE 28.2 Illustration of the effect of mobile speed on time variation, time correlation, and Doppler spread of
radio channel. (a) Channel time variation for different mobile speeds. (b) Time correlation of channel as a function of
the time difference (separation in time) between the samples, and the corresponding Doppler spectrum in frequency.

In an adaptive receiver, Doppler information can be used to improve performance or reduce complexity.
For example, in channel estimation algorithms, whether using channel trackers or channel interpolators,
instead of fixing the tracker or interpolation parameters for the worst-case Doppler spread value (as com-
monly done in practice), the parameters can be optimized adaptively based on Doppler spread information
[12], [13]. Similarly, Doppler information could be used to control the receiver or transmitter adaptively
for different mobile speeds, like variable coding and interleaving schemes [14] . Also, radio network control
algorithms, such as handoff, cell assignment, and channel allocation in cellular systems, can utilize the
Doppler information [8]. For example, as will be described later, in a hierarchical cell structure, the users
are assigned to cells based on their speeds (mobility).

Doppler spread estimation has been studied for several applications in wireless mobile radio systems.
Correlation and variation of channel estimates as well as correlation and variation of the signal envelope
have been used for Doppler spread estimation [12]. One simple method for Doppler spread estimation
is to use differentials of the complex channel estimates [15]. The differentials of the channel estimates
are very noisy, which require low-pass filtering. The bandwidth of the low-pass filter is also a function
of the Doppler estimate. Therefore, such approaches require adaptive receivers that continuously change
the filter bandwidth depending on the previously obtained Doppler value. A Doppler estimation scheme
based on the autocorrelation of complex channel estimates is described in [16]. Also, a maximum likelihood
estimation-based approach, given the channel autocorrelation estimate, is utilized for Doppler spread
estimation in [17]. Channel autocorrelation is calculated using the channel estimates over the known
field of the transmitted data.

Instead of using channel estimates, the received signal can also be used directly in estimating Doppler
spread information. In [18], the Doppler frequency is extracted from the samples of the received signal
envelope. Doppler information is calculated as a function of the squared deviation of the signal envelope.
Similarly, in [19] the mobile speed is estimated as a function of the deviation of the averaged signal
envelope in flat fading channels. For dispersive channels, pattern recognition, using the variation of
pattern mean, can be used to quantify the deviation of signal envelope. In [20], the filtered received
signal is used to calculate the channel autocorrelation values over each slot. Then, the autocorrelation
estimate is used for identification of high- and low-speed mobiles. In [21], multiple antennas are exploited,
where a linear relation between the switching rate of the antenna branches and Doppler frequency is
given. Also, the level crossing rate of the average signal level has been used in estimating velocity[22],
[23].
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28.3.1.2 Frequency Selectivity Measure: Delay Spread

The multipath signals that reach the receiver have different delays as the paths that the signals travel
through have different lengths. When the relative path delays are on the order of a symbol period or more,
images of different transmitted symbols arrive at the same time, causing intersymbol interference (ISI).
Delay spread is one of the most commonly used parameters that describes the time dispersiveness of the
channel, and it is related to frequency selectivity of the channel. The frequency selectivity can be described
in terms of coherence bandwidth, which is a measure of range of frequencies over which the two frequency
components have a strong correlation. The coherence bandwidth is inversely proportional to the delay
spread [24]. Figure 28.3 shows the effect of time dispersion on channel frequency variation and channel
frequency correlation, as well as the corresponding power delay profiles.

Like time selectivity, the information about the frequency selectivity of the channel can be very useful for
improving the performance of the adaptive wireless radio systems. For example, in a time division multiple-
access (TDMA)-based Global System for Mobile Communications (GSM), the number of channel taps
needed for equalization might vary depending on channel dispersion. Instead of fixing the number of
channel taps for the worst-case channel condition, we can change them adaptively [25], allowing simpler
receivers with reduced battery consumption and improved performance. Similarly, in [26], a TDMA
receiver with adaptive demodulator is proposed, using the measurement about the dispersiveness of the
channel. Dispersion estimation can also be used for other parts of transmitters and receivers. For example,
in frequency domain channel estimation using channel interpolators, instead of fixing the interpolation
parameters for the worst expected channel dispersion, we can change the parameters adaptively depending
on the dispersion information [27].

Although dispersion estimation can be very useful for many wireless communications systems, it is
particularly crucial for orthogonal frequency division multiplexing (OFDM)-based wireless communi-
cations systems. OFDM, which is a multicarrier modulation technique, handles the ISI problem due to
high-bit-rate communication by splitting the high-rate symbol stream into several lower-rate streams and
transmitting them on different orthogonal carriers. The OFDM symbols with increased duration might
still be affected by the previous OFDM symbols due to multipath dispersion. Cyclic prefix extension of the
OFDM symbol avoids ISI from the previous OFDM symbols if the cyclic prefix length is greater than the
maximum excess delay of the channel. Since the maximum excess delay depends on the radio environment,
the cyclic prefix length needs to be designed for the worst-case channel condition. This makes the cyclic
prefix a significant portion of the transmitted data, thereby reducing spectral efficiency. One way to increase
spectral efficiency is to adapt the length of the cyclic prefix depending on the radio environment [28].
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FIGURE 28.3 Illustration of the effect of time dispersion on channel frequency variation, channel frequency cor-
relation, and delay spread. (a) Channel frequency variation for different delay spread values. (b) Channel frequency
correlation as a function of separation in frequency and the corresponding power delay profiles.
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The adaptation requires estimation of maximum excess delay of the radio channel, which is also related
to the frequency selectivity of the channel. In HiperLAN2, which is a wireless local area network (WLAN)
standard, a cyclic prefix duration of 800 ns, which is sufficient to allow good performance for channels
with delay spread up to 250 ns, is used. Optionally, a short cyclic prefix with 400-ns duration may be used
for short-range indoor applications. Delay spread estimation allows adaptation of these various options
to optimize the spectral efficiency. Other OFDM parameters that could be changed adaptively using the
knowledge of the dispersion include OFDM symbol duration and OFDM subcarrier bandwidth.

Characterization of the frequency selectivity of the radio channel is studied in [29], [30], [31] using the
level crossing rate (LCR) of the channel in frequency domain. Frequency domain LCR gives the average
number of crossings per Hertz at which the measured amplitude crosses a threshold level. An analytical
expression between LCR and the time domain parameters corresponding to a specific multipath power
delay profile (PDP) is given. LCR is very sensitive to noise, which increases the number of level crossing
and severely deteriorates the performance of the LCR measurement [31]. Filtering the channel frequency
response reduces the noise effect, but finding the appropriate filter parameters is an issue. If the filter is
not designed properly, one might end up smoothing the actual variation of frequency domain channel
response. In [27], instantaneous root mean square (rms) delay spread, which provides information about
local (small-scale) channel dispersion, is obtained by estimating the channel impulse response (CIR) in
the time domain. The detected symbols in the frequency domain are used to regenerate the time domain
signal through inverse fast Fourier transform (IFFT). This signal is then used to correlate the actual
received signal to obtain CIR, which is then used for delay spread estimation. Since the detected symbols
are random, they might not have good autocorrelation properties, which can be a problem, especially
when the number of carriers is low. In addition, the use of detected symbols for correlating the received
samples to obtain CIR provides poor results for low SNR values. In [28], the delay spread is also calculated
from the instantaneous time domain CIR, wherein the CIR is obtained by taking IFFT of the frequency
domain channel estimate. Channel frequency selectivity and delay spread information are calculated using
the channel frequency correlation estimates in [24], [32]. An analytical expression between delay spread
and coherence bandwidth is also given.

The level of time dispersion can be obtained by using known training sequences and a maximum
likelihood-based algorithm. The channel can be modeled with different levels of dispersion. Using these
various channel models, the corresponding channel estimates and the residual error can be calculated.
From these residual error terms, a decision can be made about the level of dispersion. Note that when the
channel is overmodeled, the residual error also becomes smaller. Hence, it is not necessarily true that the
model that provides the smaller residual error is the most suitable one. The most appropriate model can
be found by several information criteria algorithms, like Bayesian information criteria (BIC) or Akaike
information criteria (AIC) [33].

28.3.1.3 Spatial Selectivity Measure: Angle Spread

Angle spread is a measure of how multipath signals are arriving (or departing) with respect to the mean
arrival (departure) angle. Therefore, angle spread refers to the spread of angles of arrival (or departure)
of the multipaths at the receiving (transmitting) antenna array [34]. Angle spread is related to the spatial
selectivity of the channel, which is measured by coherence distance. Like coherence time and frequency, co-
herence distance provides the measure of the maximum spatial separation over which the signal amplitudes
have strong correlation, and it is inversely proportional to angular spread, i.e., the larger the angle spread,
the shorter the coherence distance. Figure 28.4 shows the effect of local scattering on angle of arrival. The
local scattering in the vicinity of Receiver-2 results in larger angular spreads, as the received signals come
from many different directions due to a richer local scattering environment. For a given receiver antenna
spacing, this leads to less antenna correlations between the received antenna elements than the correlation
of antennas in Receiver-1. Note that although the angular spread is described independent of the other
channel selectivity values for the sake of simplicity, in reality the angle of arrival can be related to the path
delay. The multipath components that arrive at the receiver earlier (with shorter delays) are expected to
have similar angles of arrival (lower angle spread values).
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FIGURE 28.4 Illustration of the effect of different local scattering in angle of arrivals. Receiver-1 observes less angle
spread compared to Receiver-2. Therefore, receiver antennas in Receiver-1 will have more correlations.

Compared to time and frequency selectivity, spatial selectivity has not been studied widely in the
past. However, recently there has been a significant amount of work in multiantenna systems. With the
widespread application of multiantenna systems, it is expected that the need for understanding spatial
selectivity and related parameter estimation techniques will gain momentum. Spatial selectivity will espe-
cially be useful when the requirement for placing antennas close to each other increases, as in the case of
multiple antennas at the mobile units.

Spatial correlation between multiple-antenna elements is related to the spatial selectivity, antenna dis-
tance, mutual coupling between antenna elements, antenna patterns, etc. [35], [36]. Spatial correlation has
significant effects on multiantenna systems. Full capacity and performance gains of multiantenna systems
can only be achieved with low antenna correlation values. However, when this is not possible, maximum
capacity can be achieved by employing efficient adaptation techniques. Adaptive power allocation is one
way to exploit the knowledge of the spatial correlation to improve the performance of multiantenna sys-
tems [37]. Similarly, adaptive modulation and coding, which employs different modulation and coding
schemes across multiantenna elements depending on the channel correlation, is possible [38], [39]. In
MIMO systems, adaptive power allocation has been studied by using the knowledge of channel matrix
estimate and eigenvalue analysis [40] [41].

28.3.2 Channel Quality Measurements

Channel quality estimation is by far the most important measurement that can be used in adaptive receivers
and transmitters [3]. Different ways of measuring the quality of radio channel are possible, and many of
these measurements are done in the physical layer using baseband signal processing techniques. In most
of the adaptation algorithms, the target quality measure is the FER or BER, as these are closely related to
higher-level quality-of-service parameters like speech and video quality. However, reliable measurement
of these qualities requires many measurements, and this causes delays in the adaptation as the process
could be very long. Therefore, other types of channel quality measurements that are related to these might
be preferred. When the received signal is impaired only by white Gaussian noise, analytical expressions can
be found relating the BER to other measurements. For other impairment cases, like colored interferers,
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numerical calculations and computer simulations that relate these measurements to BER can be performed.
Therefore, depending on the system, a channel quality is related to the BER. Then, for a target BER (or
FER), a required signal quality threshold can be calculated to be used with the adaptation algorithm.

The measurements can be performed at various points of a receiver, depending on the complexity,
reliability, and delay requirements. There are trade-offs in achieving these requirements at the same time.
Figure 28.5 shows a simple example where some of these measurements can take place. In the following
sections, these measurements will be discussed briefly.

28.3.2.1 Measures before Demodulation

Received signal strength (RSS) estimation provides a simple indication of the fading and path loss, and
provides the information about how strong the signal is at the receiver front end. If the received signal
strength is stronger than the threshold value, then the link is considered to be good. Measuring the signal
strength of the available radio channels can be used as part of the scanning and intelligent roaming
process in cellular systems. Also, other adaptation algorithms, like power control and handoff, can use this
information. The RSS measurement is simply done by reading samples from a channel and averaging them
[42]. Compared to other measurements, RSS estimation is simple and computationally less complex, as it
does not require the processing and demodulation of the received samples. However, the received signal
includes noise, interference, and other channel impairments. Therefore, receiving a good signal strength
does not tell much about the channel and signal quality. Instead, it gives an indication of whether a strong
signal is present in the channel of interest. For the measurement of RSS, the transmitter might send a pilot
signal continuously, as in the WCDMA cellular system, or a link layer beacon can be transmitted at discrete
time intervals, as in IEEE 802.11 WLANs.

Since the received signal power fluctuates rapidly due to fading, in order to obtain reliable estimates, the
signal needs to be averaged over a time window to compensate for short-term fluctuations. The averaging
window size depends on the system, application, variation of the channel, etc. For example, if multiple
receiver antennas are involved at the receiver, the window can be shorter than that for a single-antenna
receiver.

28.3.2.2 Measures during and after Demodulation

The signal-to-interference ratio (SIR), SNR, and SINR are the most common ways of measuring the channel
quality during (or just after) the demodulation of the received signal. SIR (or SNR or SINR) provides
information on how strong the desired signal is compared to the interferer (or noise or interference plus
noise). Most wireless communications systems are interference limited; therefore, SIR and SINR are more
commonly used. Compared to RSS, these measurements provide more accurate and reliable estimates at
the expense of computational complexity and with additional delay.
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There are many adaptation schemes where these measurements can be exploited. Link adaptation (adap-
tive modulation and coding, rate adaptation, etc.), adaptive channel assignment, power control, adaptive
channel estimation, and adaptive demodulation are only a few of many applications.

SIR estimation can be employed by estimating signal power and interference power separately and then
taking the ratio of these two. In many new-generation wireless communications systems, coherent detec-
tion, which requires estimation of channel parameters, is employed. These channel parameter estimates
can also be used to calculate the signal power. The training (or pilot) sequences can be used to obtain the
estimate of SIR. Instead of the training sequences, the data symbols can also be used for this purpose. For
example, in [43], where SNR information is used as a channel quality indicator for rate adaptation, the
cumulative Euclidean metric corresponding to the decoded trellis path is exploited for channel quality
information. Another method for channel quality measurement is the use of the difference between the
maximum likelihood decoder metrics for the best path and second-best path, as described in [44]. In a
sense, in this technique, some sort of soft information is used for the channel quality indicator. However,
this approach does not tell much about the strength of the interferer or the desired signal. There are several
other ways of SNR measurement that are based on subspace projection techniques. These approaches can
be found in [45] and in the references cited therein.

Often, in obtaining the estimates, the impairment (noise or interference) is assumed to be white and
Gaussian distributed to simplify the estimation process. However, in wireless communications systems,
the impairment might be caused by a strong interferer, which is colored. For example, in OFDM systems,
where the channel bandwidth is wide and the interference is not constant over the whole band, it is very
likely that some part of the spectrum is affected more by the interferer than the other parts. Figure 28.6
shows the OFDM frequency spectrum and two types of noise over this spectrum: colored and white. Hence,
when the impairment is colored, estimates that take the color of the impairment into account might be
needed [46].

Note that since both the desired signal’s channel and interferer conditions change rapidly, depending
on the application, both short-term and long-term estimates are desirable. Long-term estimates provide
information on long-term fading statistics due to shadowing and lognormal fading as well as average
interference conditions. On the other hand, short-term estimates provide measurements of instantaneous
channel and interference conditions. Applications like adaptive channel assignment and handoff prefer
long-term statistics, whereas applications like adaptive demodulation, adaptive interference cancellation,
etc., prefer short-term statistics.

For some applications, a direct measure of channel quality from channel estimates would be suffi-
cient for adaptation. As mentioned above, channel estimates only provide information about the desired
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FIGURE 28.6 Representation of OFDM frequency channel response and noise spectrum. Spectrum for both white
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signal’s power. It is a much more reliable estimate than RSS information, as it does not include the other
impairments as part of the desired signal power. However, it is less reliable than SNR (or SINR) estimates,
since it does not provide information about the noise or interference powers with respect to the desired
signal’s power.

Channel estimation for wireless communications systems has a very rich history. A significant amount
of work has been done for various systems. In many systems, known information (like pilot symbols,
pilot channels, pilot tones, training sequences, etc.) is transmitted along with the unknown data to help
the channel estimation process. Blind channel estimation techniques that do not require known infor-
mation transmission have also been studied extensively. For details on channel estimation for wireless
communications systems, refer to [47], [48] and the references listed therein.

28.3.2.3 Measures after Channel Decoding

Channel quality measurements can also be based on postprocessing of the data (after demodulation and
decoding). BER, symbol-error-rate (SER), FER, and CRC information are some of the examples of the
measurements in this category. BER (or FER) is the ratio of the bits (or frames) that have errors relative
to the total number of bits (or frames) received during the transmission. The CRC indicates the quality
of a frame, which can be calculated using parity check bits through a known cyclic generator polynomial.
FER can be obtained by averaging the CRC information over a number of frames. In order to calculate
the BER, the receiver needs to know the actual transmitted bits, which is not possible in practice. Instead,
BER can be calculated by comparing the bits before and after the decoder. Assuming that the decoder
corrects the bit errors that appear before decoding, this difference can be related to BER. Note that the
comparison makes sense only if the frame is error-free (good frame), which is obtained from the CRC
information.

As mentioned earlier, although these estimates provide excellent link quality measures, reliable estimates
of these parameters require observations over a large number of frames. Especially for low BER and FER
measurements, extremely long transmission intervals will be needed. Therefore, for some applications
these measures might not be appropriate. Note also that these measurements provide information about
the actual operating condition of the receiver. For example, for a given RSS or SINR measure, two different
receivers that have different performances will have different BER or FER measurements. Therefore, BER
and FER measurements also provide information on the receiver capability as well as the link quality.

28.3.2.4 Measures after Speech or Video Decoding

The speech and video quality, the delays on data reception, and network congestion are some of the
parameters that are related to user’s perception. Essentially, these are the ultimate quality measures that
need to be used for adaptive algorithms. However, these parameters are not easy to measure, and in many
cases, real-time measurement might not be possible. On the other hand, these measures are often related to
the other measures mentioned above. For example, speech quality for a given speech coder can be related
to FER of a specific system under certain assumptions [49]. However, as discussed in [49], some frame
errors cause more audible damage than others. Therefore, it is still desired to find ways to measure the
speech quality more reliably (and timely) and adapt the system parameters accordingly. Speech (or video)
quality measures that take the human perception of the speech (or video) into account are highly desirable.

Perceptual speech quality measurements have been studied in the past. Both subjective and objective
measurements are available [50]. Subjective measurements are obtained from a group of people who
rate the quality of the speech after listening to the original and received speech. Then a mean opinion score
(MOS) is obtained from their feedback. Although these measurements reflect the exact human perception
that is desired for adaptation, they are not suitable for adaptation purposes because the measurements
are not obtained in real time. On the other hand, the objective measurements can be implemented at the
receiver in real time [51]. However, these measurements require a sample of the original speech at the
receiver to compare the received voice with the original undistorted voice. Therefore, they are also not
applicable for many scenarios.
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28.4 Applications of Adaptive Algorithms: Case Studies

28.4.1 Examples for Adaptive Receiver Algorithms

In this section, some representative examples for adaptive receiver algorithms will be discussed briefly.
These algorithms can be employed in both base stations and mobile terminals, as well as in many other
wireless receivers.

28.4.1.1 Channel Estimation with A Priori Information

Channel estimation is an integral part of standard adaptive receiver designs used in digital wireless com-
munications systems. For conventional, coherent receivers, the effect of the channel on the transmitted
signal must be estimated to recover the transmitted information. As long as the receiver estimates what
the channel did to the transmitted signal, it can accurately recover the information sent.

The estimation of time-varying channel parameters is often based on an approximate underlying model
of the radio channel. In fading environments, the coefficients of a channel model exhibit typical trends
or quasi-periodic behavior in time, frequency, and space. The ability to track channel variation depends
on how fast the channel changes in time, frequency, and space. As mentioned before, this is related to
Doppler spread (time variation), delay spread (frequency variation), and angle spread (space variation).
By utilizing a priori information about the channel variation, adaptive algorithms with larger memories
can be designed without sacrificing tracking capability [15]. In contrast to the algorithms that do not
exploit this information, adaptive algorithms provide a means of extrapolation of the channel coefficients
in time, frequency, and space [13], [52]. For example, in [53], the step size of a simple least mean square
(LMS) channel tracker is changed using the Doppler spread information. Similarly, the window size of a
sliding window (moving average filtering)-based channel tracking algorithm can be adapted depending on
Doppler spread and SNR information [54]. Wiener filtering, which is one of the most popular techniques
for channel estimation using interpolation, is an excellent example in exploiting a priori information, as the
optimal Wiener filter design requires knowledge of Doppler spread and noise power. In most conventional
Wiener filtering designs, the worst-case expected Doppler spread values are used, degrading the perfor-
mance of the algorithm for other Doppler spread values [55]. Recently, two-dimensional interpolation
using Wiener filtering for OFDM-based wireless communications systems gained significant interest [28].
In this case, both Doppler spread and delay spread information, as well as noise variance estimates, can
be used to optimize the channel tracker performance. Although we have mentioned a few examples, the
usage of a priori information in channel estimation has been considered by many other authors. Further
information can be found in [47], [48].

Figure 28.7 shows a simple coherent receiver structure with an adaptive channel tracker. The receiver
includes a parameter measurement block that estimates the necessary parameters for the adaptation of

PARAMETER
ESTIMATION

Received Signal

CHANNEL
ESTIMATOR

DETECTOR
Detected Symbols

Decision directed modeTraining or pilot mode

FIGURE 28.7 A simple adaptive channel estimation receiver.

Copyright © 2005 by CRC Press LLC



the channel tracker. The necessary parameters can be estimated using the received signal and the output
of the detector as described before. The detector requires the channel estimates that can be obtained from
the channel tracker.

28.4.1.2 Adaptive Channel Length Truncation for Equalization

Time dispersion in wireless systems can cause ISI, which degrades the performance, often severely. Equal-
ization is a technique used to counter the effects of ISI. In the Telecommunications Industry Association/
Electronics Industry Association/Interim Standard 136 (TIA/EIA/IS-136 or simply IS-136) system, the
channel can be assumed to be flat (nondispersive) with respect to the symbol duration most of the time.
Equalization does not help much in nondispersive environments and in fact hurts performance by trying
to model dispersion that does not exist. However, in hilly terrain channel conditions, the channel is disper-
sive and requires equalization. Therefore, to design the receiver for the worst-case condition, equalization
needs to be used for all the geographical conditions unnecessarily, resulting in a loss due to the mismatch
of the implemented receiver to the fading scenario. An adaptive receiver can, on the other hand, have an
algorithm that measures the dispersiveness of the channel and uses the appropriate demodulator based on
the measurement [26]. This also results in conserving battery power.

In another cellular communications system, GSM, the symbol duration is relatively short compared
to that in IS-136. Also, the pulse shaping itself introduces intentional ISI, so that equalization is required
even in nondispersive channels. However, the number of channel taps needed for equalization might
vary depending on the dispersion (the geographical area). Instead of fixing the number of channel taps
for the worst-case condition, the number can be made adaptive [25], allowing simpler receivers with
reduced battery consumption and improved performance. Again, the point emphasized here is to avoid
overmodeling the signal. Figure 28.8 shows a simple example of an adaptive receiver that measures the
level of dispersion and adapts the equalizer number of taps accordingly.

28.4.1.3 Adaptive Interference Cancellation Receivers

The impairment sources in wireless mobile radio systems are numerous. Co-channel interference, which
is caused by the reuse of carrier frequencies in nearby cells, is one of the major contributors. Another
major interference source is adjacent channel interference, which is caused by the spectral overlap be-
tween adjacent channel users. Also, thermal noise and other impairment sources that are commonly
modeled as additive white Gaussian noise (AWGN) degrade the performance of a receiver. The statistics
of these disturbance sources are different. Conventional receivers commonly assume that the impairment
at the receiver is white, which causes performance loss if the actual impairment is colored. By exploiting
the statistics of the impairments, better receivers can be designed. For example, interference whitening
is one such technique that partially suppresses the interference and optimizes the demodulator perfor-
mance. However, at any given time, the kind of disturbance that is dominant at the receiver is not known
before. In order to achieve the best possible performance in all situations, the receiver should estimate
the possible disturbance source and adapt the receiver to the second-order statistics of the impairment.

KNOWN SYMBOLS

ADAPTIVE
EQUALIZER

RECEIVED SIGNAL

DETECTED
SYMBOLS

DISPERSION
ESTIMATION

FIGURE 28.8 An adaptive receiver that uses the delay spread (time dispersion) estimate to adjust the equalizer.
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Such an adaptive receiver described in [56] improves the performance of the maximum likelihood based
receiver.

The interference can also be suppressed by employing interference cancellation techniques in the re-
ceivers. For example, joint demodulation (JD) of co-channel signals is a powerful technique for cancelling
co-channel interference. In [57], it was shown that the capacity of the IS-136 system can be increased
significantly by using a JD receiver. However, the JD receiver given in [57] works well only when there is
a single dominant interferer, the mobile speed is low, and the channel is nondispersive. Otherwise, the
conventional single-user demodulator (CD) works better than joint demodulation at the targeted oper-
ating SINR level. A simple and efficient solution to the above problem is an adaptive receiver that adapts
the detector to the system conditions. Figure 28.9 illustrates the schematic of such an adaptive receiver.
It contains the conventional detector, the joint detector, and a control unit to control the two detectors.
For each slot, the control unit determines which of the two demodulators to be used to recover the data
symbols of the desired user. The control unit makes this decision on the basis of certain information
obtained from conventional and joint acquisitions. The demodulator selected by the control unit outputs
an estimate for the data symbols of the desired user. The details regarding the two demodulators can be
found in [58].

The choice for the demodulator can be based on several criteria. Ideally, one would like to know
the SNR, SIR, dominant interferer ratio ( I1

I−I1
, where I1 is the dominant interferer and I is the total

impairment, including the dominant interferer), and extent of ISI present in the system, among other
parameters. Although these quantities are not generally available at the receiver, they can be estimated. For
example, carrier and dominant interferer powers are estimated by averaging the corresponding channel
tap strengths over multiple slots. The unmodeled impairment power is estimated from the accumulated
Euclidean distance metric during the acquisition process (joint or conventional) over the training sequence
of the desired signal.

28.4.1.4 Adaptive Soft Information Generation and Decoding

In digital wireless communications systems, forward error correction encoding is commonly used to
provide a robust communication link. At the receiver, the decoder performance is optimized when the de-
modulator provides soft information for the encoded bits. The better soft information generation schemes
require the knowledge of the noise covariance, and often the noise covariance changes across the interleav-
ing length. Therefore, a receiver should continuously measure the noise covariance and use these estimates
for the improvement of soft bit values.

FILTER
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CONVENTIONAL
DEMODULATION

CONVENTIONAL
ACQUISITION

CONVENTIONAL DETECTOR

CONTROL
UNIT

JOINT DETECTOR

RX SAMPLES

DESIRED USER DATA

FIGURE 28.9 Example for adaptive interference cancellation receiver. A complex joint demodulation and a less
complex single user demodulation used adaptively based on the measured parameters.
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28.4.2 Examples for Link Adaptation and Adaptive Resource Allocation

In this section, some examples for adaptation of radio link and adaptive resource allocation will be discussed
briefly. Examples in this area are numerous, and there has been a significant amount of research on this
area.

28.4.2.1 Adaptive Power Control

Power control has a long and rich history in wireless communications systems [59], [60], [61]. Specifically,
for CDMA-based cellular systems, adaptive power control has a significant role, as the performance and
capacity of the CDMA systems are normally interference limited. Without power control, an interfering
transmitter that is closer to the receiver than the desired signal’s transmitter will cause a significant
degradation, and this phenomenon is commonly referred to as the near–far problem. Power control handles
this problem by adaptively controlling the user’s power depending on the link quality and desired quality
of service (QoS). As a result, the interference observed by other users due to this user will be less, which in
turn reduces the average interference observed at the receivers. This results in a high-capacity system with
improved battery life for the mobile terminals.

In voice-dominated cellular systems, the objective of the power control was mainly to maintain the
minimal (target) link quality at a constant level for individual users. The data rates for all users are constant
in this case, and each user experiences roughly the same quality of service. While this was appropriate for
voice, recently, with the increased demand for multimedia services and high-speed data access, different
objectives and cost functions to optimize the use of power resources have been developed. In mixed-traffic
environments, the cost function for each service will be different, leading to different power allocation
strategies [62]. Use of constant power along with variable coding, modulation, and spreading that adapts
the data rate to the channel variations is one objective that some new-generation wireless systems have
been adopting (rate control or rate adaptation) [43]. Also, water-filling types of power assignments, which
assign more power to the users that have favorable channels, are being studied extensively [63].

In adaptive power control mechanisms, estimation of the link quality parameters is the key factor.
Typical parameters used for adaptation include SIR, FER, and RSS. Doppler spread estimate can also be
used to adjust the adaptation rate. Depending on the adaptation rate, power control can be classified as fast
power control and slow power control. Fast power control compensates the changes in power level due to
Rayleigh fading (small-scale fading), while slow power control is used for lognormal fading (shadowing)
and path loss. The parameters that are used for them can also be different. For example, for fast power
control, instantaneous SIR, SNR, SINR, and RSS can be more suitable than FER and BER, which might
suit better slow power control. As mentioned in the parameter estimation section, parameter selection
depends on the delay, complexity, and accuracy requirements. The estimation errors and delays, between
measurements and adaptation of power, limit the efficient application of power control schemes. Therefore,
more accurate and practical algorithms that estimate and predict the parameters to be used in adaptation
are needed.

28.4.2.2 Adaptive Modulation and Channel Coding

Given the high price of spectrum and its scarcity, it is in the interest of operators to continue evolving
their networks toward higher capacity and quality. Adaptive modulation and coding provide a framework
to adjust modulation level and FEC coding rate depending on the link quality. Higher-order modulations
(HOMs) allow more bits to be transmitted for a given symbol rate. On the other hand, HOM is less power
efficient, requiring higher energy per bit for a given BER. Therefore, HOMs should be used only when the
link quality is high, as they are less robust to channel impairments. Similarly, strong FEC and interleaving
provide robustness against channel impairments at the expense of lower data rate and spectral efficiency,
suggesting adaptation of coding rate based on the link quality. Figure 28.10 illustrates the capacity gain
that can be achieved by employing adaptive modulation only. First, the BER performances of different
modulations as a function of SNR are given in Figure 28.10(a). As can be seen, a desired BER can be achieved
with low-order modulations for lower SNRs. Higher-order modulations need better link quality (higher
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FIGURE 28.10 Illustration of the BER and spectral efficiency of several modulation options. (a) BER plots of different
modulations as a function of SNR. (b) Spectral efficiency of different modulation as a function of SNR.

SNRs) in order to obtain the same BER performance. Figure 28.10(b) shows the spectral efficiencies of
different uncoded modulations, where an arbitrary packet size of 200 bits is used. Notice that the optimal
spectral efficiency for different SNR regions can be obtained through the use of different modulations
depending on the SNR.

Link adaptation using adaptive coding and modulation is deployed in some of the new-generation
wireless communications systems. For example, EGPRS, which is the evolution of the second-generation
GSM, employs two different modulation options (GMSK and 8-PSK) along with different coding rates,
resulting in nine different modulation/coding options, as shown in Table 28.1 [5], [43]. In addition,
EGPRS introduces the use of a Type II Hybrid ARQ system, commonly known within the specification as
incremental redundancy. In link adaptation, the link quality is measured regularly and the most appropriate
modulation and coding scheme is assigned for the next transmission interval. On the other hand, in the
incremental redundancy scheme, information is first sent with low coding power (high coding rate). This
results in a high bit rate if decoding is successful with this rate. However, if decoding fails with such a
high rate, additional coded bits (redundancy) should be send so that the transmitted bits can be decoded
successfully. However, sending extra coded bits incrementally reduces the resulting bit rate and introduces
undesired extra delay. Therefore, the initial code rate and modulation for the incremental redundancy
scheme should be based on measurements of the link quality, instead of starting with any arbitrary
rate [5]. As a result, by combining incremental redundancy with adaptive initial code rate, lower delays
with lower memory requirements, and high data rates can be achieved. The different initial code rates are
obtained by puncturing a different number of bits from a common convolution code (rate 1/3). Incremental

TABLE 28.1 EGPRS Modulation and Coding Schemes and Peak Data Rates

Maximum Rate

Scheme Modulation per Slot (kb/s) Code Rate

MCS-1 GMSK 8.8 0.53
MCS-2 GMSK 11.2 0.66
MCS-3 GMSK 14.8 0.80
MCS-4 GMSK 17.6 1.00
MCS-5 8-PSK 22.4 0.37
MCS-7 8-PSK 44.8 0.76
MCS-6 8-PSK 29.6 0.49
MCS-8 8-PSK 54.5 0.92
MCS-9 8-PSK 59.2 1.00
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redundancy operation is enabled by puncturing a different set of bits each time a block is retransmitted,
whereby the code rate is gradually decreased toward 1/3 for every new transmission of the block.

Recent studies introduce new modulation and coding options together with other capacity enhancement
techniques to further increase the data rate and throughput of EGPRS [64], [65]. Higher-order modulations
like 16-QAM and 64-QAM are being proposed along with some more coding options to optimize the
performance.1

Adaptive modulation and coding are also successfully employed for new-generation WLAN systems.
HiperLAN2 and IEEE 802.11a, both of which use OFDM technology at the physical layer, allow four
different modulation options (BPSK, QPSK, 16-QAM, and 64-QAM) with different coding rates. The
coding rates are obtained with different puncturing patterns to a mother convolutional code, resulting in
eight different modulation and coding options [66]. Similar to link adaptation in EGPRS, an appropriate
modulation and coding scheme is used depending on the link quality. Therefore, a data rate ranging from
6 to 54 Mbit/s can be obtained by using various modes. BPSK, QPSK, and 16-QAM are used as mandatory
modulation formats, whereas 64-QAM is applied as an optional mode.

Although only a couple of cases are given above, adaptive modulation and coding have attracted many
new-generation wireless standards to consider them as options to increase the data rates, and there has
been a significant amount of research in this area. Especially in conjunction with the advanced receiver
algorithms that reduce the required SINR to lower values, the better link quality values can be exploited to
increase the data rates further. Combining adaptive modulation with multiantenna transmitter and MIMO
schemes based on the feedback-related channel estimates, channel quality, channel correlation, etc., is one
of these interesting research areas. Based on the channel feedback information, the modulation type on
multiantenna transmitters can be varied. Similarly, adapting the source coding with the channel coding
or modulation is another interesting area of focus for link adaptation. For example, adaptive multirate
(AMR) codec allows changing of the compression rate of speech depending on the link quality, as in GSM
AMR. For weak link conditions, where heavy FEC is required, AMR has the ability to decrease the codec
rate (more speech compression) to allocate more bits for FEC [49].

28.4.2.3 Adaptive Cell and Frequency Assignment

As mentioned before, radio spectrum is very expensive and limited. Efficient use of radio spectrum is
very important to maximize the system capacity. The introduction of cellular technology was a major
step toward efficient usage of finite spectrum through a concept called frequency reuse. The capacity of
cellular systems is interference limited, dominated by co-channel interference (CCI) and adjacent channel
interference (ACI). Early cellular systems aimed to avoid these major interference sources by designing
systems for the worst-case interference conditions along with fixed channel allocation. This is often achieved
by employing higher-frequency reuse and by allowing enough carrier spacing between adjacent channels.
Both of these reduce the spectral efficiency. Later, more efficient spectrum usage strategies were developed
that dynamically assign frequencies relative to current interference, propagation, and traffic conditions. In
traditional cellular system designs, the allocation of frequency channels to cells is fixed, which means that
each cell can use only a set of frequencies. Even if the other cells are not fully loaded, the cell that does not
have any available frequency (fully loaded cell) can not take advantage of it. In dynamic channel allocation,
all the channels belong to a global pool and the channels are assigned according to a cost function that
considers the CCI and ACI [67]. As a result, for nonuniform traffic conditions, the available channels can
be used more efficiently.

Resource utilization is also evolved by employing a concept called hierarchical cellular structures (HCS)
[68]. The use of HCS has become a major component in third-generation mobile systems such as UMTS and
IMT-2000. In an HCS, various cell sizes are deployed and small cell clusters are overlaid by larger cells. For
example, Figure 28.11 shows a two-layer (e.g., microcell and macrocell) hierarchical system. Microcells

116-QAM and 64-QAM stand for 16-level and 64-level quadrature amplitude modulation, respectively.
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FIGURE 28.11 Illustration of two-layer hierarchical cell structure. High speed mobiles assigned to large cells, low
speed mobiles are assigned to smaller cells.

increase capacity within a coverage area, but radio resource management becomes more difficult. The
number of handoffs per cell are increased by an order of magnitude, and the time available to make
a handoff is decreased. HCS handle this by assigning cells to the mobiles depending on their speeds
(Doppler spread estimate). For example, in the two-layer structure given in Figure 28.11, low-speed
mobiles are assigned to microcells, whereas high-speed mobiles are assigned to macrocells. Hence, the
macrocell/microcell overlay architecture provides a balance between maximizing the capacity per unit
area and minimizing the number of handoffs [69]. As a result, the risk of call dropping is reduced, and
there are other benefits, like lower handover delays, reduced switching load, and increased QoS. The HCS
can be more than two layers (multilayer HCS). For example, picocellular layers can also be included in
multilayer HCS. Similarly, communication satellite beams can overlay all the terrestrial layers at the highest
hierarchical level.

Recently, dynamic allocation and multitiered design strategies are further generalized to take power
control, cell handoff, traffic classes (like multimedia), and user priorities into account. Also, there are
several studies toward combining link adaptation schemes with adaptive resource allocation. For example,
adaptive modulation (and coding) can be combined with dynamic channel allocation. Similarly, adaptive
modulation (and coding) can be combined with handover algorithms to introduce more intelligent han-
dover strategies. All these developments require more sophisticated adaptation of the network, and they
are based on many parameter measurements.

28.5 Future Research for Adaptation

Most of the techniques and issues that were described in the previous sections still need further research for
the development of more efficient adaptation and parameter estimation algorithms. At the same time, there
is a significant amount of effort in evolving current wireless communications systems to provide higher data
rates, higher capacity, and better performance. New technologies are being introduced to accommodate
these goals, like multicarrier wireless communications, MIMO, and ultrawideband (UWB). Adaptation
techniques will be a significant factor in efficient and successful deployment of these technologies.

UWB is a promising technology for future data communications systems, high accuracy (indoor)
geolocation devices, sensor applications, etc. Any signal that occupies more than 500 MHz of bandwidth
and meets the spectrum mask requirements enforced by spectrum regulation agencies is considered a
UWB signal [70]. For example, in the U.S., the Federal Communications Commission (FCC) has allocated
7.5 GHz of spectrum (between 3.1 and 10.6 GHz) for unlicensed use of UWB devices. One of the most
popular UWB systems, which is based on impulse radio (IR), utilizes carrierless transmission with very
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low power spectral density. IR-based UWB techniques are based on the transmission of nanosecond-level
short pulses that generate extremely wide spectrums. This results in a covert noise-like signal in a radio
channel. Note that within the transmission band of UWB, other technologies also coexist. For example, the
OFDM-based WLAN technology at 5-GHz U-NII band is a big concern for UWB signals, as it might create
significant interference for UWB signals. In order to provide robustness against narrowband interference,
adaptive implementation of UWB systems is very important. For this purpose, several strategies have been
developed recently. Multiband UWB is one of the techniques proposed to reduce the effect of narrowband
interference. In such techniques, the whole 7.5-GHz bandwidth is divided into several narrower bands that
are still wider than 500 MHz. The information is transmitted in these bands depending on the narrowband
interference situation. Several versions of multiband schemes are available, some of which can be found
in [70]. Estimations of the existence and level of narrowband interference are interesting research topics
that fall into the parameter estimation algorithms described before.

The wide bandwidth of UWB offers a capacity much higher than the current narrowband systems. Short-
range data transmission rates of over 500 Mbps have been theoretically shown [71], [72]. However, these
high data rates are only possible with excellent signal quality values and for short-range communications.
High date rates can be traded off with longer ranges and for lower link quality values. Depending on the
link quality and distance between transmitter and receiver, the rate can be changed through adaptation of
the processing gain. UWB achieves processing gain due to pulse repetition, i.e., transmitting more than one
pulse within a bit. For example, by transmitting 100 pulses per bit, a processing gain of 20 dB is obtained.
Additional processing gain is obtained due to the low duty cycle, which is the ratio of the pulse repetition
interval and the pulse width. Adaptation of processing gain is a research topic that needs to be explored for
UWB systems. Similarly, multiple-access capability of UWB systems, which is primarily determined by the
processing gain, needs to be explored. Adaptive multiaccess code design depending on delay spread of the
channel is one of the interesting research areas. Also, adaptive multiuser detection techniques need to be
studied for cancelling multiaccess interference. In summary, adaptation algorithms and related parameter
estimation techniques for jointly optimizing the multiaccess capability, power consumption, data rate, and
range of UWB systems are needed.

Adaptation of multicarrier systems has already gained some momentum. In multicarrier systems,
the transmission bandwidth is much wider than the coherence bandwidth of the channel, resulting in
frequency-selective fading channels. Therefore, different carriers experience different channel qualities.
This leads to adaptation of each subcarrier individually. Adaptive bit/power loading can be used as an
effective tool to get the highest capacity from a multicarrier system provided that the transmitter has the
link quality information for each carrier. For example, adaptation of the modulation level for OFDM-
based multicarrier systems has been studied recently [73]. The modulation level on different carriers can
be changed depending on the link quality observed at the carriers. Transmitting different modulations
on each carrier requires a large overhead for signaling. Therefore, approaches that group the neighboring
carriers into subsets and use the same modulation in each subset are preferred. The signaling can also be
avoided in time division duplexing (TDD) systems under certain assumptions. Unlike frequency division
duplexing (FDD) systems, where the channels on the downlink and uplink are different, in TDD systems,
using the assumption of the reciprocal and slowly varying channel, the transmitter and receiver can be
assumed to experience the same channel response. Therefore, this might eliminate the need for signaling
of the channel state information to the transmitter, if the channel estimates are used as the link quality
measures. However, in this case, the receiver needs to know which modulation is used at the transmit-
ter for each group. Blind modulation detection techniques can be used for this purpose [74]. Note that
although the channels could be the same, the interferences observed in the transmitter and receiver are
not necessarily the same. Therefore, the observed link qualities would be different at each end. Issues like
these need to be studied further for successful implementation of adaptation techniques in multicarrier
systems. Multicarrier CDMA (MC-CDMA), which combines OFDM modulation with CDMA-type mul-
tiple accessing, is a technology that is being pushed for fourth-generation cellular networks. The previous
adaptation algorithms proposed for CDMA and OFDM technologies need to be revisited and optimized,
and new adaptation algorithms need to be developed for MC-CDMA.
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MIMO and multiantenna systems bring about a new dimension to wireless channels. The spatial
dimension will be used in future communications systems for further improvement of the bandwidth and
power efficiency. However, this dimension and the related parameter estimates need to be understood
better. Research on parameter estimation for fast and accurate calculation of spatial selectivity, angular
spread, antenna correlation, etc., is needed. Also, further research is required on the effect of mutual
coupling between antenna elements, the effect of near-field scatterers on antenna patterns and antenna
correlations, exploitation of pattern selectivity when the spatial selectivity is not enough, and generation
of a desired pattern selectivity between antenna elements adaptively.

As described earlier, MIMO systems, which employ multiple-transmit and multiple-receive antennas,
can provide huge capacity and improved performance gains by exploiting spatial selectivity of the chan-
nel. However, these gains, in reality, depend heavily on the statistical properties of the channel and the
correlations between antenna elements. Among the factors that affect the antenna correlation are the char-
acteristics of the scattering environment. Therefore, an optimal way of using multiple-antenna systems
depends on the situation awareness. If the transmitter knows the instantaneous channel gains (the MIMO
channel matrix), it can adapt the transmission to maximize the capacity of the MIMO system [40] [41].
Similarly, the instantaneous antenna correlation values can be exploited to adapt the transmission. In
many cases, estimation of the perfect instantaneous channel state and antenna correlation information,
and feeding this information back to the transmitter might not be possible. This is the case especially
when the mobility is high. Instead, other parameter measures like partial (statistical) channel information,
average channel selectivity, or angular spread would be useful for adapting the transmitter and receiver.
Advanced signal processing techniques to calculate this partial channel and correlation information are
needed.

Most of the previous adaptation techniques take place in physical and medium access control (MAC)
layers. Future-generation wireless systems will also allow adaptive strategies at the higher networking
layers. The higher layers will be more aware of the situation in lower layers. Cross-layer optimization
algorithms and cost functions that involve many layers will be developed. This will also create the need for
the development of new adaptation parameters and algorithms for the estimation of these parameters.

Current wireless communications systems are based on layered protocol design, and each layer is often
designed and operated independently. For example, the channel variation is addressed by adapting the
link in the physical or MAC layer using signal processing techniques as described before. The traffic load
and delays are adapted by changing the routing tables, by adaptive channel and cell assignment techniques.
The layered structure and adaptation of layers locally (and independently) simplify the network design.
But the performance and capacity of the network is suboptimal, especially for addressing the requirements
of future multimedia wireless services. The future applications will have different data rate, delay, power,
and QoS requirements. Cross-layer adaptation could address these requirements by jointly optimizing
multidimensional cost functions that involve all protocol layers [75], [76], [77]. As a result, networks with
improved end-to-end performance subject to constraints in link quality and available network resources
can be obtained, while being aware of application trade-offs.

28.6 Conclusion

Recently, the use of adaptation algorithms for better utilization of the available resources, like power and
spectrum, has grown significantly. Several adaptation strategies to increase performance, data rate, capacity,
and QoS of wireless communications systems have been introduced. Many of these adaptation techniques
depend on accurate estimation of the various parameters. Therefore, further research on efficient parameter
estimation techniques is still needed.

There is a significant amount of work needed for the evolution of the current wireless communica-
tions systems to accommodate the future demands. Ultrawideband, MIMO, and multicarrier wireless
communications are some of the technologies that are being studied extensively. All of them have a com-
mon point: their capability to adapt the changing radio channel conditions. Adaptation of multicarrier
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communications and MIMO schemes has already gained some momentum. Adaptation algorithms for
UWB still need to be explored. The flexibility of UWB makes it very attractive for employing successful
adaptation schemes.
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