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11.1 A Brief History

Spread spectrum (SS) has its origin in the military arena where the friendly communicator is 1) sus-
ceptible to detection/interception by the enemy and 2) vulnerable to intentionally introduced un-
friendly interference (jamming). Communication systems that employ spread spectrum to reduce
the communicator’s detectability and combat the enemy-introduced interference are respectively
referred to as low probability of intercept (LPI) and antijam (AJ) communication systems. With
the change in the current world political situation wherein the U.S. Department of Defense (DOD)
has reduced its emphasis on the development and acquisition of new communication systems for
the original purposes, a host of new commercial applications for SS has evolved, particularly in the
area of cellular mobile communications. This shift from military to commercial applications of SS
has demonstrated that the basic concepts that make SS techniques so useful in the military can also
be put to practical peacetime use. In the next section, we give a simple description of these basic
concepts using the original military application as the basis of explanation. The extension of these
concepts to the mentioned commercial applications will be treated later on in the chapter.

11.2 Why Spread Spectrum?

Spread spectrum is a communication technique wherein the transmitted modulation is spread (in-
creased) in bandwidth prior to transmission over the channel and then despread (decreased) in band-
width by the same amount at the receiver. If it were not for the fact that the communication channel
introduces some form of narrowband (relative to the spread bandwidth) interference, the receiver
performance would be transparent to the spreading and despreading operations (assuming that they
are identical inverses of each other). That is, after despreading the received signal would be identical
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to the transmitted signal prior to spreading. In the presence of narrowband interference, however,
there is a significant advantage to employing the spreading/despreading procedure described. The
reason for this is as follows. Since the interference is introduced after the transmitted signal is spread,
then, whereas the despreading operation at the receiver shrinks the desired signal back to its original
bandwidth, at the same time it spreads the undesired signal (interference) in bandwidth by the same
amount, thus reducing its power spectral density. This, in turn, serves to diminish the effect of the
interference on the receiver performance, which depends on the amount of interference power in
the despread bandwidth. It is indeed this very simple explanation, which is at the heart of all spread
spectrum techniques.

11.3 Basic Concepts and Terminology

To describe this process analytically and at the same time introduce some terminology that is common
in spread spectrum parlance, we proceed as follows. Consider a communicator that desires to send a
messageusinga transmittedpowerS Watts (W)at an information rateRb bits/s (bps). By introducing
a SS modulation, the bandwidth of the transmitted signal is increased from Rb Hz to Wss Hz where
Wss � Rb denotes the spreadspectrumbandwidth. Assumethat thechannel introduces, inaddition
to the usual thermal noise (assumed to have a single-sided power spectral density (PSD) equal to
N0 W/Hz), an additive interference (jamming) having power J distributed over some bandwidth
WJ . After despreading, the desired signal bandwidth is once again now equal to Rb Hz and the
interference PSD is now NJ = J/Wss. Note that since the thermal noise is assumed to be white, i.e.,
it is uniformly distributed over all frequencies, its PSD is unchanged by the despreading operation
and, thus, remains equal to N0. Regardless of the signal and interferer waveforms, the equivalent bit
energy-to-total noise spectral density ratio is, in terms of the given parameters,

Eb

Nt

= Eb

N0 + NJ

= S/Rb

N0 + J/Wss
(11.1)

For most practical scenarios, the jammer limits performance and, thus, the effects of receiver noise
in the channel can be ignored. Thus, assuming NJ � N0, we can rewrite Eq. (11.1) as

Eb

Nt

∼= Eb

NJ

= S/Rb

J/Wss
= S

J

Wss
Rb

(11.2)

where the ratio J/S is the jammer-to-signal power ratio and the ratio Wss/Rb is the spreading ratio
and is defined as the processing gain of the system. Since the ultimate error probability performance
of the communication receiver depends on the ratio Eb/NJ , we see that from the communicator’s
viewpoint his goal should be to minimize J/S (by choice of S) and maximize the processing gain
(by choice of Wss for a given desired information rate). The possible strategies for the jammer will
be discussed in the section on military applications dealing with AJ communications.

11.4 Spread Spectrum Techniques

By far the two most popular spreading techniques are direct sequence (DS) modulation and fre-
quency hopping (FH) modulation. In the following subsections, we present a brief description of
each.
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FIGURE 11.1: A DS-BPSK system (complex form).

11.4.1 Direct Sequence Modulation

A direct sequence modulation c(t) is formed by linearly modulating the output sequence {cn} of a
pseudorandom number generator onto a train of pulses, each having a duration Tc called the chip
time. In mathematical form,

c(t) =
∞∑

n=−∞
cnp (t − nTc) (11.3)

where p(t) is the basic pulse shape and is assumed to be of rectangular form. This type of modulation
is usually used with binary phase-shift-keyed (BPSK) information signals, which have the complex
form d(t) exp{j (2πfct +θc)}, where d(t) is a binary-valued data waveform of rate 1/Tb bits/s and fc

and θc are the frequency and phase of the data-modulated carrier, respectively. As such, a DS/BPSK
signal is formed by multiplying the BPSK signal by c(t) (see Fig. 11.1), resulting in the real transmitted
signal

x(t) = Re {c(t)d(t) exp[j (2πfct + θc)]} (11.4)

Since Tc is chosen so that Tb � Tc, then relative to the bandwidth of the BPSK information signal,
the bandwidth of the DS/BPSK signal1 is effectively increased by the ratio Tb/Tc = Wss/2Rb, which
is one-half the spreading factor or processing gain of the system. At the receiver, the sum of the
transmitted DS/BPSK signal and the channel interference I (t) (as discussed before, we ignore the
presence of the additive thermal noise) are ideally multiplied by the identical DS modulation (this
operation is known as despreading), which returns the DS/BPSK signal to its original BPSK form
whereas the real interference signal is now the real wideband signal Re{I (t)c(t)}. In the previous
sentence, we used the word ideally, which implies that the PN waveform used for despreading at the
receiver is identical to that used for spreading at the transmitter. This simple implication covers up
a multitude of tasks that a practical DS receiver must perform. In particular, the receiver must first
acquire the PN waveform. That is, the local PN random generator that generates the PN waveform
at the receiver used for despreading must be aligned (synchronized) to within one chip of the PN
waveform of the received DS/BPSK signal. This is accomplished by employing some sort of search
algorithm which typically steps the local PN waveform sequentially in time by a fraction of a chip
(e.g., half a chip) and at each position searches for a high degree of correlation between the received
and local PN reference waveforms. The search terminates when the correlation exceeds a given
threshold, which is an indication that the alignment has been achieved. After bringing the two PN
waveforms into coarse alignment, a tracking algorithm is employed to maintain fine alignment.

1For the usual case of a rectangular spreading pulse p(t), the PSD of the DS/BPSK modulation will have (sinx/x)2 form
with first zero crossing at 1/Tc , which is nominally taken as one-half the spread spectrum bandwidth Wss.
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The most popular forms of tracking loops are the continuous time delay-locked loop and its time-
multiplexed version the tau–dither loop. It is the difficulty in synchronizing the receiver PN generator
to subnanosecond accuracy that limits PN chip rates to values on the order of hundreds of Mchips/s,
which implies the same limitation on the DS spread spectrum bandwidth Wss.

11.4.2 Frequency Hopping Modulation

A frequency hopping (FH) modulation c(t) is formed by nonlinearly modulating a train of pulses
with a sequence of pseudorandomly generated frequency shifts {fn}. In mathematical terms, c(t)

has the complex form

c(t) =
∞∑

n=−∞
exp{j (2πfn + φn)} p (t − nTh) (11.5)

where p(t) is again the basic pulse shape having a duration Th, called the hop time and {φn} is a
sequence of random phases associated with the generation of the hops. FH modulation is traditionally
used with multiple-frequency-shift-keyed (MFSK) information signals, which have the complex form
exp{j [2π(fc + d(t))t]}, where d(t) is an M-level digital waveform (M denotes the symbol alphabet
size) representing the information frequency modulation at a rate 1/Ts symbols/s (sps). As such,
an FH/MFSK signal is formed by complex multiplying the MFSK signal by c(t) resulting in the real
transmitted signal

x(t) = Re {c(t) exp{j [2π(fc + d(t))t ]}} (11.6)

In reality, c(t) is never generated in the transmitter. Rather, x(t) is obtained by applying the sequence
of pseudorandom frequency shifts {fn} directly to the frequency synthesizer that generates the carrier
frequency fc (see Fig. 11.2). In terms of the actual implementation, successive (not necessarily

FIGURE 11.2: An FH-MFSK system.

disjoint) k-chip segments of a PN sequence drive a frequency synthesizer, which hops the carrier
over 2k frequencies. In view of the large bandwidths over which the frequency synthesizer must
operate, it is difficult to maintain phase coherence from hop to hop, which explains the inclusion of
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the sequence {φn} in the Eq. (11.5) model for c(t). On a short term basis, e.g., within a given hop,
the signal bandwidth is identical to that of the MFSK information modulation, which is typically
much smaller than Wss. On the other hand, when averaged over many hops, the signal bandwidth
is equal to Wss, which can be on the order of several GHz, i.e., an order of magnitude larger than
that of implementable DS bandwidths. The exact relation between Wss, Th, Ts and the number of
frequency shifts in the set {fn} will be discussed shortly.

At the receiver, the sum of the transmitted FH/MFSK signal and the channel interference I (t) is
ideally complex multiplied by the identical FH modulation (this operation is known as dehopping),
which returns the FH/MFSK signal to its original MFSK form, whereas the real interference signal is
now the wideband (in the average sense) signal Re{I (t)c(t)}. Analogous to the DS case, the receiver
must acquire and track the FH signal so that the dehopping waveform is as close to the hopping
waveform c(t) as possible.

FH systems are traditionally classified in accordance with the relationship between Th and Ts . Fast
frequency-hopped (FFH) systems are ones in which there exists one or more hops per data symbol,
that is, Ts = NTh (N an integer) whereas slow frequency-hopped (SFH) systems are ones in which
there exists more than one symbol per hop, that is, Th = NTs . It is customary in SS parlance to
refer to the FH/MFSK tone of shortest duration as a “chip”, despite the same usage for the PN chips
associated with the code generator that drives the frequency synthesizer. Keeping this distinction in
mind, in an FFH system where, as already stated, there are multiple hops per data symbol, a chip is
equal to a hop. For SFH, where there are multiple data symbols per hop, a chip is equal to an MFSK
symbol. Combining these two statements, the chip rate Rc in an FH system is given by the larger of
Rh = 1/Th and Rs = 1/Ts and, as such, is the highest system clock rate.

The frequency spacing between the FH/MFSK tones is governed by the chip rate Rc and is, thus,
dependent on whether the FH modulation is FFH or SFH. In particular, for SFH where Rc = Rs ,
the spacing between FH/MFSK tones is equal to the spacing between the MFSK tones themselves.
For noncoherent detection (the most commonly encountered in FH/MFSK systems), the separation
of the MFSK symbols necessary to provide orthogonality2 is an integer multiple of Rs . Assuming
the minimum spacing, i.e., Rs , the entire spread spectrum band is then partitioned into a total of
Nt = Wss/Rs = Wss/Rc equally spaced FH tones. One arrangement, which is by far the most
common, is to group these Nt tones into Nb = Nt/M contiguous, nonoverlapping bands, each with
bandwidth MRs = MRc; see Fig. 11.3a. Assuming symmetric MFSK modulation around the carrier
frequency, then the center frequencies of the Nb = 2k bands represent the set of hop carriers, each
of which is assigned to a given k-tuple of the PN code generator. In this fixed arrangement, each of
the Nt FH/MFSK tones corresponds to the combination of a unique hop carrier (PN code k-tuple)
and a unique MFSK symbol. Another arrangement, which provides more protection against the
sophisticated interferer (jammer), is to overlap adjacent M-ary bands by an amount equal to Rc; see
Fig. 11.3b. Assuming again that the center frequency of each band corresponds to a possible hop
carrier, then since all but M − 1 of the Nt tones are available as center frequencies, the number of
hop carriers has been increased from Nt/M to Nt − (M − 1), which for Nt � M is approximately
an increase in randomness by a factor of M .

For FFH, where Rc = Rh, the spacing between FH/MFSK tones is equal to the hop rate. Thus,
the entire spread spectrum band is partitioned into a total of Nt = Wss/Rh = Wss/Rc equally

2An optimum noncoherent MFSK detector consists of a bank of energy detectors each matched to one of theM frequencies
in the MFSK set. In terms of this structure, the notion of orthogonality implies that for a given transmitted frequency there
will be no crosstalk (energy spillover) in any of the other M − 1 energy detectors.
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Figure 11.3a Frequency distribution for FH-4FSK—nonoverlapping bands. Dashed lines indicate location of hop

frequencies.

spaced FH tones, each of which is assigned to a unique k-tuple of the PN code generator that drives
the frequency synthesizer. Since for FFH there are Rh/Rs hops per symbol, then the metric used to
make a noncoherent decision on a particular symbol is obtained by summing up Rh/Rs detected
chip (hop) energies, resulting in a so-called noncoherent combining loss.
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Figure 11.3b Frequency distribution for FH-4FSK—over-lapping bands.

11.4.3 Time Hopping Modulation

Time hopping (TH) is to spread spectrum modulation what pulse position modulation (PPM) is
to information modulation. In particular, consider segmenting time into intervals of Tf seconds
and further segment each Tf interval into MT increments of width Tf /MT . Assuming a pulse of
maximum duration equal to Tf /MT , then a time hopping spread spectrum modulation would take
the form

c(t) =
∞∑

n=−∞
p

[
t −

(
n + an

MT

)
Tf

]
(11.7)
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where an denotes the pseudorandom position (one of MT uniformly spaced locations) of the pulse
within the Tf -second interval.

For DS and FH, we saw that multiplicative modulation, that is the transmitted signal is the product
of the SS and information signals, was the natural choice. For TH, delay modulation is the natural
choice. In particular, a TH-SS modulation takes the form

x(t) = Re {c(t − d(t)) exp[j (2πfc + φT )]} (11.8)

where d(t) is a digital information modulation at a rate 1/Ts sps. Finally, the dehopping procedure
at the receiver consists of removing the sequence of delays introduced by c(t), which restores the
information signal back to its original form and spreads the interferer.

11.4.4 Hybrid Modulations

Byblending together severalof theprevious typesofSSmodulation, onecan form hybridmodulations
that, dependingonthesystemdesignobjectives, canachieveabetterperformanceagainst the interferer
than can any of the SS modulations acting alone. One possibility is to multiply several of the c(t)

wideband waveforms [now denoted by c(i)(t) to distinguish them from one another] resulting in a
SS modulation of the form

c(t) =
∏
i

c(i)(t) (11.9)

Such a modulation may embrace the advantages of the various c(i)(t), while at the same time miti-
gating their individual disadvantages.

11.5 Applications of Spread Spectrum

11.5.1 Military

Antijam (AJ) Communications

As already noted, one of the key applications of spread spectrum is for antijam communications
in a hostile environment. The basic mechanism by which a direct sequence spread spectrum
receiver attenuates a noise jammer was illustrated in Section 11.3. Therefore, in this section, we
will concentrate on tone jamming.

Assume the received signal, denoted r(t), is given by

r(t) = Ax(t) + I (t) + nw(t) (11.10)

where x(t) is given in Eq. (11.4), A is a constant amplitude,

I (t) = α cos(2πfct + θ) (11.11)

and nw(t) is additive white Gaussian noise (AWGN) having two-sided spectral density N0/2. In
Eq. (11.11), α is the amplitude of the tone jammer and θ is a random phase uniformly distributed in
[0, 2π ] .

If we employ the standard correlation receiver of Fig. 11.4, it is straightforward to show that the
final test statistic out of the receiver is given by

g(Tb) = ATb + α cosθ

∫ Tb

0
c(t) dt + N (Tb) (11.12)
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FIGURE 11.4: Standard correlation receiver.

where N(Tb) is the contribution to the test statistic due to the AWGN. Noting that, for rectangular
chips, we can express

∫ Tb

0
c(t) dt = Tc

M∑
i=1

ci (11.13)

where

M
4= Tb

Tc

(11.14)

is one-half of the processing gain, it is straightforward to show that, for a given value of θ , the
signal-to-noise-plus-interference ratio, denoted by S/Ntotal, is given by

S

Ntotal
= 1

N0
2Eb

+ (
J

MS

)
cos2 θ

(11.15)

In Eq. (11.15), the jammer power is

J
4= α2

2
(11.16)

and the signal power is

S
4= A2

2
(11.17)

If we look at the second term in the denominator of Eq. (11.15), we see that the ratio J/S is divided
by M . Realizing that J/S is the ratio of the jammer power to the signal power before despreading,
and J/MS is the ratio of the same quantity after despreading, we see that, as was the case for noise
jamming, the benefit of employing direct sequence spread spectrum signalling in the presence of tone
jamming is to reduce the effect of the jammer by an amount on the order of the processing gain.

Finally, one can show that an estimate of the average probability of error of a system of this type
is given by

Pe = 1

2π

∫ 2π

0
φ

(
−
√

S

Ntotal

)
dθ (11.18)

where

φ(x)
4= 1√

2π

∫ x

−∞
e−y2/2 dy (11.19)

If Eq. (11.18) is evaluated numerically and plotted, the results are as shown in Fig. 11.5. It is clear
from this figure that a large initial power advantage of the jammer can be overcome by a sufficiently
large value of the processing gain.
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FIGURE 11.5: Plotted results of Eq. (11.18).

Low-Probability of Intercept (LPI)

The opposite side of the AJ problem is that of LPI, that is, the desire to hide your signal from
detection by an intelligent adversary so that your transmissions will remain unnoticed and, thus,
neither jammed nor exploited in any manner. This idea of designing an LPI system is achieved
in a variety of ways, including transmitting at the smallest possible power level, and limiting the
transmission time to as short an interval in time as is possible. The choice of signal design is also
important, however, and it is here that spread spectrum techniques become relevant.

The basic mechanism is reasonably straightforward; if we start with a conventional narrowband
signal, say a BPSK waveform having a spectrum as shown in Fig. 11.6a, and then spread it so that its
new spectrum is as shown in Fig. 11.6b, the peak amplitude of the spectrum after spreading has been
reduced by an amount on the order of the processing gain relative to what it was before spreading.
Indeed, a sufficiently large processing gain will result in the spectrum of the signal after spreading
falling below the ambient thermal noise level. Thus, there is no easy way for an unintended listener
to determine that a transmission is taking place.
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Figure 11.6a

Figure 11.6b

That is not to say the spread signal cannot be detected, however, merely that it is more difficult
for an adversary to learn of the transmission. Indeed, there are many forms of so-called intercept
receivers that are specifically designed to accomplish this very task. By way of example, probably
the best known and simplest to implement is a radiometer, which is just a device that measures the
total power present in the received signal. In the case of our intercept problem, even though we have
lowered the power spectral density of the transmitted signal so that it falls below the noise floor,
we have not lowered its power (i.e., we have merely spread its power over a wider frequency range).
Thus, if the radiometer integrates over a sufficiently long period of time, it will eventually determine
the presence of the transmitted signal buried in the noise. The key point, of course, is that the use
of the spreading makes the interceptor’s task much more difficult, since he has no knowledge of the
spreading code and, thus, cannot despread the signal.

11.5.2 Commercial

Multiple Access Communications

From the perspective of commercial applications, probably the most important use of spread
spectrumcommunications is as amultiple accessing technique. Whenused in thismanner, it becomes
an alternative to either frequency division multiple access (FDMA) or time division multiple access
(TDMA) and is typically referred to as either code division multiple access (CDMA) or spread
spectrum multiple access (SSMA). When using CDMA, each signal in the set is given its own spreading
sequence. As opposed to either FDMA, wherein all users occupy disjoint frequency bands but are
transmitted simultaneously in time, or TDMA, whereby all users occupy the same bandwidth but
transmit in disjoint intervals of time, in CDMA, all signals occupy the same bandwidth and are
transmitted simultaneously in time; the different waveforms in CDMA are distinguished from one
another at the receiver by the specific spreading codes they employ.

Since most CDMA detectors are correlation receivers, it is important when deploying such a system
tohavea setof spreadingsequences thathaverelatively low-pairwisecross-correlationbetweenany two
sequences in the set. Further, there are two fundamental types of operation in CDMA, synchronous
and asynchronous. In the former case, the symbol transition times of all of the users are aligned;
this allows for orthogonal sequences to be used as the spreading sequences and, thus, eliminates
interference from one user to another. Alternately, if no effort is made to align the sequences, the
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system operates asychronously; in this latter mode, multiple access interference limits the ultimate
channel capacity, but the system design exhibits much more flexibility.

CDMA has been of particular interest recently for applications in wireless communications. These
applications include cellular communications, personal communications services (PCS), and wireless
local area networks. The reason for this popularity is primarily due to the performance that spread
spectrum waveforms display when transmitted over a multipath fading channel.

To illustrate this idea, consider DS signalling. As long as the duration of a single chip of the
spreading sequence is less than the multipath delay spread, the use of DS waveforms provides the
system designer with one of two options. First, the multipath can be treated as a form of interference,
which means the receiver should attempt to attenuate it as much as possible. Indeed, under this
condition, all of the multipath returns that arrive at the receiver with a time delay greater than a chip
duration from the multipath return to which the receiver is synchronized (usually the first return)
will be attenuated because of the processing gain of the system.

Alternately, the multipath returns that are separated by more than a chip duration from the main
pathrepresent independent“looks”at the receivedsignal andcanbeusedconstructively toenhance the
overall performance of the receiver. That is, because all of the multipath returns contain information
regarding the data that is being sent, that information can be extracted by an appropriately designed
receiver. Such a receiver, typically referred to as a RAKE receiver, attempts to resolve as many
individual multipath returns as possible and then to sum them coherently. This results in an implicit
diversity gain, comparable to the use of explicit diversity, such as receiving the signal with multiple
antennas.

The condition under which the two options are available can be stated in an alternate manner.
If one envisions what is taking place in the frequency domain, it is straightforward to show that
the condition of the chip duration being smaller than the multipath delay spread is equivalent to
requiring that the spread bandwidth of the transmitted waveform exceed what is called the coherence
bandwidth of the channel. This latter quantity is simply the inverse of the multipath delay spread
and is a measure of the range of frequencies that fade in a highly correlated manner. Indeed, anytime
the coherence bandwidth of the channel is less than the spread bandwidth of the signal, the channel
is said to be frequency selective with respect to the signal. Thus, we see that to take advantage of DS
signalling when used over a multipath fading channel, that signal should be designed such that it
makes the channel appear frequency selective.

Inaddition to thedesirableproperties that spread spectrumsignalsdisplayovermultipathchannels,
there are two other reasons why such signals are of interest in cellular-type applications. The first
has to do with a concept known as the reuse factor. In conventional cellular systems, either analog or
digital, in order to avoid excessive interference from one cell to its neighbor cells, the frequencies used
by a given cell are not used by its immediate neighbors (i.e., the system is designed so that there is a
certain spatial separation between cells that use the same carrier frequencies). For CDMA, however,
such spatial isolation is typically not needed, so that so-called universal reuse is possible.

Further, because CDMA systems tend to be interference limited, for those applications involving
voice transmission, an additional gain in the capacity of the system can be achieved by the use of
voice activity detection. That is, in any given two-way telephone conversation, each user is typically
talking only about 50% of the time. During the time when a user is quiet, he is not contributing
to the instantaneous interference. Thus, if a sufficiently large number of users can be supported by
the system, statistically only about one-half of them will be active simultaneously, and the effective
capacity can be doubled.
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Interference Rejection

In addition to providing multiple accessing capability, spread spectrum techniques are of in-
terest in the commercial sector for basically the same reasons they are in the military community,
namely their AJ and LPI characteristics. However, the motivations for such interest differ. For exam-
ple, whereas the military is interested in ensuring that systems they deploy are robust to interference
generated by an intelligent adversary (i.e., exhibit jamming resistance), the interference of concern in
commercial applications is unintentional. It is sometimes referred to as cochannel interference (CCI)
and arises naturally as the result of many services using the same frequency band at the same time.
And while such scenarios almost always allow for some type of spatial isolation between the inter-
fering waveforms, such as the use of narrow-beam antenna patterns, at times the use of the inherent
interference suppression property of a spread spectrum signal is also desired. Similarly, whereas the
military is very much interested in the LPI property of a spread spectrum waveform, as indicated in
Section 11.3, there are applications in the commercial segment where the same characteristic can be
used to advantage.

To illustrate these two ideas, consider a scenario whereby a given band of frequencies is somewhat
sparsely occupied by a set of conventional (i.e., nonspread) signals. To increase the overall spectral
efficiency of the band, a set of spread spectrum waveforms can be overlaid on the same frequency
band, thus forcing the two sets of users to share common spectrum. Clearly, this scheme is feasible
only if the mutual interference that one set of users imposes on the other is within tolerable limits.
Because of the interference suppression properties of spread spectrum waveforms, the despreading
process at each spread spectrum receiver will attenuate the components of the final test statistic due
to the overlaid narrowband signals. Similarly, because of the LPI characteristics of spread spectrum
waveforms, the increase in the overall noise level as seen by any of the conventional signals, due to
the overlay, can be kept relatively small.

Defining Terms

Antijam communication system: A communication system designed to resist intentional jam-
ming by the enemy.

Chip time (interval): The duration of a single pulse in a direct sequence modulation; typically
much smaller than the information symbol interval.

Coarse alignment: The process whereby the received signal and the despreading signal are
aligned to within a single chip interval.

Dehopping: Despreading using a frequency-hopping modulation.

Delay-locked loop: A particular implementation of a closed-loop technique for maintaining
fine alignment.

Despreading: The notion of decreasing the bandwidth of the received (spread) signal back to
its information bandwidth.

Direct sequence modulation: A signal formed by linearly modulating the output sequence of
a pseudorandom number generator onto a train of pulses.

Direct sequence spread spectrum: A spreading technique achieved by multiplying the infor-
mation signal by a direct sequence modulation.

Fast frequency-hopping: A spread spectrum technique wherein the hop time is less than or
equal to the information symbol interval, i.e., there exist one or more hops per data
symbol.
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Fine alignment: The state of the system wherein the received signal and the despreading signal
are aligned to within a small fraction of a single chip interval.

Frequency-hopping modulation: A signal formed by nonlinearly modulating a train of pulses
with a sequence of pseudorandomly generated frequency shifts.

Hop time (interval): The duration of a single pulse in a frequency-hopping modulation.

Hybrid spread spectrum: A spreading technique formed by blending together several spread
spectrum techniques, e.g., direct sequence, frequency-hopping, etc.

Low-probability-of-intercept communication system: A communication system designed to
operate in a hostile environment wherein the enemy tries to detect the presence and
perhaps characteristics of the friendly communicator’s transmission.

Processing gain (spreading ratio): The ratio of the spread spectrum bandwidth to the infor-
mation data rate.

Radiometer: A device used to measure the total energy in the received signal.

Search algorithm: A means for coarse aligning (synchronizing) the despreading signal with
the received spread spectrum signal.

Slow frequency-hopping: A spread spectrum technique wherein the hop time is greater than
the information symbol interval, i.e., there exists more than one data symbol per hop.

Spread spectrum bandwidth: The bandwidth of the transmitted signal after spreading.

Spreading: The notion of increasing the bandwidth of the transmitted signal by a factor far in
excess of its information bandwidth.

Tau–dither loop: A particular implementation of a closed-loop technique for maintaining fine
alignment.

Time-hopping spread spectrum: A spreading technique that is analogous to pulse position
modulation.

Tracking algorithm: An algorithm (typically closed loop) for maintaining fine alignment.

References

[1] Cook, C.F., Ellersick, F.W., Milstein, L.B., and Schilling, D.L., Spread Spectrum Communica-
tions, IEEE Press, 1983.

[2] Dixon, R.C., Spread Spectrum Systems, 3rd ed., John Wiley and Sons, Inc. 1994.
[3] Holmes, J.K., Coherent Spread Spectrum Systems, John Wiley and Sons, Inc. 1982.
[4] Simon, M.K., Omura, J.K., Scholtz, R.A., and Levitt, B.K., Spread Spectrum Communications

Handbook, McGraw Hill, 1994 (previously published as Spread Spectrum Communications,
Computer Science Press, 1985).

[5] Ziemer, R.E. and Peterson, R.L., Digital Communications and Spread Spectrum Techniques,
Macmillan, 1985.

c©1999 by CRC Press LLC


	Mobile Communications Handbook
	Contents
	Spread Spectrum Communications
	A Brief History
	Why Spread Spectrum?
	Basic Concepts and Terminology
	Spread Spectrum Techniques
	Direct Sequence Modulation
	Frequency Hopping Modulation
	Time Hopping Modulation
	Hybrid Modulations

	Applications of Spread Spectrum
	Military
	Commercial




